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1 Introduction

To everyone that had the chance to see one, auroras are fascinating night
lights. But despite recent studies over the last decade, some of their prop-
erties remain uncertain due to their unstable nature. This is why we need
a new type of instrument able to, if not add precision, offer a new way
of studying auroras, and in our case, their polarisation in relation to their
spectrum.

Polarisation analysis provides a way to extract information from the light
we receive while still being compatible with imaging. For example, it is used
in astronomy to study various astronomical phenomena, but it is also used
in the medical domain, in defence, ...

The objective of this work is to see if it would be possible to adapt the
spectropolarimeter instrument developed by Mr Vasilescu et al [1] to the
study of auroral emissions, and if it would be more interesting than the
current method. It was also a way to study the behaviour of the instrument
when exposed to partially polarised light, rather than completely polarised
light like studied before ([1]). As the instrument does not exist yet, all
developments are theoretical and based on a mathematical model.

1.1 Methodology

To achieve this goal, we first presented the instruments used in previous
aurora observation campaigns, their setup and theoretical precision, before
trying to evaluate the precision of the new technique by looking at the impact
of various imprecisions that can appear.

Reasons The study of polarisation in general can be a hard challenge, and
the study of a phenomenon as fluctuating as the auroras can render this
even trickier, as they are quite unstable. As so, the current methods, which
require waiting for sometimes long integration periods, can give us false or
imprecise results. The use of a different faster way to observe the polar-
isation of the auroras could help us get better results and improve their
precision.

The reason to study the polarisation of a beam of light is that it can inform
us of the properties of its source and/or on the medium it crossed to get to
the observer. More precisely, the study of the aurora polarisation can help
us study a proxy of the space weather and earth’s magnetic field activity.



This also offers us another possibility to study ionospheric currents, even if
there are other, and better, ways to do it.

The work will be divided into 9 chapters. The first chapters will be dedi-
cated to the concept used in the study, before developing the work in itself.

In the second chapter, we will talk about the aurora phenomenon, its
source and the impact of space weather.

In the third chapter, we will talk about polarisation, briefly talk about
the most common natural sources and give a preview of the math behind it.

In the fourth chapter, we will talk about spectropolarimetry and specify
the technique behind our work.

The fifth chapter gives a mathematical description of the instrument we
used.

The sixth chapter talks about the concept behind our instrument and how
it does work.

The seventh chapter is dedicated to the simulations, first the theory be-
hind the algorithm, then the various step that we followed and the results
obtained.

In the eighth chapter we will investigate ways of optimising the instrument
for this usage.

And finally we have the conclusion.



2 Auroras

In this chapter, we will describe what auroras are and what their source
process is.

First we have to set what is an aurora.

Auroras, also called "northern lights” in our regions, are very rapidly chang-
ing atmospheric luminous events, seemingly spontaneous, appearing in the
sky of both arctic and antarctic circles. In the northern hemisphere they are
called ”Aurora Borealis” and in the southern hemisphere "Aurora Australis”.
They usually show green or less frequently red/pinkish colour, spread over
large parts of the night sky and form at high altitude (over 100 km height,
and up to 400 km).

They are quite frequent at latitudes higher than the polar circles but can
be exceptionally seen in lower latitude regions during extreme solar events.
I personally had the chance to see some during a trip to northern Sweden.

Figure 2.1: Auroral lights in the swedish sky

Most auroras are created by the radiative transition of atmospheric
atoms and molecules, specifically Oxygen atoms and di-Nitrogen molecules
in our case, as well as by Hydrogen and Helium in a lesser way. Those last
ones (H and He) are rarely visible to the naked eye, and since we will only



focus on the transition in the visible domain we won’t go over them. How-
ever we also have the case of some precipitating protons coming from space
that can briefly couple with atmospheric electrons, form Hydrogen atoms
and emit transition photons.

Be it caused by the first of the second type of source, we can say that auroras
are essentially the visible part of the space weather impact on the earth’s
magnetosphere.

2.1 Link with the atmospheric composition

At the altitude of emission, the atmospheric composition isn’t the same
as near the ground. Essentially we can divide the atmosphere into two big
parts: The homosphere (located roughly under 100 km), where the compo-
nent repartition of the atmosphere remains constant, and the heterosphere,
where the concentration of its components variates at different rates. This
is why the main auroras we see are coming from the local main components
of the atmosphere at their altitude of formation: mainly Ny and O, and why
the Hydrogen auroras are constrained under 100 km (the hydrogen concen-
tration peaks at 90km before rapidly decreasing above 100 km).
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Figure 2.2: Atmospheric density (g cm ™3 ) and composition as a function of
altitude (km) at solar minimum conditions determined using the NRLMSIS-
00 atmospheric density model.[2]



For example the N2+ decay is associated with 427.8 and 391.4 nm wave-
length photons, an altitude of roughly 100 km, and is caused by collision
with charged particles (protons and electrons) coming from space. While
the Oxygen is linked with + 630 nm wavelengths photons (630.03, 636.37
and 639.17 nm lines, each from 'D to 3P transition), that peaks around
210 km altitude, and 557.73 nm emissions, linked to the 1S to ' D transition
and an altitude of 110 km, that can be caused by various sources: charged
particles collision of course, but also daytime UV radiation coming from the
sun.
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Figure 2.3: Atomic transitions of the O atom associated with auroras

2.2 Desexcitation process

The process of radiative spontaneous emission is a process during which
an atom or a molecule lower its electronic energy level from an unstable or
metastable position to a more stable one by releasing a photon of the same
energy as the gap between the two levels. This process can be spontaneous,
but can also be stimulated like in current laser sources.

Fach probability of transition is described by an einstein coefficient. For
example, if we consider two energy levels, and no atoms in the unstable
higher one, the evolution of the number of atoms in this higher energy state



if left undisturbed is described by the following equation:

dng
—= = —Aon 2.1
7t 2172 (2.1)
With Ay the Einstein coefficient (established experimentally and available
on the NIST website [3]) associated with this transition. This gives us a law
of exponential decrease of no over time. It also gives us an estimation of the
mean lifetime of an excited level, noted 7, expressed as:

1 inf
T=— t|dna| (2.2)
no Jt=0
inf 1
T = / tAgre~Antdt = — (2.3)
t=0 A

With ng the initial number of atoms in the high energy level at t=0.

The atom/molecule can also exchange energy with its neighbours by col-
lision. If the medium density is sufficient, this becomes the main source of
de-excitation and is why auroras do not appear at lower altitudes. But these
collisional de-excitations play a less important role in the rarefied atmosphere
where the auroras appear. One can easily verify this with a vacuum pump
and a small potential generator.

The whole collision-desexcitation process can be synthesized as follow:
An atmospheric particle X receive energy coming from the collision with
trapped charged particles (here an electron), and is put in an unstable or
metastable excited state X*.

X+e — X" +e (2.4)

It then releases this excedent of energy to reach a more stable energy state
by emitting a photon of the same energy.

X" — X+ (2.5)

The energy of this photon can be expressed as E = hv,, with h Planck’s
constant and v, the frequency of the photon.

2.3 Source of this excitation

The main source of atmospheric atoms excitation during the night is the
collision with charged particles trapped by the magnetosphere penetrating
deep within the atmosphere.

Those particles initially come from the solar wind and more generally from



the interplanetary medium. Some of these charged particles are trapped
by the geomagnetic field and remains within the magnetosphere. Their
trajectory is somewhat convoluted, as they spiral around the magnetic field
lines, bouncing back and forth between their mirror points. Their trajectory
can lead them deeper within the earth’s atmosphere when they approach
a magnetic pole and its weaker field, leading to said collisions with the
atmosphere components.

TRAJECTORY OF
TRAPPED PARTICLE
MIRROR POINT

DIRECTION OF
ELECTRON DRIFT

MAGNETIC
FIELD LINE

DIRECTION
OF PROTON
DRIFT

Figure 2.4: Representation of the composite motion of charged particles
trapped in the Earth’s magnetic field, credit:[4]

High auroral activities can be linked with storms/ high geomagnetic ac-
tivity, that increase the number of particles reaching the earth. Indeed those
events decrease the earth’s magnetic field strength and increase the upper
atmosphere’s temperature, expanding it and allowing the trapped charged
particle to penetrate deeper, hence the increased auroral activity.

2.4 Impact of space weather

What we call space weather is the result of the interactions between

the earth’s magnetosphere and the emissions of the sun (radiations, but
also charged particles) having an impact on the earth and human activities.
Those emissions are not uniform, and higher activity periods lead to pertur-
bations of the earth’s direct environment called storms.
Other than auroras, Storms can cause various disruptions, like electrical sys-
tems or weather perturbation. The scale of these is directly dependent on
the ionospheric induced current and their cause, geomagnetic field pertur-
bations.

10



The most known examples are the Canadian transformers meltdown in
1989, and telegraph lines destruction accompanied by operator electrocution
during the biggest recorded solar storm in 1859, known as the Carrington
Event.

11



3 Polarisation

In this chapter, we will describe the concept of polarisation and the
main source that we could encounter. We will also talk about the previous
observation campaigns that have been done to study auroral polarisation.
Polarisation is a fundamental property of light. It is the expression of the
orientation of the oscillation plane of the electric field in an electromagnetic
wave.

The polarisation that we talk about in our case is a preferred direction of

oscillation, indicated by an excess of photons polarised in a given direction.
Since our eyes are not sensitive to the polarisation state of light, it is hard
to realise all the polarised light present around us. For example, most of the
reflected, transmitted and scattered light has a slightly induced polarisation.
For reflections, it is because the light hit the reflective surface with an angle,
and so the differently polarised components will not see the surface the same
way. This is why polarised lenses can be used in fishing or photography to
limit the reflection on the surface of the water. For the transmittance, it
is linked to the properties of the material. This will induce a retardance, a
modification of the polarisation state.
If the direction of polarisation does not change over time, the polarisation
is said to be linear. On the contrary, if the polarisation plane changes over
time, the polarisation is said to be elliptic, or circular (rotating clockwise or
anti-clockwise) if the rotation of the plane is regular.

Figure 3.1: Polarisation states, linear (a), elliptical (b), right circular (c),
credit:[5]

The way to measure polarisation will be developed in the next chapter.

12



3.1 Mathematics behind polarisation

A short reminder may be necessary. As long as we don’t look at its
interaction with matter, light can be considered as a pure transverse elec-
tromagnetic wave, with its electric and magnetic field oscillating in phase,
perpendicularly relative to each other and to their displacement direction.
The most commonly used reference frame place this direction of propagation
on the z axis, and the electric and magnetic oscillations in the x-y plane.
While there is no ambiguity regarding the z direction, the x and y axis are
arbitrary fixed by the observer. The electric field part can be described as:

E(z,t) = Ey(z,t) + Ey(2, 1) (3.1)
Ey(z,t) = Eggeos(kz — wt) &, (3.2)
Ey(z,t) = Egycos(kz — wt +€) *x €, (3.3)

With k the wavenumber, w the angular frequency, Ey, the oscillation
amplitude in the €, direction and Ejp, the one in the €, direction, and € the
phase difference between the two oscillations.

pd

\

Figure 3.2: The polarisation ellipse rotated by 1, credit:[6]

Getting back to Fig 3.1, one can easily see that the case (a), the case of
a linear polarisation, corresponds to a value of € equal to zero to a factor of
. The inclination angle v of the polarisation in regard to the x axis would

13



then be given by the arctangent of the ratio g—gz. This angle is called the

auxiliary angle.
On the other extreme, if we have a value of € that is equal to 7 (once again
to a factor of m) and a ratio g—gz = 1, we find ourselves in the case (c), the
case of a circular polarisation. The direction of rotation of the polarisation
determines if we are in a right circular (clockwise rotation) or a left circular
(anti-clockwise rotation) polarisation.
And in the other cases we have what is called an elliptical polarisation. In
this case, there is no relation between the values of Ey, and FEy,, and the
phase difference is arbitrary. It can be seen as a superposition of case a)
and c¢). To describe properly the elliptical polarisation, we need to define
the elliptical parameters. In general, the ellipse has the form

Eg(zvt) E.Z(Z’t) 2E$(zat) Ey(z’t) 2

— COSE = S1N“€ 3.4
5, | 5 Eow  Eo, (3.4)

The equation describing the angle ¥ between the major axis of the projected
ellipse and the x axis, called angle of rotation is given by

2E, Eoycose

tan2¥ =
o Egz - Egy

= (tan2v)cose (3.5)

And finally the last parameter of interest is x the angle of ellipticity, defined
as:

+b
tany = — sin2x = (sin2v)sine (3.6)
a

With a the semi-major axis and b the semi-minor axis of the ellipse.

Particular cases of linear polarisation that will be important later:
-polarisation along the main axis x or y. In this case, we have either Ey, =0
(polarisation along the y axis), or Ep, = 0 (polarisation along the x axis).
-polarisation along a diagonal. In this case, Ey, = +Ep,, and the angle of
the polarisation plane relative to the x axis is 45° or 135°.

3.2 Source of atmospheric polarisation

3.2.1 Rayleigh scattering

Main source of the atmospheric contribution to polarisation, the Rayleigh
scattering appears when light encounters very small particles, way smaller
than its wavelength. It typically appears when the light crosses gas, but
can be seen with some transparent liquid and solid. The particle (be it
atomic or molecular in nature) begins to oscillate with the electric part of
the incident lightwave and emits with the same frequency. The phenomenon
gets stronger as we get close to the resonance wavelength, and the scattering

14



efficiency is proportional to the fourth power of the frequency of the incident
light.
The re-emission is not uniform, it can only occur in a plane transverse to the

Sun

Figure 3.3: Polarization pattern of the sky when the sun is at the horizon.
N indicates the neutral point of Arago (the point of no polarisation, in the
anti solar direction). credit:[6]

incident light, and thus create a polarisation pattern in the light observed
after the medium.

One can represent the polarisation of the visible sky as in Fig 3.3. We see
that there is no polarisation in the sun’s direction, nor in the one of the
Arago neutral point, and that the maximum of polarisation is located at 90°
from the sun. This polarisation pattern can be observed in the sun’s light,
and in the moonlight, despite being weaker. This will come back in a later
chapter.

3.2.2 Mie scattering

Another big source of atmospheric polarisation, the Mie scattering ap-
pears when light encounter particles bigger than its wavelength, for example
water droplets, dust or, more interesting in our case, ice crystals.

It can be seen by the formation of a "halo” around the light source when
it appears. The forward direction of scattering is favoured, by comparison
with the Rayleigh scattering.

At this scale, the shape of the particle is important, as it creates asymme-
tries in the scattered light pattern and its polarisation. To describe these
asymmetries, one can define what is called the shape parameter, called x, so

15



that:
r=— (3.7)

With d the diameter of the particle and A\ the wavelength of the incident
photon. We know that when the value of x gets small, the Rayleigh scat-
tering is dominant, but as the value of x increase, the degree of polarisation
repartition will change a lot from x to x, even allowing the apparition of
radial polarisation relatively to the source. The mathematical description of
the Mie scattering can be very complex in its pure form, so the numerical
approach tends to be preferred in most of the case.

3.2.3 Closing remark

It is useful to remark that the polarisation described here are all linear,
the apparition of circular polarising effect being more linked to the presence
of organic compounds and their chiral properties or to multiple scattering
processes. We won’t talk about those as they do not take a role in the
studied phenomenon, even if our instrument can detect them.

3.3 Polarisation in the auroral lights

3.3.1 Previous observations

The process of polarisation in the auroras has already been studied from
the ground several times in the past, with campaigns during the 50’s. These
met an early end as it was initially thought that the polarisation of auroral
light was impossible due to the source process they rely on.

These study started again more recently under the impulse of Lilensten and
his team. They realised several observation campaigns (in 2012[7], 2015[8],
2016[9] and 2019[10]) as well as M.Barthelemy did in 2018([11]).

Used instrument

For these observations, they used an instrument called the SPP,or "spectro-
photo-polarimeter” ([7], [8] and [9]), then the "premier cru” ([11]) and finally
the "petit Cru” ([10]). All of which are spectrum targeted polarimeters. The
SPP use the rotating polariser technique to study polarisation, and filters
to isolate the desired wavelength. This polarimetry technique and its dif-
ferences with the one studied in this paper will be described in a following
chapter.

16
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Figure 3.4: Previous observations in four wavelength. Each graph shows
the Intensity, the linear polarisation degree and the angle of polarisation in
function of the time. credit:[10]

Results

The observations were realised at different wavelengths as they each cor-
respond to different events, and are associated to specific altitudes as said in
chapter 2. The results show that each of those events can be differently po-
larised and that those DoLP (Degree of Linear Polarisation) are not linked.
This was to be expected, as they are not correlated nor do take place at the
same height.

The degree of linear polarisation measured (from 0 to 8% for the O red line,
0 to 3% for the O green light, currently thought to be non-polarisable due
to its source process [12], 1 to 3% for the blue Ny line, and 1 to 5% for the
purple ]\72+ line) showed dependence with the orientation of the instrument,
with a maximum when the instrument is aligned with the overhead mag-
netic field direction, as well as with the intensity of the auroral emission.
Another observation was that the DoLP tends to decrease as the intensity in-
creases due to the higher collision probability between atmospheric particles.

But as with all earth-based observation, the results are localised and
not reproducible everywhere (due to the limited zones where auroras ap-
pear they are limited to the polar emerged lands). The use of space-based
instruments could allow a more global approach and measurements to be
independent of the crustal field.
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These observations showed that auroral light could be polarised as the
result of different phenomenons.
The main one is the source process, which is not always isotopic. This is
linked with the fact that, as said in the previous chapter, auroral lights are
caused by collisions between the trapped solar particle precipitation and the
atmosphere, and that these particles are collimated with the magnetic field
lines, resulting in an anisotropic process.
The reality is that the possibility of direct polarisation from the aurora
cannot be confirmed nor denied, and that the physics responsible for the
nightglow polarisation is still not perfectly understood.

3.3.2 Unwanted polarisation source
Artificial

Just like any night observation, the previous observations have shown
that ground lightsources can perturb the result of experiments, as their
light is scattered to the instrument and polarised by Rayleigh scattering.
Another big source of pollution is the internal reflections and irregularities
in the instrument. These perturbations can for example be caused by the
imprecisions in the wedge manufacture, irregularities at their meeting point
and surfaces.

Natural

But other natural phenomena can also change the values that we measure.

For example, let us study the impact of the Faraday rotation appearing in
the ionosphere. The Faraday rotation in itself does not create polarisation,
but modifies the linear polarisation state of the light.
The Faraday rotation, or magneto-optical effect, is a phenomenon appear-
ing when polarised light crosses a dielectric material along the magnetic field
direction. It can be understood very intuitively by imagining the charged
particle following the electric field of the light being submitted to the mag-
netic force, forcing the oscillation plane to rotate with them. It follows that
the rotation is proportional to the field intensity and the length of its path
within said magnetic field. The resulting rotation angle # can be expressed
as:

0 = vy (\)Bd (3.8)

With vy, a constant called Verdet’s constant, linked with the light’s wave-
length, B the magnetic field strength (expressed in Tesla) and d the crossed
length (in meter). vy is typically very small, but depends on the properties
of the material.

18



The rotation direction do not depends if you travel the same way as the field
or in opposite direction.

Figure 3.5: Faraday rotation of an incident linear polarisation. credit: thor-
labs.com

In our case the ionosphere can cause this type of effect due to the pres-

ence of free electrons. The incoming linearly polarised light is split into two
circular polarised components having slightly different propagation speeds.
Those two components recombine at the end of the ionised medium, but
with a modified polarisation angle. The outgoing polarisation is shifted by
an angle of Q = 2:)’6?7;104 x VITEC ﬁ * B)| [10], with f the light frequency
(in GHz), VTEC the Vertical Total Electron Content (in TEC Unit), colm
the factor to go from VETC to TEC, v the apex angle and B|| the the mean
geomagnetic field in the crossed part of the ionosphere parallel to the ob-
served direction (in Tesla).
If we know roughly the initial polarisation direction and can measure the
final one, it can give us information about the state of the ionosphere. How-
ever, it seems this effect is negligible in the earth’s environment, at least for
the wavelength studied here since its effect is not observed for frequencies
higher than those of radio waves.

A similar effect, called The Kerr effect, can be observed in regions of high
electric fields.

19



The previous measurements have also shown that the polarisation nearly
disappears during the day, as the dominant process of excitation becomes the
EUV coming from the sun. These emissions are then subjected to rayleigh
scattering and polarised accordingly. As previously said, this is also the case
with moonlight, so periods without lunar presence have to be preferred for
good observations.

20



4 Mathematical description of the polarisation

In this chapter, we describe the formalism that we used to describe the
polarisation, and the main source of imprecision that we will encounter:
noise. Noise being a general term regrouping all the unwanted sources of
signal appearing on our detector. The formalism description will spread over
this chapter and the next, this one serving more to set up the basis.

Since there was no already built instrument to work with, the entire work
was made in simulations.

4.1 Formalism

Previously we described the polarisation state of the incident light using
the polarisation ellipse (section 3.1), however, despite being quite intuitive,
this representation is not that convenient: first of all the period of rotation of
the polarisation plane is generally of the order of 10715, so it is impossible to
measure directly, moreover, this representation does not account for partially
polarised light, which limits its use to describe most of the encountered
situations. Partially polarised meaning that the light will only show a small
excess of polarisation in one direction. This ellipse has thus to be considered
as an idealisation, and another representation was needed. To allow us to
study and make simulations of the polarisation, we will then use the Stokes
and Mueller formalism.

4.1.1 Stokes parameters

In this approach, way more convenient for simulations, we represent the
polarisation degrees as a set of four Stokes polarisation parameters. One
can write them down as:

So = Eg, + Ej, (4.1)
S, = Eg, — Eg, (4.2)
Sy = 2Eo, Eoycos(e) (4.3)
Sg = 2En, Eoysin(e) (4.4)

In this notation, Sy (called I afterwards) is the total intensity, Sy (called
Q) is the linear polarisation along the classical X and Y axis, with X along
the horizontal plane of the instrument, and Y along its vertical, S (called
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U) is the linear polarisation along the +45° axis and S3 (called V) is the
circular polarisation (right or left). E, and E, are the orthogonal electric
field component amplitude and ¢ is the phase difference between them. It
can be shown that they obey to the relation.

S2 > S7 4 53+ S2 (4.5)

There is equality only if the light is completely polarised. In other cases we
can see the partially polarised light as a superposition of two components:
one completely polarised (Ipoiarised) and one not (Iynpolarised). The intensity
then becomes

P=I+1I; With =87 +85+53 (4.6)
It also allows us to write the degree of polarisation p as:

S+ S5+ 53
p= YL 22T (4.7)

I

With the value of p comprised between 0 (no polarisation) and 1 (fully
polarised). In our case since the incident light polarisation is purely linear,
we can pose V=0 and define the degree of linear polarisation (DoLP) as:

VSt + 53 (4.8)

Plin = Vi

and the angle of linear polarisation (AoLP 0)

cos(20) = =0 (4.9)

sin(20) = -2 (4.10)
0 = —atan(=-) (4.11)

Having now properly defined the Stokes parameters, we can go back to the
polarisation parameters defined previously in chapter 4, and express them
in our new representation.
The angle of rotation ¥ can now be written as:

2Ey; Foycose  So

tan2¥V = ————— = — 4.12
o E(2)m - Egy S ( )

Similarly, one can express the angle of ellipticity x as

2E0x EOy sine - 53

= — 4.13
B+ E, S 1

sin2y =
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For convenience the Stokes parameters can be represented as the elements
of a length four vector, called the Stokes vector.

=5,
| @=%5

s=|pZd (4.14)
V =253

This notation will be used from now on.

4.1.2 Mueller formalism

To represent the impact of the instrument optical elements on the polari-
sation state of the crossing light, we will use the Mueller calculus. Using the
Stokes parameters representation, this consist of associating every optical
element with a transformation matrix, called a Mueller matrix. Obtaining
the polarisation state at the exit of the system becomes a simple matrix
product.

We will consider an incoming beam of light described by the Stokes vector
S = (1,Q,U,V) (which is written vertically), and an instrumental Mueller
matrix M written as.

™Moo MMo1 Mo2 M03
mio M1 M2 M13
M20 M21 M22 M23
m3o MM31 Mm32 1M33

(4.15)

To express the outgoing beam, we will use the notation S , that can be
expressed as S = M % S, or

I= mood + mp1Q + moaU + mo3V (4.16)
Q = miol +m11Q + miU + mizV (4.17)
U = maol +ma1Q + maslU + masV (4.18)
V= mzol +m31Q + mzU + ms3V (4.19)

The Mueller matrix of the whole instrument is then the product of its
different element’s matrices. One can synthesise the whole system as

Iout Iz

Sout = Qout = M, * M,_1 % ...% My Qin (4.20)
Uout Ul
Vout ‘/l

With n the number of elements encountered by the beam and the index be-
ing their position in the optical setup (n being the closest to the detector).
As we are using matrix multiplication, the order in which the Mueller ma-
trices are set up is very important if we want to achieve correct results.
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The problem is now to find the values of the elements composing our
system. Luckily this has already be done in a previous work [1]. The values
are given in the following chapter.

4.1.3 Poincaré sphere

A visual and convenient way of representing the Stokes vector is by plac-
ing it in a three dimensional reference frame using its U, V and Q parameters
as x, y and z coordinates. The radius is thus given by the intensity of the
polarised part of the light. This sphere is called the observable polarisa-

S1

Figure 4.1: Polarisation P represented over the Poincaré/Observable Polar-
isation sphere. credit:[13]

tion sphere and allows us to represent the transformations undergone by the
beam as it crosses the system.
We can now write the Stokes vector as:

1
g — P Ccos 2v (4.21)
| psin2v cos 2¢ '

psin 2v sin 2e

24



With p the polarisation degree, v the inclination angle and e the phase
difference between the E, and E, component of the associated point P(v,
€)’s polarisation, used as spherical coordinates.

The output Stokes vector is obtained by multiplying it by the Mueller matrix
of the system. This will be developed in detail during the next chapter. For
example, here is the representation of an output Stokes vector associated
with a general polariser (linear diattenuator) of angle 6 :

1 1

& 1 . pcos260 | P Cos 20

S = 5[50 + S cos 20 + S sin 26) psin20 | = | psin 20 cos 2¢ (4.22)
0 psin 20 sin 2€

We see that the outgoing polarisation state is only function of said 6 angle,
the initial parameters only serving as amplitude factor.

Similarly we can always represent the Stokes parameters of the light com-
ing out of a retarder of fast axis « in function of the incoming Stokes pa-
rameters.

By studying the P(7, €) associated with different values of a and 6, we
can see that those points will describe a circle inscribed on the surface of
the sphere. The axis around which those circles will be described doesn’t
depend on the modified parameter: by modifying either a or 6 the point P
will rotate around the S3 axis.

4.2 Noise and signal to noise ratio (SNR)

Signal noise is an unwanted perturbation of the output signal. It can be
created by various phenomena affecting the detector.
The SNR is like its name implies the ratio between the signal and the noise.
It can help us evaluate the quality of our measurement.

A general expression of the SNR can be written as

1
SNR = (54/NZ + Npo + N2,o) ™! (4.23)

with Ny the noise associated with the signal, Npc the noise associated
with the dark (or thermal) noise, and finally like its name implies N,¢qq is
the noise associated with the reading error on the detector and is intrinsic
to the detector.

In our case the noise associated with the instrument can be described using

two main types of noise distribution: Gaussian and Poisson, associated with
different noise sources.
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4.2.1 Poissonian noise

The Poissonian noise (also called shot noise) is the noise created by the
statistical nature of the light at low exposure and is proportional to the
square root of the signal. It is called Poissonian noise because it follows a
Poisson distribution.

You cannot lower it, but by having a stronger signal you can mitigate its
impact on your final results.

4.2.2 Gaussian noise

The Gaussian noise is linked to the detector thermal noise and appear
regardless of the incoming signal. As its name implies is follows a normal
distribution. This type of noise can be reduced by lowering the detector
temperature, but is a nuisance for precise and/or low signal measurements.
In our case, we had to fix values based on known detector properties.

4.3 Visibility

Another way to estimate the quality of the output signal is by giving a
value of its contrast. This value is called the visibility and is a dimensionless
number given by the following equation:

I — Iy
V= max min 4.94
Imaz + Imin ( )

With Ie. and I, the maximum and the minimum value of the output
signal respectively. Those values are the ones picked up by the detector’s
pixels, meaning that they will be impacted by every imprecision affecting
said pixels.
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5 Spectropolarimetry

In this chapter, we describe the concept of spectropolarimetry using the
formalism presented in the previous chapter. We also present other spec-
tropolarimetric instruments.

Spectropolarimetry is the simultaneous study of spectrum (spectrometry)
and polarisation (polarimetry) of the received light. This simultaneous study
of both values allows to differentiate the polarimetric effects on each wave-
lenght and their associated source process. In our case it allows us to study
each type of auroras independently without pollution coming from one to
another.

5.1 Polarimetry

Polarimetry is the study of polarisation. It is classically done by using
a modulator followed by a polariser. This combination of optical element
transforms a polarisation into an intensity variation. This conversion to in-
tensity variation is needed because typical detectors (like CMOS and CCD
sensors, or even the human eye) are intensity sensitive, but not polarisation
sensitive.

Modulator Modulators, also called linear retarder, are polarising elements
changing the phase of the optical beam. They induce a shift ¢ between the
orthogonal field components. The general Mueller matrix associated with
an ideal retarder of fast axis a° is

1 0 0 0
M= 0 cos?2a + sin?2acosp (1 — cosp)cos2asin2a sin2asing
|0 (1 —cosg)cos2asin2a cospcos?2a + sin®2a —cos2asing
0 —sin2asing cos2asing cosQp

(5.1)
with ¢ the induced phase difference between the orthogonal components of
the incident beam. The modulator is usually a fixed retarder (generally a
quarter wave plate, meaning that the induced phase difference ¢ is 7/2).
For a typical ideal modulator with a fast axis o = 0°, the outgoing Stokes
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vector is thus expressed as:
Iy
< Qo
S Uocoso + Vpsing (5.2)
—Upsing + Vycosg

As we can see, the retarder can only couple two polarisation states, this will
be important later. Indeed, we can always orient our reference frame in a
way to make the fast axis be in the v = 0° direction, and make the previous
expression reappear. One should know that in reality, as with any optical
element, a little part of the intensity is lost, either absorbed by the element
or reflected away, but it will not be considered here.

Analyser The second element, the analyser, is the piece that will transform
the polarisation variation into an intensity variation. The Mueller matrix of
an analyser of orientation 6 is given by:

1 c0s20 sin20 0
1| cos26 cos>26 c0s20sin20 0
2 | sin20  cos260sin26 sin?26 0
0 0 0 0

M) = (5.3)

with 6 the angle between the transmission axis and the positive x axis. In
the future we shall use the notation ¢ = cos26 and s = sin26 for simplicity.
A classical intensity output can then be expressed as I,y = agpslin +8Qin +
YUin 4 Vin, with agps being the absorption/intensity loss due to the system,
and the other terms depending on the properties of the system. If those val-
ues are constants, we do not have enough equations to solve our unknowns
and the degeneracy of the system cannot be lifted.

This issue can be solved by changing the orientation of one element relative
to the other, typically by rotating it.

We see that the value of the outgoing intensity does not depend on
the value of the circular polarisation. However, due to the presence of the
modulator, one can extract the value of said circular polarisation from the
values of the coupled linear polarisation term.

5.1.1 Classical measurement method

To study the three polarisation terms of the Stokes vector, a variation
of the modulation is needed. It is classically done by using a rotating anal-
yser, or by separating the two orthogonally polarised components of the
light (ordinary and extraordinary) like the instrument used in the previous
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observations:

The instrument they used, called SPP in its first iteration (in 2012[7], 2015[8]
and 2016[9] ) and "Petit Cru” in its latest (2019 campaign,[10]), is made off
a telescope on which we put a rotating polariser followed by a spectrometer.
The "Petit cru” was specialised to observe the four wavelengths described
previously, while the SPP was focused on the observation of the 630 nm
lines.

On the basis of this setup, we can obtain the system’s mueller matrix, the
one associated with a rotating polariser:

1 cos20(t) sin20(t)
1| cos20(t) cos?20(t) c0s20(t)sin26(t)
2 | sin260(t) cos26(t)sin26(t) 5in?20(t)

0 0 0

0
Mo(B(1)) = R
0

SPP’s detector was only able to take measurements every 20" of a second

and, combined with a polariser angular frequency of 90° per second, could
reach a precision of Af = +2.25°. Petit Cru used a more recent high speed
detector able to take up to 1000 measurements per second and a tunable
rotation speed polariser, able to go between 180 and 720° per second (the
latter being the one used to allow fast measurements). Meaning the theo-
retical precision reach by the system is A8 = £0.36°.
Ultimately the precision is given by the output intensity variation, we thus
have a precision that depends on %60829 for the S1 parameter and %sinQQ for
the Sy parameter, meaning a precision that depends on the time of measure-
ments as a variation of # do not induce the same variation if it is made near
6 = 0 or # = m/2. The maximum imprecision is reached around 6 = /4 and
is the order of AI = £0.055(S51 + 52) for SPP and AI = £0.009(S1 + 52)
for Petit Cru.

Celestron C8 Telescope =i
. Optical Fibers
extraodinary
beam G B
A rdinary beam
) | Beam Spiiter |
v Fiber
Collimator

Rotationg

Halfwave

Plate

Outside

Figure 5.1: Schematic view of the premier cru polarimetry section, credit:[11]
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The setup used by ”"premier cru” during the intermediary campaign of
2018[11] was different: After the telescope was placed a modulator with 4
possible orientations then a polarizing beam splitter cube that separated
ordinary and extraordinary parts of the incident beam.

By changing the modulator orientation, we can scan over various values
of «r, and study the pattern on the different output intensity and extract the
circular polarisation from it.

We can see that the polarisation analysis is conducted as early as possible.
This is because it offers more protection against the unwanted polarisation
induced by the instrument’s optic.

5.1.2 Concept of compact/static polarimetry

By using a pair of birefringent prisms to spread the polarisation infor-
mation spatially, one can study the light’s polarisation without the use of
moving parts. This technique is called compact spectropolarimetry, and is
developed in a 2012 article from W.Sparks [14].

In the article, they present a method of polarimetry needing no moving

Modulator Analyzer Detector
0 (2D)
Fast axis 2
3
Incoming ray Outgoing ray
P —_—
¢h) 2 3)

Fast axis
a=%

Figure 5.2: General representation of the compact polarimeter design pro-
posed by Sparks. credit: [15]

parts while achieving high sensitivity. The main advantage of this configu-
ration is that it allows us to study all the polarisation states simultaneously.
The only limit becomes the resolution of the detector. The downside is a
lower output intensity, and thus a higher SNR or integration time, as we are
splitting the incident light rather than just observing the general intensity.
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The design consist of a modulator, made out of two birefringent wedges

having their fast axis oriented at 45° from each other and one not affecting
the polarisation state of the light between them, followed by a classical
analyser. The first wedge has its fast axis oriented at 0° relatively to the
horizontal (x axis), and an apex angle £. The second wedge has its fast axis
oriented along the ray progression direction (z) in a way to not modify the
polarisation state of the light. Its role is to fill the gap between the two
other wedges, limit the medium change effects by removing two wedge-air
interfaces and add in solidity. The last wedge has its fast axis forming a 45°
with the x axis, and an apex angle of ¥. In our case, we took & = 2.6° and
¥ = 1.6°, and an orientation of the analyser of # = 50.6°. Two prisms are
needed to lift the degeneracy on the linear components of the polarisation
as shown in section 4.1. Indeed one prism can only allow the study of one
linear polarisation type, as indicated by precedent studies ([14], [15]).
Our resolution is thus independent of our detector measurement speed, it
now relies on its pixel size. In our case, we have considered a detector
composed of 1300 pixels each measuring 107> meter. However we still need
to introduce some notions before calculating the impact of our system on
the Stokes parameters and its precision.

This compactness and robustness can be a major advantage in demanding
usage, for example in space, where the use of moving parts represent a
liability.

5.2 Birefringent material

A birefringent material is a material showing different behaviour accord-
ing to the polarisation state, effectively its refractive index will change with
the incoming light direction and its polarisation orientation relative to its
own optical axis, this property is called anisotropy as the material do not
react the same way when observed from different directions. An example of
naturally appearing birefringent material is quartz. It is the angle between
this optical axis and the incoming light polarisation axis that will dictate
the light behaviour inside the material. For example in the second wedge
of our instrument (5.2), the optical axis is aligned with the light progres-
sion direction and so the polarisation state is not modified. However if the
wedge optical axis and the light polarisation direction are not aligned, like
the first and third wedge of the instrument, the path of the different po-
larisation states will differ, and we will see the appearance of a retardance
proportional to the angle of this misalignment. A retardance is a variation
of ¢, the phase difference between the ordinary and extraordinary ray. As
this variation depends on the path length, we can vary this length to study
polarisation states, this is what is done by the instrument. We also align
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the wedge optical axis with the horizontal and diagonal polarisation state
respectively to allow Q and U analysis.

Optical axis R

Figure 5.3: Schematic representation of the impact of the birefringent wedge
on an incoming diagonal polarisation. The retardance increases with the
wedge width.

Here we can observe the variation of the ) polarisation parameter (diag-
onal polarisation) as we move along the vertical axis. We see that there is
a transfer from this diagonal polarisation to the circular polarisation as the
retardance increase. Starting from the point where the light crosses without
modification (thinner part of the wedge), we reach a width that induces a
quarter-wave retardance, and all the light is converted to circular polarisa-
tion. Then we reach the point of half-wave retardance and we see that the
initial polarisation has been rotated by 90° after the wedge. We will see this
phenomenon more clearly in the sixth chapter.

In our case we consider the lens to be made out of MgF5, as chosen in the
previous work [15] and will do our calculations accordingly.

5.3 Spectral part

The study of the spectrum is classically done by splitting the light into
its different wavelength components either by making the light cross a prism
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(made out of wavelength sensitive refraction indices material), or by reflect-
ing on a diffraction grating (that uses the interference due to the different
light path length to isolate wavelengths).

For example here is the design of a Czerny Turner spectrometer:

Figure 5.4: Classical Czerny-Turner spectrometer design, with MC the
spherical collimating mirror, MF the spherical focusing mirror, f the ef-
fective focal length, and a grating with angles of incidence « and diffraction
B. credit:[16]

This type of spectrometer is a standard design used in various domains.

In our case we will study the light spectrum and polarisation simultane-
ously. To achieve this, we simply put a spectrometer after the setup shown
in 5.2 to disperse the spectrum orthogonally to the polarisation, and end up
with one "spectral” direction and one "polarisation” direction. Like what is
done in the 2012 Sparks’s paper [14].

Modulator Anzll)yzcr Spectrometer Intensity profile
(2

)

e
Fast axis

Incoming ray Outgoing ray — o8
1o @) (©)] >

7 Fast axis
Fast axis a=%
®a=0 | |
o) z

Figure 5.5: Design of the complete spectropolarimetry instrument developed
by B.Vasilescu et al, credit [15]
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As we only look at specific wavelength, the expected output would be a
series of broadened lines around the desexcitation bands, as well as light
pollution at different wavelength.

The choice of the birefringent prism material influences the spectrum that
can be studied by the instrument via its transparency windows and its re-
fraction indices.

5.4 Other current examples of spectropolarimeters

5.4.1 ZIMPOL

The ZIMPOL (Ziirich IMaging POLarimeter) is part of the SPHERE
instrument of the VLT. It was initially made to study the sun polarisation,
but is now used to study nearby star’s light linear polarisation for the re-
search of big exoplanets orbiting them after proving to be using an extremely
sensitive technique for polarization measurement. It was installed in 2014
and is now usable by the researcher community.
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Figure 5.6: Block diagram for ZIMPOL with exchangeable components
plotted in blue, while red components are only inserted for polarimetry.
credit:[17]

With BS the beam splitter, TM the tip and tilteld tip mirrors and a,
b and f the various lenses. The polarisation compensator plate is there
to reduce the retardance induced by the instrument (2 to 3 %), and more
specifically by the derotator installed further up in the SPHERE instrument.
The red elements can be added or removed without changing the focus of the
light, allowing to switch between polarimetric imaging and regular imaging
without complicated manipulations.

To eliminate atmospheric impact, a rapid modulation (1kHz) is used, this is
sufficient to neglect the variations induced. This is done by a ferroelectric
liquid crystal retarder (FLC) and demodulating CCD’s. An FLC is a half-
wave plate whose optical axis can be quickly switched by 45° when an electric
current is applied. This fast switching ability comes with the price of needing
a limited thermal and wavelength range (its retardance varies like 1/\). To
reduce this wavelength dependency and allow a wider wavelength range, a
zero order half-wave plate is used.

The polarisation is obtained by comparing intensity in two opposite linear
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polarisation modes
p:IJ_—I” (55)

Those two modes are separated by the polarization beam splitter, a cube
made out of two rectangle triangles 90° prisms of flint glass. This optical
element can isolate two nearly purely polarised beams: the transmitted beam
is 99.9% I while the reflected beam is 97% I,. Meaning its polarimetric
efficiency is about 99.8% for the first arm and 94% on the second arm.

5.4.2 SO/PHI

The Polarimetric and Helioseismic Imager (PHI) is an instrument on-
board the Solar Orbiter satellite. As its name implies, the PHI instrument
is an imaging spectropolarimeter directly observing the sun. The solar or-
biter was launched on february 10 2020 and is currently orbiting the sun.
The instrument aims to measure external and internal solar magnetic field
respectively through the impact it has on the solar light polarisation and
through helioseismology.

Entrance pupil virtual image FL virtual image F2 Feed Select Mirror Etalon Focus F3 Scientific

\ / Focal Plane

||Mf|| |

= v . |
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L1 Le2 o M& o7 walon fo 12 3
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magnifier/refocus
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Figure 5.7: "Optics Block Diagram of the High Resolution Telescope path.
M1 and M2 are the mirrors of the Ritchey-Chrétien telescope; LC1 and LC2
are the liquid crystal cells; L1, L2, L3 and L4 are the lenses of the magnifying
Barlow lens system, which can be shifted to act as the refocus compensator.
M3 (feed select mirror) and M4 are the folding mirrors; the Filtergraph oven
includes the two lenses FG1 and FG2, the two components of the prefilter
(PF1 and PF2) and the etalon; finally, the camera lenses (C1, C2 and C3)
provide the image at the scientific focal plane. The beam splitter providing
light to the Image Stabilisation System (ISS) is not shown.” credit:[18]

The polarimeter part of the instrument uses two liquid crystal variable
retarders (LCVR) and a linear polariser. The system takes four pictures
in the different linear combinations of the Stokes parameters. The design
isn’t new, but it is the first time it is used onboard a space mission. Each
polarisation detection block is made out of two antiparallel Nematic LCVRs
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with their fast axis oriented at 45° with respect to each other followed by
a linear polariser at 0° with respect to the fast axis of the first retarder.
This last polariser serve as analyser. The test have shown an average polari-
metric efficiency e of (0:9917; 0:5697; 0:5666; 0:5745) for the stokes vector
measurement.

The spectrometer part focuses on the detection of the Fe 0.6173 um transi-
tion line by taking six pictures at slightly different wavelengths.

5.4.3 SPEXone

The Spectral Polarimeter for Planetary Explorations (SPEX) is an in-
strument of the PACE satellite whose mission is to observe the earth. Due
to the recent pandemic, the launch of PACE has been delayed and will take
place no sooner than 2023. SPEX’s role is to measure the intensity, DoLLP
and AoLP of the solar light reflected on the earth surface (ocean and land)
and atmosphere to detect aerosols and their concentration. These data will
help in the making of more reliable climate models.
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Figure 5.8: (a)Schema of SPEX’s Polarisation Modulation Optics setup (b
planar symmetry of beam combining concept. credit: [19]

The polarimeter is based on spectral polarisation modulation, meaning
that the radiance spectrum is modulated according to the DoLP and AoLP.
The system is made out of a quarter-wave retarder, a multiple order re-
tarder and a polarizing beam splitter assembly. This assembly converts
spectral polarisation modulation into two spectrally modulated intensities
by linking the amplitude of modulation with the DoLP, and the phase of
the modulation with the AoLP. A Mooney rhomb (a prism that converts
linear to circular polarisation) will take the role of quarter-wave retarder
while the multiple order retarder will be made out of MgF> and quartz.
The beam is then split and the two components are polarized by a set of
wire-grid polarisers to achieve a polarization purity (ratio between the type
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of polarisation we want and the one we don’t want) higher than 1000. Their
respective intensity can be expressed as [20]:

210(N)

1
Iy()) = 5](/\){1 + P(X\)cos( +25(N\)} (5.6)
The two orthogonally polarized beams are then recombined for analysis.
The spectrometer design is based on an older design from the TROPOMI
instrument (embarked on the Sentinel 5p satellite) using free form mirrors
and a grating.
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6 Modus operandi of the instrument

In this chapter, we will describe each step of the instrument and its
impact on an incident polarised light. We will end by showing output signals
for pure polarisation beams.

To show the effects of the setup on the incident light, let us look at an
example. Here are represented the polarisation state of an incoming light
at different steps of the instrument, for the following illustrations, a Stokes
vector of value (Syp = 1500, S; = 65, So = 37, and S3 = 0) in arbitrary
intensity units, representative of a 5% degree of polarisation was used:

6.1 First wedge

Knowing the wedge fast axis angle @ = 0°, and based on the previously
established modulator Mueller matrix (see 5.1). We obtain the following
equation for the first wedge’s Mueller matrix:

10 0 0
01 0 0

0 0 cosA¢pr —sinA¢y
0 0 sinA¢r cosA¢y

(6.1)

With Agy = ZEAn(A)(h —y)tang the phase difference induced by the cross-
ing of the wedge, An()) the difference between the ordinary and extraor-
dinary refraction indices of the element for a certain wavelength A, and h
the height of the wedge. The phase difference term lowers with the vertical
position as the distance crossed by the light inside the wedge decreases.
The Stokes parameters can be represented after this first wedge as:
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Figure 6.1: Stokes parameters values in function of the vertical positions
after the first wedge. In blue Sy, in orange Sy, in yellow Ss and in purple
S3. Remark the coupling between Sy and S3 induced by the wedge.

In this setup, the role of a wedge is to couple two Stokes parameters, in
our case the first wedge couples the last two Stokes parameters (the diagonal
linear polarisation and the circular polarisation degree). We see that neither
the intensity nor the other Stokes parameter (here U, the first linear polar-
isation term) are impacted, and that a sinusoidal pattern has appeared on
the diagonal and the circular polarisation terms. This is due to the nature
of the modulator: the modulator act as a retarder, rotating the polarisation
state between Sy and Sj3, as the angle of rotation varies along the vertical,
we cover the whole circle several times.

This coupling can be clearly seen in the matrix associated with the ele-
ment, and as the variation of A¢ along y is sinusoidal, so is the one of the
coupled output elements.

6.2 Second wedge

The second wedge does not influence the polarisation state of the crossing
light, and is just there to prevent medium changes effects while making the
system sturdier. To manage this, we fix its fast axis parallel to the z axis
(the progression direction of the light), in other words, we set its fast axis

_x
angle o = 3.
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6.3 Third wedge

The transformation matrix associated with the third wedge is expressed
as:

1 0 0 0
0 cosA¢s 0 sinAgs
0 0 1 0
0 —sinAg¢s 0 cosAgs

(6.2)

With A¢s = 2TﬂAn()\)(h—y)tcm\I/ the phase difference induced by the wedge,
similarly to the first one. Just like we did with the first wedge, we can
represent the Stokes parameter values after the wedge in function of their
vertical position y.

1600

1500

1400 -

1300

300+
200+

Intesity

100 -

-100 -

-200 : ‘ ‘ ‘
0 0.2 0.4 0.6 0.8 1
vertical position y (in cm)
Figure 6.2: Stokes parameters values in function of the vertical positions
after the third wedge. In blue Sy, in orange Si, in yellow So and in purple
S3. Remark now the coupling between S; and S3 induced by the wedge.
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The role of the third wedge is to couple the circular polarisation term with
the remaining linear polarisation term. This time it is the intensity and the
second linear polarisation term that remains unchanged. We can see the
apparition of a more complex pattern, resulting from the superposition of
two sinusoidal variations.

6.4 Analyser

output signal
800 : P 9 ,

700 :
600N~ N S
500 ¢ -

400 - 1

Intensity

3007 i

200+ .

100+ 1

0 1 I 1
0 0.2 0.4 0.6 0.8 1
vertical position (in cm)

Figure 6.3: Stokes parameters values in function of the vertical positions
after the analyser. In blue Sy, in orange Sy, in yellow So and in purple S3.
We see similar pattern for all except S3, blocked by the analyser.

Like said in the previous chapter, the role of the analyser is to couple all
the linear polarisation parameters with the intensity. Here We also repre-
sented the Q and U polarisation state, even if we cannot measure them, to
show that they present a similar exiting pattern as the intensity. The trans-
formation matrix associated with the analyser has already been described
in the previous section.
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6.5 Values for typical polarisation vectors

In this section, we will show the output signal of the instrument for
various typical polarisation. With each case is written the associated specific
stokes vector, this vector is unique, as what has been proved in the 2020
Vasilescu et al paper ([15]).

Non polarised Beam Let us study the image of the Stokes vector S=(1,0,0,0)

output signal

0 0.2 0.4 0.6 0.8 1
vertical position y (cm)

Figure 6.4: Output Stokes parameters of a non polarised beam in function
of the pixel’s vertical position.In blue Sy, in orange S7, in yellow S and in
purple S3. Remark the absence of pattern due to the absence of polarisation.

Intuitively, we could have expected this result: The instrument is made to
create a variation based on the polarised part of the beam, and since there
is no polarisation, the output signal is not modulated.

Parallel (0,) Then the image of the Stokes vector S=(1,1,0,0)
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Figure 6.5: Output Stokes parameters of a horizontally polarised beam in
function of the pixel’s vertical position. In blue Sy, in orange S1, in yellow So
and in purple S3. Sinusoidal pattern due to only one coupling of parameters

Perpendicular (0,) The image of the Stokes vector S=(1,-1,0,0)

output signal

tensit
[

0 0.2 0.4 0.6 0.8 1
vertical position y (cm)

Figure 6.6: Output Stokes parameters of a vertically polarised beam in
function of the pixel’s vertical position.In blue Sp, in orange S1, in yellow Sy
and in purple S3. Sinusoidal pattern due to only one coupling of parameters
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For both parallel and perpendicular polarisation, we see a sinusoidal pat-
tern appear. This is due to the fact that Q only feels the influence of the
second wedge, that link Q and V, and not the first wedge. So the system
behaves like if there was only one wedge.

Diagonal (+45°) The purely diagonal Stokes vector S=(1,0,1,0)

output signal

0 0.2 0.4 0.6 0.8 1
vertical position y (cm)

Figure 6.7: Output Stokes parameters of a diagonally polarised beam in

function of the pixel’s vertical position. In blue Sy, in orange S, in yellow

Se and in purple Ss.
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Anti diagonal (—45°) The antidiagonal Stokes vector S=(1,0,-1,0)

output signal

0 0.2 0.4 0.6 0.8 1
vertical position y (cm)

Figure 6.8: Output Stokes parameters of a anti diagonally polarised beam in

function of the pixel’s vertical position. In blue Sy, in orange Si, in yellow

So and in purple Ss.

For both diagonal and anti diagonal polarisation, we see a complex pat-
tern, superposition of two sinusoids, appear. Even though U only feels the
influence of the first wedge, the coupling with V has propagated this per-
turbation to all the polarisation parameters after the second wedge. At the
exit of the first wedge, the pattern presented by the light is similar to the
one shown previously, except that the oscillations are on the diagonal and
circular polarisation terms.

Right circular (RCP) Stokes vector S=(1,0,0,1)
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Figure 6.9: Output Stokes parameters of a right circularly polarised beam in
function of the pixel’s vertical position. In blue Sy, in orange Si, in yellow
S9 and in purple Ss.

Left circular (LCP) Stokes vector S=(1,0,0,-1)

output signal

tensit
[

0 0.2 0.4 0.6 0.8 1
vertical position y (cm)

Figure 6.10: Output Stokes parameters of a left circularly polarised beam in

function of the pixel’s vertical position. In blue Sy, in orange Si, in yellow

So and in purple Ss.
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For both circular polarisation, we see a complex pattern, similar to the one
observed with the previous step, appear. The two signals are similar since
both the diagonal polarisation and the circular polarisation are modulated
twice. The output beam does not show circular polarisation (in purple)
because it is blocked by the analyser (see the analyser Mueller matrix).

48



7 Simulations

This chapter is the core of the work, this is where we will try and test
the robustness of the output signal to perturbations of the input signal.
The goal is to estimate which precision is reached when reconstructing the
initial parameters after the instrument. At each step will be shown graphs
of the parameters’ values before the instrument (left graphs), and when
imprecision appears, the highest and lowest values obtained at the output of
the instrument (right graphs). These values will help us to see the maximum
deviation caused by the perturbation we studied.

The first part of the work consisted of the simulation of the instrument,
to see the output signal associated with various polarised inputs. For that,
we wrote a mathematical model simulating the impact of the instrument on
the stokes parameters.

7.1 Algorithm

Output
Entry signal
signal
L
T system crossing I
2
Q xM I .
T 3 | +Noise
v L
V ane
I
Received
signal reconstructed
I, signal
I, Demodulation T
1, xQ Q
I, U
v
T'ﬂ.

Figure 7.1: Schematic view of the used algorithm

The program we used works in two steps: first, it takes a series of Stokes
vector (one for every vertical position) and multiplies each of them with the
Mueller matrix of the instrument. By taking the Sy term of the produced
stokes vectors, it generates an output intensity vector the same length as
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the number of pixel of the instrument.

It then takes this output intensity vector and transforms it back into Stokes
vectors by multiplying each elements by the pseudo inverse of the instru-
ment’s Mueller matrix.

Another possible technique uses a fit of the output intensity vector using
the reference output signals obtained in the previous section (section 6.5).

Starting from the last chapter’s equations, we get that the output matrix
of the system is given by:

I+ Qces + Ul(sey + esis3) + V(eerss — ss1)
_ 1| Ie+ Qc?c3 + Uc(scy + cs153) + Ve(cerss — ss1)
2| Is+ Qsces + Us(scr + cs183) + Vs(eersg — ss1)
0

So(0,y, ) (7.1)

with once again ¢; = cosA¢1, s1 = sinlA¢1, cs = cosAps and s3 = sinA¢ps.
The only thing that interest us is the Sy term (the intensity), since it is the
only parameter measurable by the detector.

The measured output signal is thus given by:

1
1(0,y,\) = 5([ + Qces + U(scy + ¢s183) + V(cerss — s51)) (7.2)

That we can then reproduce for every pixel centre position y.

With this notation, the dependancy of I to y is not obvious, as it is hidden
in the c¢1,s1,c3 and s3 terms. One can pose another notation, developed in
[15], such that

40,9, \) = e % ¢y (7.3)
e(0,y,\) = sxc1+ cx 81 % 83 (7.4)
f(0,y,\) = c*xcy xs3—s%s1 (7.5)

For a detector made out of n pixels, we end up with a n-lenght vector
expressing the output intensity in function of the vertical position.

1
1(0,y1,2) = ST+ Q+d(0,y1,A) + U xe(0,y1,A) +V  f(0,91,A)  (7:6)

1
1(0,y2,A) = ST+ Q*d(0,42,A) + U xe(0,42,A) + Vx f(0,42,1)  (7.7)
(7.8)
~ 1
1(0,yn, A) = 5(1 +Q*d(0,yn, A) + U xe(0,yn, A) +V x f(0,yn, A) (7.9)
7.1.1 Inverse Matrix technique

Now that we have the instrument’s output signal, we can try to recon-
struct the initial Stokes parameters by inverting the relation.
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Since our Mueller matrix is not symmetric, we cannot easily obtain its in-
verse. We thus have to use a pseudo inverse matrix D (for demodulation)

given by the equation:
D = (0To)~to” (7.10)

so that D.O = Id. This matrix is then used to inverse the effect of the
instrument and reconstruct the initial Stokes parameters. We then obtain:

N
Sin(i) = Di;I(j) i=1,2,3,4 (7.11)
j=1
The unicity of this solution has been previously proven [15].
This is the technique we will be using for our simulations.

7.1.2 Signal fitting

Another way to find the initial parameters starting from the output signal
is by fitting it. This allows the exploitation of the signal even if we do
not know the properties of the instrument or cannot obtain the matrix D.
However this situation shouldn’t appear as the instrument properties can
easily be obtained during the calibration phase or by observing a known
source during operation.

This technique can lead to imprecision at lower pixel count since the fit
remains only an approximation of the real values.

7.2 Instrument precision

Now that we know how does the instrument works, we can establish a
first theoretical estimation of its precision.
We know the expression of the output signal (equation 7.2), and we know
the resolution is fixed by vertical (y) elements (the size of the pixels). Using
the dephasage expressions, we see that the variation of A¢3 can be expressed
as ZZAn(\)(—Ay)tan¥, and similarly for Ag; as ZEAn(\)(—Ay)tans.

We introduce the values used in Vasilescu et al paper ([15]), that are
also used in the following simulations. We thus have A = 6.3 x 10~ m,
An(\) = 0.0118 for the material used, ¥ = 1.6° the angle of the third
wedge, £ = 2.6 the angle of the first wedge, and Ay = 107°m the length of
one pixel.

The values are thus A¢s = £0.0164° and A¢; = £0.027°. These values
translate (for the worst ¢ possibles, even if this case do not present itself) as
a maximum imprecision of AT = £3(5;%(3.88+107%)+S2#(1.96x104+1.17x
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1078) 4S5 (1.17%107—1.96x107%), or around AT = £2x1074(51 +55+53).
This value is smaller than the noise that can appear on the detector.

7.3 Simple signal

The first signals we submitted to the program did not vary over time, to
see if everything worked properly. This simplified problem allows us to see
if we could reconstruct correct values at the end of the system, and quantify
the eventual bias that could arise.

7.3.1 Without noise

For the first step, we generated various signals with uniformly fixed val-
ues of polarisation degree (the percentage of the light that is polarised)
devoid of noise that were submitted to the program. For simplicity, we
considered a uniform intensity of 1500 photon count on each pixel of the de-
tector, and a detector 1.3 cm long made out of 1300 pixels. We also consider
purely linear polarisations. The addition of circular polarisation would only
complexify the output signal without significantly impacting the precision
of measurements.

This step allows us to see the typical output signal of our system before
perturbation.
At each step we also expressed the visibility value, as a reminder, the visi-
bility is a dimensionless number expressing the contrast of the signal.

Mid range estimation: (5%) This will be the reference degree of polarisa-
tion used during the next steps. The value of 5% polarisation is based on
an average DoLP measurement during the previous auroras observations.

The visibility is here 0.0328. This value will serve as reference.

52



output signal
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0 0.2 0.4 0.6 0.8 1 1.2  position, incm)
Figure 7.2: Output intensity associated with a 5% linear polarisation degree
in function of its vertical position y on the detector

Highest estimation (10%) With 10% polarisation, we see that the output
graph shows bigger amplitude oscillations. Like for the 5%, the value of 10%
is an upper estimations based on the previous observations campaigns.

output signal
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Figure 7.3: Output intensity associated with a 10% linear polarisation degree
in function of its vertical position y on the detector

93



The visibility is here 0.0656. We see that the visibility augments when
the percentage of light that is polarised increases.

Low polarisation estimation( 1%) As we can see, the 1% polarisation shows
less intense signal variations.

output signal
900 p‘ 9 w
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800 Bt N T T T T N T e TN TN TN TN TN
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700

Intensity (number of photons)

650

600 : L L - L L (vertical
0 0.2 0.4 0.6 0.8 1 1.2  position, in cm)

Figure 7.4: Output intensity associated with a 1% linear polarisation degree
in function of its vertical position y on the detector

And the visibility is smaller, with a value of 0.0066.

What we can deduce from these results is that the DoLLP value only affects
the oscillation amplitude of the output signal (and thus the visibility), but
not the output signal’s pattern.

These results also show that this amplitude change is directly proportional
to the DoLP. The oscillation pattern can only be changed by variating the
ratio of the Stokes parameters, as seen in the previous chapter.

We can also see that even before perturbation the visibility value isn’t that
large due to the low polarisation degree we work with.

Talking about the precision for this section wouldn’t make sense, as we
consider having a perfect knowledge of the parameters at every steps.

signal discretisation

Since we use the number of photons received as a measure of the in-
tensity parameter, we have to discretise the output intensity values to stay
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coherent, as there is no such thing as partial photons. To evaluate the im-
pact of this manipulation, we studied a light 10 times fainter than before, as
discretisation should only impacts very low intensity signals, which would
be the most sensitive to shot noise anyway.

On this graph, we represented the highest (red) and lowest (blue) recon-
structed values of the parameters obtained during simulation. On the left
are the parameter values before the instrument, and on the right the recon-
structed values and their associated imprecision. The first simulation was
without noise:
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Figure 7.5: Variation of the main parameters (I and DoLP) in function of
their vertical position before and after the instrument in case of low light
levels. The intensity is expressed in number of photon and the vertical
position in cm.

We see that despite the discretisation of the output signal the system is
quite robust: The imprecision on the intensity is nearly nonexistent, as is
the one on the degree of polarisation (less than 2% of the polarisation degree
value). The visibility is here 0.0314 without noise. This indicates that the
discretisation of the output signal shouldn’t induce too many perturbations
at higher light levels.

A second simulation at low light level was realised to incorporate noise, and
is thus located in the relevant noise section 7.3.2 later in this paper.
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7.3.2 Impact of perturbations on the expected precision

We then studied the impact of various type of input parameters perturba-
tion on the output signal, and the imprecision induced on the reconstructed
stokes parameters. To be able to compare the different results, we took a
fixed input Stokes vector:

1500
S = (7.12)

Corresponding to an arbitrarily fixed 5% linearly polarised incoming beam.

Input intensity perturbation

The first case we studied was a perturbation on the input intensity pa-
rameter. We studied two cases: a random low amplitude perturbation,
called "noise like variation”, and a progressive continuous decrease of the
parameter, called “continuous variation”.

Noise like variation

We first apply a random low amplitude (2% of the intensity) perturba-
tion. This could be seen as a perturbation of the initial intensity by the
atmosphere.

output signal
900 p‘ 9 ;
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700

number of photon received

650

600 : ' : : : '
0 0.2 0.4 0.6 0.8 1 1.2
vertical position (in cm)
Figure 7.6: Output intensity signal (number of photons)in function of the
pixel vertical position y
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Figure 7.7: Impact of an intensity noise on the main parameters’ precision.
Highest (red) and lowest (blue) output values are represented on the output
graphs (on the right).

Once again the highest (red) and lowest (blue) output values are repre-
sented on the output graphs (on the right). We see that the impact of the
noise on the visibility value (here 0.1446) is more important than its impact
on the reconstructed Stokes parameters’ precision.

The perturbations on the input intensity directly propagate to the output
signal (the output intensity) and to the other parameters values, S; and
So, as they are proportional to the intensity. This affects the system ability
to give correct output values, as it changes the shape of the signal. The
resulting imprecision is directly related to the amplitude of these intensity
variations, with here a nearly +0.5 imprecision on the DoLP (10% of its
value), and a very small imprecision on the intensity (3% of its value). How-
ever, the reconstructed values in themselves won’t show any variations, as
they are averaged by the system.

Continuous variation

We then study a continuous variation, here a continuous decrease, to
represent the growing distance from the source to the detector over the
instrument field of view.

After compensation for the variating intensity, we found a visibility of
0.0465. We see that the impact of this variation is way less important than
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Figure 7.8: Impact of continuous intensity variation on the linear polarisa-
tion parameters’s output values

the one of the random variation.

As we can see, the impact on U and the intensity, and on the Q output
isn’t the same, the U parameter undergoing an averaging the same order
as the intensity, while the QQ parameter is lowered. This is linked to the
angles &, ¢ and 6 we used for our simulation, with different values giving
different ratios of variation for U and Q. Other than that averaging, we see
no imprecision on the reconstructed stokes parameters values induced by
this variation.

Of course in reality the intensity variation isn’t as extreme as described
in the previous simulation due to the small field of view covered.
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Figure 7.9: Impact of continuous intensity variation on main parameters’s
output values

Polarisation perturbation

Then we applied the same random low amplitude perturbation to the
degree of polarisation value, to simulate the impact of spatially variating
polarisation and pollution reaching the detector.

The visibility is here 0.0361. This low value confirms the very low impact
of the polarisation variation on the precision of the system.

Just like for the intensity noise, all the small variations are averaged by
the system.
To be able to detect those spatial variations (in intensity or in polarisation)
would require the subdivision of the output signal in different blocs that
overlap each other, followed by the analysis of all these individual blocs by
the system. This would lead to the increase of steps needed to analyse every
part of the signal, as you would need to analyse each bloc every time which
would multiply the amount of data that has to be treated and stored and
a longer integration time. This approach will be investigated in the next
chapter.
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Figure 7.10: Intensity and polarisation before and after the instrument in
case of noise on the polarisation degree parameter

Continuous variation

Continuously varying the DoLP would only show an averaging of the
output parameters and not bring any new pieces of information.

The next step would have been to study the same sort of perturbations
on the Q and U parameters, however to simply study the impact of Q or U
variation would just show similar results as the one obtained during polari-
sation degree perturbation since they are intrinsically linked. So we have to
change the ratio of U and Q instead. This variation is not that interesting to
show, as it only modifies the shape of the output signal, but do not impact
the precision of the other output parameters reconstruction. We only see
averaged values of U and Q, as was expected from the previous observations.

We also studied the impact of spikes in the measurements.
As we have seen in the previous paragraphs all output values are averaged,
so the inclusion of spikes in the measurements only translates as an increase
of the output parameters value. This lead to imprecision in the parameters
reconstructions.

Signal noise

Finally, we implemented the noise, described earlier in section 4.2, af-
fecting the output signal before deconvolution and studied the imprecision
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induced on the rebuilt parameters. This can be seen as errors on the detector
itself, inherent to every sensor.
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Figure 7.11: Typical output signal with the added noise perturbations
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Figure 7.12: Modification of the I (up) and DoLP(down) parameters before
(left) and after (right) the instrument in case of signal noise. Once again
the higest (red) and lowest (blue) values are represented.
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The visibility is here 0.0337

As we can see there is an impact on the polarisation term, and on the
precision of our instrument, the order of 20% of the DoLP value. The
presence of noise on the output signal is the main source of imprecision of
our system. As we are talking about regular noise, this imprecision can be
reduced by observing higher intensity signal.

Low intensity Let us take the low intensity case once more, but this time
with noise. We see that we get a very different result:
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Figure 7.13: Variation of the main parameters (I and DoLP) in function of
their vertical position before and after the instrument in case of noisy low
light levels. The intensity is expressed in number of photons and the vertical
position in cm.
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We see that the imprecision on the degree of polarisation becomes quite
important (+3, or 60% of the DoLP), while the imprecision on the intensity
value isn’t really impacted. We also have a value of the visibility that gets up
to 0.356. These high values of the visibility and DoLLP imprecision are due
to the low signal and the impact of the noise, which creates variations the
same order as the signal. This means that the precision of our instrument
suffer greatly when we try to observe signals that are too faint.

7.3.3 Main source of imprecision

At the end of this section, we see that the main source of imprecision that
will impact our system is the one affecting the signal received by the detector.
This imprecision (the order of 20 % of the DoLP value for the Stokes vector
we used) is inversely proportional to the intensity of said signal.

7.4 ”Realistic” signal

The second part of the work was to expose our model to a more realistic
time varying signal.
For this, we generated a signal pseudo randomly variating between the ob-
served maximal and minimal values of auroral light polarisation (1 to 5%
[10]) before submitting it to the program. To achieve this, we set each step
as a uniform signals (with noise) on which we applied a pseudo random vari-
ation (limited in amplitude and applied uniformly on the whole signal) to
go from step to step.
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Figure 7.14: Intensity (upper left graphs), DoLP (lower left graphs), U
(upper right graphs) and Q (lower right graphs) values before and after
the instrument in function of the time. Each step represent an observation
period
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Figure 7.15: Same initial parameters, but for another run

We can see that the input and output signal shapes are similar, which is
a good news. This step allows us to evaluate the capacity of the system to
transmit a general time variation pattern inscribed on the incoming light to
the outgoing reconstructed parameters. More than the exact value of the
DoLP, the general shape of its evolution can help us link it with the observed
phenomenons happening during the observed periods.
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8 Possible instrument optimisation

In this short chapter we explore ways of improving the reconstruction
precision, and to include a bit of spatial resolution.

As of the way to optimise this instrumental approach to the observation
of auroras, the main objective would be to find a way to do the longest expo-
sure possible on this short variating phenomenon, or to increase the amount
of light entering the detector. Auroras are a faint phenomenon, and this low
signal is the main problem when we will want to limit the noise impact.

8.1 Change in the pixel amount
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Figure 8.1: Intensity (upper graphs) and DoLLP (lower graphs) values before
and after the instrument when we vary the number of pixels composing the
detector (the number of pixels is given on the horizontal axis).

The way of solving this problem that we investigates was to use a lower
number of pixels. To investigate the impact of this manipulation we varied
the number of pixels present at the end of the instrument, to see the lowest
amount needed to correctly be able to find the initial Stokes parameters
back after the crossing of the instrument. By lowering the number of pixels,
we decrease the SNR by increasing the value of the intensity, but decrease
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the precision of measurement. This is similar to the ”binning” technique:
we combine pixels values before analysis so the detector works as if we
were using bigger pixels. This allows more photons to be collected without
physically changing the setup.
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Figure 8.2: U (upper graphs) and Q (lower graphs) values before and after
the instrument when we vary the number of pixels composing the detector
(the number of pixels is given on the horizontal axis)

We can see that as we increase the number of pixels from 200 to 1300
by regular steps, the sensitivity to noise decreases but the precision remains
approximately the same. This is not the case at a very low number of pixels
as the system has more difficulties reconstructing the initial set of parameters
with fewer points.

8.2 Increasing spatial precision by splitting the output
signal

The second thing we wanted to investigate was the effects of subdividing
the output signal into blocks. This subdivision is done on the output signal,
allowing the analysis of each block like a detector signal of its own. This
allows us to add a spatial dimension to our results.

The first thing we expected to see was a small decrease in precision due

to the lower amount of pixels, as shown in the previous section. Combined
with the limited size of the detector, this should imposes an upper limit in
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Figure 8.3: 1 (upper graphs) and DoLP (lower graphs) values before and
after the instrument when we subdivide the detector output signal in two
blocks before analysis

the number of blocks possible if we want to be able to reliably use the data.
However that’s not what we see. And when we look at the U and Q values,
we observe the same phenomenon.
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Figure 8.4: U (upper graphs) and Q (lower graphs) values before and after
the instrument when we subdivide the detector output signal in two blocks
before analysis

The values of the first block are as expected, averaged values of the initial

ones, but the outputs of the second block are off. This is due to the fact that
the point where we subdivide the signal has an impact on the reconstructed
parameters: As seen in section 6.5 with the parallel and perpendicular po-
larisation, the oscillation is the same but the output signal is shifted.
This means that if we want to implement spatial resolution by analysing
blocks of the output signal, we have to be very carefull with the position
of the subdivision, or suffer false results. This could be investigated more
deeply in a future study.
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9 Conclusion

We can see that the instrument is more adapted for the study of uniform
signals (as other signals are averaged), but if we consider that we observe a
small part of the sky, a uniform entry signal remains a good approximation.

In the end, this instrument can perceive auroral light polarisation and

has a higher theoretical measurement precision than the previous ones, but
it may encounter issues at very low light level, as the number of detected
photons becomes low and the influence of the noise becomes high.
It may show better results for luminous events than the instruments used
previously, since it allows us to record all polarisation states simultaneously.
However for faint auroras the performance may not be better, if even reach-
ing the same precision as the other instruments.

Another aspect that has been raised near the end of this work is the

constraints linked with the manufacture of such optical elements. If we
consider the initial previsions, the dimensions of our instrument are quite
small: With its 1.3 cm height, the length of the three wedges would be a bit
less than a millimetre.
Manufacturing small angles (1.8 and 3.2 degrees) at such a small scale is
not possible yet, if possible at all. We thus have to change the setup to
replace the uniform slope of the wedges with a discrete width change (a
stair shape). This will cause the retardance to change by discrete steps and
the result should show the same output as if we lowered the number of pixels.
The main issue that directly rise with this new setup is that by changing
the orientation of the contact surface, the risk of straylight increases. More
precisely the risk of ghost (unwanted secondary image).
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