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Abstract

Breast and prostate cancer are amongst the most common and deadly forms of cancer
namely due to the formation of metastasis, which is the leading cause of death in both
cancer types. In particular, bone tissue is a preferential site for metastasis formation,
with 70% of metastatic breast and prostate cancers developing bone metastases. Their
important death rates are mainly due to the lack of understanding of the bone metas-
tasis formation process, which prevented the scientific community from finding effective
treatments limiting the spread of the disease. Two main models have historically been
used to study bone metastasis development - in vitro 2D cultures of cancer cells and in
vivo animal models - but none of them succeeded at faithfully recapitulating the human
bone microenvironment, which is thought to play a crucial role in the process. There is
therefore a real need for better biomimetic models that would give new insights on the
formation of bone metastasis, eventually leading to the development of drugs specifically
targeting this process. In recent years, tissue engineered models appeared as promising
alternatives to conventional models, although they still require important improvements
to be considered as truly recapitulating tumor features in vitro. The work developed here
thus aimed at ultimately deriving new ways of improving bone tissue engineered models
for the study of breast and prostate cancer metastasis by comparing their 3D tissular and
cellular contents with the ones of human bone tissues harboring metastasis. Through the
use of CODA on seven tissue engineered bone samples infused with either prostate or
breast cancer cells, this report presents the first ever in-depth characterization of tissue
engineered models at the millimeter scale and with single-cell resolution. Indeed, CODA
allowed for the creation of fully annotated 3D digital reconstructions of the different sam-
ples, which were then used to perform quantification of cellular and tissular contents. It
has led to preliminary results that need to be confirmed by further investigations before
being compared with quantitative results obtained on in situ bone metastasis of breast
and prostate cancer.

Keywords: Bone metastasis, Tissue Engineering, Convolutional Neural Networks,
Biomedical Image Registration, Cell Detection
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Chapter 1

Introduction

1 Motivation
Breast cancer is the most common form of cancer (281,550 projected cases in 2021)

and the second leading cause of cancer death (43,600 projected deaths in 2021) among
American women. Among American men, the most common form of cancer and the
second leading cause of cancer death is prostate cancer, with 248,530 cases and 34,180
deaths projected in 2021. [21]
In Belgium, breast and prostate cancers are respectively the first and the second most
common types of cancer. Among the 70,468 cancer cases diagnosed in Belgium in 2018,
11,009 were breast cancers while 9,800 were prostate cancers. [22][23]

The major cause of death in patients diagnosed with either breast or prostate cancer
is metastasis, the spread of cancer cells from an organ of origin to distant organs and tis-
sues. [24][25] One of their most common sites for metastasis is the bone, especially bones
rich in red marrow and trabecular bone. Seventy percent of patients with metastatic
prostate or breast cancer have bone metastasis. [26]

So many patients die from bone metastasis because the mechanisms by which latent
breast and prostate cancer evolve towards metastasis are still poorly understood, pre-
venting the scientific community from finding effective and specific treatments options.
Instead, current therapeutic strategies, including chemotherapy, target the highly pro-
liferating primary tumor cells, allowing the low-proliferating metastatic ones to spread
to other organs, where they resist conventional treatments, proliferate and eventually
cause failure. In bones, metastatic cells can lead to important complications, known as
skeletal-related events. They include hypercalcemia, pathological fractures, spinal com-
pression and bone pain, often resulting in a poor prognosis. [27][4] There is not a single
FDA-approved drug that specifically target metastatic disease. All current treatments
reduce metastatic spread as a by-product of primary tumor shrinkage.

Another reason there are so few therapeutic options for patients with metastatic dis-
ease is the lack of good pre-clinical models, such a mice or non-human primates, that
properly recapitulate the metastatic cascade. There is therefore a clear need for adequate
experimental models enabling the search for effective treatments against metastasis.

Over the years, an important number of studies, making use of in vitro 2D cell cul-
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ture or in vivo animal models, have been conducted with the aim of fulfilling this need.
However, none of these models have proven to be suitable. Indeed, cancer cells cultured
in vitro fail to express their cancer phenotype while mouse bone in vivo does not allow
for cancer cell invasion.

In the last decade, tissue engineered models, presented themselves as ways of bridging
the gap between conventional 2D cell cultures and animal models. Produced from stem
cells inside 3D biomaterial scaffolds, their goal is to provide a predictive, inexpensive and
low-time consuming substrate that faithfully reproduces bone microenvironment in order
to study its impact on cancer biology.
Nonetheless, even current state-of-the-art tissue engineered constructs still face major
challenges to fully recapitulate tumors features in vitro. There is thus a real need for
improving current bioengineered solutions. [28]

2 Aims of the Thesis
This thesis aims at providing an in-depth characterization of bone tissue engineered

models for the study of prostate and breast cancer metastasis at the cellular and tissular
level using the recently introduced CODA method. [17] CODA allows to image large
volumes of tumors and tissues at single-cell resolution. It is hoped that, by ultimately
comparing their organization and cellular content with the ones of actual bone tissues
harboring metastasis, new leads on how to make these models more accurate can be de-
rived.

Our work applied CODA to serially sectioned bone tissue engineered models infused
with either breast or prostate cancer cells. This allowed to create 3D maps of the differ-
ent histological samples with single-cell resolution in which the different tissue sub-types
were annotated through the use of deep learning approaches. These 3D maps were then
used to accurately quantify cellular content and organization in the different samples.

3 Organization of the Thesis
This dissertation is divided in seven chapters.

The first chapter motivates the study and presents the key objectives of the thesis. The
second chapter presents the overall background of the research. Therefore, it provides the
reader with different insights about bone physiology, the formation of breast and prostate
cancer bone metastasis as well as an introduction to the different possible models to study
this phenomenon. The third chapter lays the theoretical bases of the different techniques
used by CODA. It namely provides an introduction to image registration, deep learning
techniques and color deconvolution. The fourth chapter provides a description of the
materials and methods used in this work. Therefore, it begins by detailing the tissue
engineering process and continues by explaining the different steps involved in the use of
CODA. The fifth chapter accounts for presenting the results of the different computations
while the sixth discusses them. Finally, the last chapter draws different conclusions and
presents future perspectives.
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Chapter 2

Background

This chapter provides the rationale and background of the study.
We introduce healthy bone physiology followed by our current knowledge about bone
metastasis. Finally, the most commonly used models of tumor metastasis are presented
and compared.

1 Healthy Bone Physiology
The bone is a dynamic tissue that serves different physiological purposes, including

providing support for locomotion and protection for vulnerable internal organs as well
as forming a reservoir for calcium and phosphate ions. The implementation of these two
functions is ensured by a crucial process, known as bone remodeling, which allows for
the prevention of bone damage build-up but also the maintenance of bone mechanical
resistance and calcium homeostasis. [1][29]

1.1 The Bone at the Cellular Level
Bone remodeling is defined as the removal and replacement of old or damaged bone

with new bone matrix. It mainly involves three types of cells: osteoblasts, osteoclasts and
osteocytes. Osteoblasts are responsible for the formation and mineralization of the bone
matrix while osteoclasts are bone-resorbing cells and osteocytes, influenced by mechani-
cal cues and systemic hormones, oversee the overall remodeling process.
Generally, bone remodeling is broken down in four sequential phases : [29]

1. The activation phase in which osteoclasts progenitors are drawn to the damaged
bone surface

2. The resorption phase in which damaged bone is resorbed by mature osteoclasts

3. The reversal phase in which osteoclasts die and osteoblast progenitors are recruited

4. The formation phase in which new bone matrix is produced by mature osteoblasts
and becomes mineralized
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1.1.1 Osteoblasts

Osteoblasts, bone-lining cells and osteocytes share a same multipotent precursor of
mesenchymal origin, called a mesenchymal stem cell (MSC), which can also give rise to
chondrocytes, adipocytes, myocytes and fibroblasts (Figure 2.1).
The first step of the overall osteoblast differentiation process begins by the differentiation,
under the control of the transcription factor SOX9, of a MSC into an osteochondropro-
genitor. In turn, the osteochondroprogenitor, this time under the successive influences of
two other transcription factors RUNX2 and Osterix, gives rise to an osteoblast. Osteo-
chondroprogenitors can also differentiate into chondrocytes, hence their name. [1][29]

Figure 2.1: Osteoblast differentiation. (Taken from [1])

The main role of osteoblasts is to produce the mineralised extracellular bone matrix,
which is first secreted as unmineralised osteoid. The osteiod is made up of over 90%
of type I collagen while the remaining 10% include other molecules such as glycopro-
teins and proteoglycans. Other proteins contributing to mineralisation are also secreted,
namely alkaline phosphatase, osteocalcin and osteopontin. The osteoid gets mineralised
by accumulation of hydroxyapatite, a form of calcium phosphate. Nonetheless, the exact
mechanisms enabling the mineralisation process are still poorly understood. [1][29]

1.1.2 Osteocytes and Bone Lining Cells

As osteoblasts form bone matrix, some undergo a final differentiation event in which
they become osteocytes that get entrapped within lacunae in the osteoid. Osteocytes are
closely connected through a network of dendritic cellular processes in canaliculi.
Once they stop producing bone, osteoblasts become bone lining cells that sit on the bone
surface. However, once again, this transition is a poorly understood process.
Although osteocytes and bone lining cells represent the largest number of cells in miner-
alised bone, they are actually the least described and least understood of the cells making
up this tissue. [1][29]

Hello World
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1.1.3 Osteoclasts

Osteoclast differentiation is illustrated in Figure 2.2. Osteoclasts arise from circulat-
ing hematopoietic stem cells of the monocyte/macrophage lineage. These hematopoietic
precursors express receptors for the macrophage colony-stimulating factor (MCSF) and
thus form macrophage colony forming units (CFU-M), the common precursor of osteo-
clasts and macrophages, after the release of MCSF by osteoblasts. MCSF has the effect
of stimulating the production of receptor activator of nuclear factor κ-β (RANK) at the
surface of osteoclasts precursors. Therefore, the key regulator of osteoclastogenesis is the
RANK Ligand (RANKL), also expressed by osteoblasts. Upon their activation by the
RANKL-RANK bond, CFU-M further differentiate into mono nucleated osteoclasts that
subsequently fuse to become multinucleated immature osteoclasts. Osteoblasts can also
down regulate osteoclastogenesis by producing osteoprogeterin (OPG), a decoy receptor
inhibiting the RANKL-RANK interaction. Mutlinucleated osteoclasts reach full maturity
after their interaction with osteoblasts. [1][29]

Figure 2.2: Osteoclast differentiation. (Taken from [1])

The main function of osteoclasts is to resorb the bone matrix. They perform this
function by secreting acids, proteases and matrix metalloproteinases in the sealed com-
partment that is formed by the tight junction between the bone surface and the cell basal
membrane. [1][29]

1.2 The Bone at the Tissue Level
At the macroscopic scale, bone tissue can either be cortical or trabecular. Both bone

types are respectively illustrated in Figures 2.3 and 2.4. [1]
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Figure 2.3: Diagram of compact bone. (Taken from [2])

Cortical bone, also known as compact bone, is described as a dense tissue most com-
monly located in the shafts of long bones. It contains blood vessels as well as the canaliculi
surrounding osteocytes and their connecting cellular processes. [1]
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Figure 2.4: Diagram of trabecular bone. (Taken from [2])

Trabecular or cancellous bone is characterized by a complex network of thin plates
and connecting struts, the trabeculae, surrounded by bone marrow. It is located at the
ends of long bones, in the vertebrae or near joint surfaces. [1]

These two types of bone share a similar cellular and molecular composition but have
fundamentally different functions and mechanical properties. [1]
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2 Breast and Prostate Cancer Bone Metastasis
Metastasis is the first cause of death in breast and prostate cancer patients. It is

defined as the process by which malignant cells leave the site of the primary tumour to
spread to other tissues and organs. Between 65 and 70% of patients with metastatic
breast or prostate cancer have metastasis to the bone, with a median survival rate of 3-5
years after diagnosis. This is due to the fact that, once they have spread to the bone,
these cancers can rarely be cured. Instead, they are associated with different morbidities,
also known as skeletal-related events, including pain, increased risks of fracture, hyper-
calcimia or spinal compression. [3][4][30]

The high death rates induced by bone metastasis have motivated a large number of
studies aiming at deepening our knowledge of metastatic spread. Although the mecha-
nisms underlying bone metastatic formation and progression are yet to be fully under-
stood, progress has recently been made in that direction.
Indeed, they namely enabled the simplification of the metastasis phenomenon in a se-
quence of successive steps, which include colonization, dormancy, reactivation and devel-
opment, and reconstruction. The overall process of bone metastatic invasion by cancer
cells is summarized in Figure 2.5. [30]

Figure 2.5: Metastatic invasion of cancer cells to the bone. (Taken from [3])
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2.1 Colonization
Colonization can be defined as the entry of the bone marrow compartment by circu-

lating cancer cells. [30]
In general, bones rich in red marrow and trabecular bone, such as the vertebrae or the
ribs, are preferential targets for metastasis. The reason explaining this selectivity is still
unknown, but it is assumed that the presence of trabecular bone, higher rates of bone
turnover, and vascularization all contribute to the seeding of tumor cells. Not only does
bone marrow enclose an important vasculature, but also the discontinuity in the bone
endothelium makes this organ specially permissive to disseminated tumor cells. [31][4]

From a molecular point of view, C-X-C motif chemokine 12 (CXCL12), also known as
the stromal-Derived Factor (SDF-1), is one of the key factors mediating cancer cell homing
to bone. It has been shown that this molecule, produced by bone marrow stromal Cells
(BMSCs) and osteoblasts, enhances the transendothelial migration of C-X-C chemokine
receptor type 4 (CXCR4) expressing cancer cells, the CXCL12 receptor, and plays a
crucial role in the homing and maintenance of a CXCR4-expressing hematopoietic stem
cells (HSCs) niche. Indeed, this niche is the site where the cancer metastasis first occurs
and cancer cells are clearly in competition with HSCs to occupy it. [30]
Though CXCL12 is an important mediator in cancer homing to bone, tumor cells use a
myriad of other molecules. As illustrated on Figure 2.6, breast cancer cells in particular
rely on the binding of different combinations of integrins with the bone’s bone sialoprotein
(BSP), fibronectin or osteopontin (OPN) and also rely on the association RANK-RANKL
or different adhesion molecules, including E- and N-cadherin. [4]

Figure 2.6: Interactions supporting breast cancer cell bone homing. (Taken from [4])
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2.2 Dormancy
Dormancy can be defined as the phase in which cancer cells that have entered the

bone compartment adapt to the bone microenvironment and remain dormant for many
years. This state of dormancy is namely the explanation why the disease can resist treat-
ment and reappear after asymptomatic periods up to decades. [4][30]

The dormant state of disseminated tumor cells is under the control of different mech-
anisms that can be cell-autonomous or between components of bone and tumoral stroma,
which are under intensive study but still not fully understood. For example, the innate
and adaptive immune systems are key regulators of dormancy but other exogenous fac-
tors such as hypoxia or bone morphogenic proteins (BMPs) are thought to intervene.
Strategies aimed at eliminating the dormant cancer cell are an active field of study as
they are thought to represent great opportunities for reducing cancer relapse. [3][4]

2.3 Reactivation and Development
During the reactivation and development step, cancer cells go from the latency state

to a state of active proliferation. As one can expect, it is crucial for the metastatic process
that dormant cancer cells reactivate. [30]

This reactivation is a complex process that is controlled by different mechanisms that
are not fully understood. They include interactions between the cancerous cells and
different non-tumorous processes, namely angiogenic factors, hematopoietic stem cells or
osteogenic niches. The exit of dormancy can also be favored by genetic or epigenetic
changes, but they are not fully characterized. [30]

2.4 Reconstruction
The last and final step of the metastatic formation process is reconstruction. This

phase is characterized by a change of the original structure and function of bone, initiated
by cancer cells. [3]
Different pathological factors can disrupt the normal bone resorption/bone formation bal-
ance between osteoclasts and osteoblasts. There actually exist two phenotypes of bone
metastases : osteolytic, typically observed in breast cancers, and osteoblastic, typically
observed in prostate cancers. This distinction is based on the characteristic appearance
of lesions in the bone, with respectively either a predominance of lysis or of sclerosis.
[3][30]

As their name implies, osteolytic bone metastases enhance osteolysis and therefore
result in bone destruction. This namely happens by the release of osteolytic factors that
activate bone-resorbing osteoclasts. Examples of osteolytic factors include molecules such
as the parathyroid hormone-related protein (PTHrP), interleukin (IL)-11, IL-6, vascular
endothelial growth factor (VEGF) and Jagged 1. The first four activate osteoblasts,
which, as a result, release soluble RANKL and inactivate OPG. This leads to the binding
of RANKL with the RANK receptor on osteoclasts’ membrane. Activated as a result of
ligand binding, multinucleated osteoclasts get attached to the bone surface and resorb the
bone matrix, thereby releasing different growth factors. This stimulates tumor growth,
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leading to the production of additional osteolytic and osteoblastic factors and resulting
in a vicious cycle of bone metastasis. Jagged 1 promotes bone resorption by binding to
monocytes, which promotes osteoclast precursors fusion. [3][4]

On the other hand, osteoblastic bone metastases are characterized by the production
of osteoblastic factors, enhancing osteoblast proliferation and differentiation, such as En-
dothelin 1, growth differentiation factor 15 (GDF15) and BMPs. Although osteoblast
precursors are thought to be the source of tumor-induced bone formation, tumour os-
teomimicry, defined as "the ability of cancer cells or associated microenvironment cells to
express bone-specific proteins which support cancer cell growth and survival in the bone
microenvironment", and tumor endothelial-to-osteoblast conversion have also been shown
to play a role. The newly deposited bone is woven bone, whose collagen fibers are ar-
ranged in an irregular random network. [3][30] Note that osteoblastic bone metastases
also present osteolysis, common to all tumour types. [3]
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3 Models of Bone Metastasis
The deadliness of breast and cancer metastatic cells comes from their resistance to

traditional cancer therapeutic strategies. Specifically targeting steps of the metastasis for-
mation process thus appears as the most effective way of addressing this issue. However,
as described in the previous section, bone metastasis occurrence and progression involve a
wide variety of molecular pathways that, for most, are still poorly understood. Nonethe-
less, it clearly appears that they would not take place without cellular and non-cellular
components of the bone microenvironment. This lack of characterization represents the
major obstacle in the development of treatments that could potentially cure bone metas-
tasis. Filling this gap would require the use of in vitro models that can faithfully mimic
the different interactions between breast and cancer cells and the bone microenvironment.
[28][32][33]

The two types of models historically used to evaluate therapeutic agents and anti-
cancer drugs - simple cultures of cell monolayers and animal models - do not sufficiently
replicate the bone microenvironment. This is the reason why only 5% of the many drugs
with promising results in these models showed actual anti-tumor activity during clinical
trials. [28][32][33]

Monolayers of cultured cancer cells have led to significant breakthroughs in cancer
research. However, they have several important drawbacks, therefore limiting their po-
tential contributions to the field. Indeed, although they are easily maintained with lit-
tle resource consumption and great expansion possibilities, they are known to quickly
lose their native features in vitro due to their lack of physiological extracellular matrix.
Therefore, they cannot recapitulate realistic intercellular, intracellular and cell-matrix
interactions. [28][34][33]

Animal cancer models have mainly been used to monitor the effectiveness and ef-
ficacy of new potential treatments. Animal models have important drawbacks : their
generation is time consuming and costly and they do not faithfully translate pathogenic
processes in patients. For example, studies have shown that, contrary to human bone,
bone of genetically engineered mouse would not allow for prostate cancer cell invasion.
Furthermore, the use of animals in research always raises ethical questions since it often
requires inflicting suffering and pain to a living being, which might result in its death.
[28][34][33]

In recent years, tissue engineered alternatives have gained in popularity because they
provide a predictive, inexpensive and low time-consuming alternative to 2D in vitro cul-
tures and in vivo animal models by culturing cells on 3D substrates, also called scaffolds,
that try to replicate the microenvironment. [28][34]

3.1 Tissue-Engineered Models
The goal of tissue engineered models is to mimic the in vivo environment as closely as

possible. To do so, different materials and processing techniques have been explored over
the years. Depending on the specific type of cancer and the mechanisms under study, a
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material will be selected for its specific mechanical and chemical properties. [28][34]

3.1.1 Scaffold material

In the particular case of bone metastasis, tissue engineered models aim at faithfully
recreating the bone microenvironment, that is a stiff matrix with specific local proteins
and cells. Therefore, different materials have been investigated in order to reproduce the
particular properties of the bone matrix. [34]

The first one is collagen type 1, which is the primary organic component of bone.
However, because of its poor mechanical properties, collagen type 1 often requires to be
crosslinked and used in combination with other materials, such as hydroxyapatite (the
main inorganic component of bone). Thus 3D collagen-based scaffolds are usually pre-
pared by first forming a slurry, made of blended collagen in which other components are
incorporated, that is then lyophilized and crosslinked. The properties of the scaffolds,
such as their microstructure and their mechanical properties, can be tuned in function of
the crosslinking method and the concentration of the slurries. [34]

Another popular choice in tissue engineering is chitosan, a common polysaccharide
derived from chitin found in shells. It is an interesting material because it is cheap,
scalable, anti-microbial and biocompatible. Once again, depending on the manufacturing
and processing conditions, chitosan-based models can be given specific properties. For
example, by using physical, coordinated or chemical crosslinking, they can get the form
of hydrogels or of porous sponges if mixed with other materials (such as alginate) and
subsequently lyophilized. [34]

Tissue engineered scaffolds can also frequently be made of silk fibroin, a protein pro-
duced by silkworms and spiders. It presents an extreme toughness and a slow in vivo
degradation rate. It is adapted to a wide variety of manufacturing techniques, such as
casting, crosslinking, electrospinning, gas foaming and lyophilisation. [34]

However, using the materials described above also requires to shape them so that
they accurately reproduce the complex architecture and mechanical properties of native
bone matrix, which represents a major challenge, even using state-of-the-art manufactur-
ing techniques. Therefore, this has led to the use of decellularized extracellular matrix
(ECM). Besides the architectural and mechanical advantage, they also naturally enclose
the different components of bone (e.g growth factors), which allows to mimic its microen-
vironment more closely. [34]

Besides these naturally occuring materials, synthetically derived materials have also
been used successfully in tissue engineering. Their attractiveness comes from the fact
that, in comparison to natural materials, they offer a lower batch-to-batch variability as
well as a higher degree of controllability regarding the different components they might
contain influencing cell behaviour, such as growth factors and other proteins.
One of the most frequently used materials in scaffolds is poly(ε-caprolactone) (PCL).
Since it has a low melting temperature, it is easily manipulated which makes it easily
adjustable to specific needs of use. It has also been used successfully in combination
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with other materials like calcium minerals such calcium phosphates and hydroxyapatite
to better mimic bone microenvironment.
Other synthetic polymers, such as polyurethane, polystyrene or poly(lactic-co-glycolic
acid), have also been used in 3D cancer models for the study of metastasis. [34]

3.1.2 Incorporating Growth Factors, Proteins or Minerals

Cell behavior is not only governed by the properties of the scaffold material such as
its biodegradability of its density. It has been shown that adding elements such as growth
factors, proteins or minerals into the models could enhance and guide the activity of the
seeded cells. [34]

Among other examples, the incorporation of hydroxyapatite in 3D models has been
shown to increase cell infiltration, adhesion and proliferation of both breast cancer cells
and co-cultured cells like osteoblasts and human MSCs. [34]

3.1.3 Choice of co-cultured cells

The choice of co-cultured cells can also have an important impact on cancer cell
behavior. Indeed, different cells (on identical scaffolds) will generate different culture
environments namely through intercellular crosstalk and secretion of different growth
factors and proteins.
For example, the co-culture of breast cancer cells with bone marrow cell lines led to an
interruption in cell proliferation while the co-culture with bone marrow stromal cells led
to a proliferation rate close to that of breast cancer monoculture. [34]

3.2 Current Challenges
Although tissue-engineered models have started to fill in the gap between 2D in vitro

cultures and in vivo animal models, the field still needs to face major challenges. Among
them is recapitulating metastasis features in vitro and doing so in a standardized and
balanced way. [28][34]

There is therefore a real need for better bioengineered cancer models that are able to
mimic the bone microenvironment. [28]
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Chapter 3

Theoretical Bases

This chapter provides the key theoretical concepts and principles necessary to under-
stand the work developed in this dissertation.
The first section is dedicated to an overview of Image Registration techniques while the
second provides the reader with an introduction to basic deep learning (DL) architectures
and objectives, with a focus on Convolutional Neural Networks. Finally, the third and
last section presents the concept of Color Deconvolution of histological images.

1 Image Registration
Image registration is defined as : "the process of spatially aligning two images of a

scene so that corresponding points assume the same coordinates.".[35] This process has a
wide variety of applications, in areas ranging from art and astronomy to criminology and
chemistry, and is particularly useful in biomedicine.[36] Indeed, image registration can
be performed to overlay images for examination which may have been taken at different
times, from different viewpoints or/and with different sensors (therefore having different
modalities).[6]

In this dissertation, image registration is used to align serial hematoxylin and eosin
(H&E) stained sections of the samples to create their respective 3D reconstructions.

1.1 Generalities
Because of the wide range of applications requiring registration, it would not be

possible to find a general registration method applicable to any image. However, most
registration methods use the four following steps: [37]

1. Feature Detection: This consists in the manual or automated detection of distinctive
objects in the image such as closed-boundary regions, contours, line intersections,
etc. These elements are represented by their control points (CPs), or point repre-
sentatives (centers of gravity, line endings, distinctive points).[37]

2. Feature Matching: Using different feature descriptors and similarity measures as
well as spatial relationships among them, the correspondence between the features
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detected in the moving image1 and the ones detected in the reference image is
made.[37]

3. Transform Model Estimation: Mapping functions are used to align the sensed image
with the reference image. The functions parameters are estimated with the help of
the established feature correspondence.[37]

4. Image Resampling and Transformation: By means of the mapping function, the
sensed image is transformed and its values for non-integer coordinates are com-
puted using an adequate interpolation technique.[37]

Although there exist different criteria to classify and differentiate image registration
methods, the most commonly used one is the feature space image information.[5] Indeed,
in current techniques, there exist mainly two types of approaches for feature understand-
ing :

• Area-based or Intensity-based methods: In such methods, the feature detection step
is merged with feature matching because no objects are actually detected. Instead,
they use the raw voxels/pixels intensity, the intensity gradient or more generally,
statistical information related to the voxel/pixel intensity of windows of predefined
size or even of entire images. [37][5]

• Feature-based methods: These methods on the other hand use distinct and efficiently
detectable structures in both images such as sets of points, edges, contours, graphs,
surfaces and volumes. Therefore, they have a detection step. [37][5]

The differences between a typical intensity-based image registration algorithm and a typ-
ical feature-based one can be seen by comparing Figures 3.1 and 3.2 respectively.

Figure 3.1: Diagram of typical algorithms used in intensity-based registration tech-
niques. (Taken from [5])

1i.e the image to be registered
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Figure 3.2: Diagram of typical feature-based registration algorithms. (Taken from [5])

Feature-based methods are particularly attractive in the case of images containing dis-
tinctive objects that are easily detectable. However, since most images used in biomed-
ical applications are relatively poor in such details, area-based approaches are usually
preferred. [6] Another interesting characteristic of area-based methods is that, unlike
feature-based techniques, they show a certain robustness to slight content modification
in the registration process although they also tend to be sensitive to noise present in the
images. [38]

For the reasons described above, the approach that was chosen in this dissertation is
an area-based one. Therefore, the remaining of this short review about image registration
will focus on this type of techniques solely.

Nonetheless, let us note that another popular criteria to differentiate image registra-
tion techniques exists: the transformation domain, which can be global or local (also
known as elastic). The parameters of the mapping function are defined for the whole
image in the case of global methods while they are defined for small regions of the image
in local methods. (Figure 3.3) [5][6]

1.2 Intensity-based Image Registration
As illusatrated in Figure 3.1, the main idea behind an intensity-based registration

method is to, via an iterative process, search for the optimal geometric transformation
between the moving and the reference images. This optimal geometric transformation
is defined as the one that minimises or maximises a similarity measure, related to voxel
intensity, between the two images. The role of the optimizer is to define the search stategy
while the goal of the interpolator is to resample the voxel intensity into the new coordinate
system via the use of the geometric transformation. To obtain a faster convergence of
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Figure 3.3: Global (top line) versus local (bottom line) registration model. (Taken from
[6])

the optimizer and decrease the risk of converging to a local optimum, one can use a pre-
registration transformation as an initial solution for the registration algorithm. It makes
the similarity measure of the moving image closer to the one of the fixed image. [5]

1.2.1 Geometric Transformation

As its name implies, a geometric transformation is used to transform the geometry of
the moving image to that of the reference image in order to spatially align them.[35]
In other words, given the coordinates of n corresponding points in the two images:

{(xi, yi), (Xi, Yi) : i = 1, ..., n} , (1.1)
a geometric transformation is a function with components fx and fy such that:

Xi ≈ fx(xi, yi), i = 1, ..., n (1.2)
Yi ≈ fy(xi, yi), (1.3)

where fx is a single-valued function that approximates 3-D points:

{(xi, yi, Xi) : i = 1, ..., n}, (1.4)

and fy is also a single-valued function that approximates 3D-points:

{(xi, yi, Yi) : i = 1, ..., n}, (1.5)

Each component of a transformation function therefore represents the coordinate of
CPs in the reference image and the X- or the Y -component of these CPs in the moving
image. [35]

Usually, geometric transformations can be classified in rigid and non-rigid classes.
The rigid transformation is the simplest one. The non-rigid transformations include the
similarity transformation (defined by a translation, a rotation and uniform scaling), the
affine transformation (translation, rotation, scaling and shear), the projective and the
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curved transformations. [5]

In this work, the geometric transformation that was used is a rigid one.
The rigid or euclidian transformation corresponds to a translation and a rotation of the
moving image with respect to the reference image. It therefore preserves the distance
between points as well as the angles between lines.
Mathematically, this transformation can be written as:

X = x cos θ − y sin θ + h, (1.6)
Y = x sin θ + y cos θ + k (1.7)

where the parameter θ measures the difference in orientation between the moving and the
reference image in the counter-clockwise direction and the parameters h and k account
for the translation of the former image with respect to the latter in the x and y directions
respectively. [35]

In matrix notation, this becomes :
X

Y

1

 =


1 0 h

0 1 k

0 0 1




cos θ − sin θ 0
sin θ cos θ 0

0 0 1



x

y

1

 (1.8)

or :

P = T Rp (1.9)

1.2.2 Interpolation

Once a geometric transformation has been used to map a point from one space into
another, it is usually allocated a non-grid position. In such a case, an interpolation
method is used to estimate the intensity of the image at this new position. [5]

There exist different possible options for interpolation and the chosen method can
have a significant impact on the accuracy and the speed of the registration process. A
typical way of increasing the registration speed is to use a simple interpolation algorithm
in the optimization step and then a more complex one to obtain the final registered im-
age. [5]

1.2.3 Similarity Measure

There exist different intensity-based similarity measures, but the most commonly used
ones rely on the computation of intensity differences, intensity cross-correlation or on in-
formation theory. [5]
In this dissertation, the similarity measure that was used is the cross-correlation. Its use
relies on the assumptions that the intensities of corresponding structures in both images
are linked by a linear relation and that the intensities from pixel to pixel are independent
and stationary. Therefore, the better the registration, the larger the cross-correlation will
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be. [5]

Among others, a method that has gained interest in recent years is the use of the
Radon Transform (RT). Indeed, it is namely possible to find the rotational and trans-
lational alignment between two images through the use of the cross-correlation of their
RT. [39]
However, before going into details about the latter procedure, used in this work, let us
first introduce the RT and some of its properties.

1.2.3.1 Radon Transform Hello worlds

Let us consider, as it is shown in Figure 1.10, a straight line L in the x-y plane whose
perpendicular distance to the origin is given by p and that is at an angle φ with respect
to the y axis, as well as an increment of length ds along that line.

Figure 3.4: Definition of the Radon transform. (Taken from [7])

The RT of a real-valued function f , noted Rf , is determined by computing the line
integral of f along the line L in the x-y plane:

Rf (p, φ) =
∫
L
f(x, y)ds (1.10)

where φ ∈ [0, π] and p ∈ R.

The equation of L is:
p = x cosφ− y sinφ (1.11)

Therefore, if the s and p axes are chosen such that the former is parallel to L, one can
express the x and y axis as:

x = p cosφ− s sinφ (1.12)
y = p sinφ+ s cosφ (1.13)
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By substituting these two expressions in Equation 1.10, Rf can be written as:

Rf (p, φ) =
∫ +∞

−∞
f(p cosφ− s sinφ, p sinφ+ s cosφ)ds (1.14)

Determining the RT of f at any point (p, φ) therefore requires to integrate f for all lines
Lp,φ in the x-y plane. [7][40]

The RT presents interesting properties, namely:

• The RT of a function hr rotated by an angle θ with respect to a reference function
f is given by :

hr(x, y) = f(x cos θ + y sin θ,−x sin θ + y cos θ)⇒ Rhr(p, φ) = Rf (p, φ− θ) (1.15)

• The RT of a function ht translated by a vector u = (x0, y0) is given by :

ht(x, y) = f(x− x0, y − y0)⇒ Rht(p, φ) = Rf (p− x0 cosφ− y0 sinφ, φ) (1.16)

1.2.3.2 Problem Statement and Implementation hello world

The rotational and translational parameters necessary to align two images can be
found through the computation of the cross-correlation of their RT. [39]

Let us consider a moving image g in the x-y plane that is the result of a rigid
transformation, composed of a rotation of angle θ0 ∈ [0, 2π] and a translation of vec-
tor (h0, l0) ∈ R2, applied to a reference image f . The following relation holds:

g(x, y) = f(x cos θ0 + y sin θ0 − h0,−x sin θ0 + y cos θ0 − l0) (1.17)

Let Rf (p, φ) be the RT of the reference image and Rg(p, φ) be the one of the image to be
aligned. The cross-correlation function of these two RT:

c(θ, h, l) =
∫ ∫

R̃f (p, φ).Rg(p− h sinφ− l cosφ, φ+ θ) dp dφ (1.18)

reaches its maximum value in (θ0, h0, l0). [39]

The problem of aligning two images f and g will therefore consist in finding the
values (θ0, h0, l0) that maximize the cross-correlation of their respective RT Rf and Rg.
In mathematical notation, this writes:

(θ0, h0, l0) = argmin
(θ,h,l)

c(θ, h, l) (1.19)

However, the last few relations hold for continuous functions. In practice, the inten-
sities of the two images to be aligned are not continuous functions, they are discrete and
so are their RT.
In this dissertation, the images RTs were computed using the Matlab function radon(I,theta),
which returns a matrix whose columns are the RTs of the grayscale image I for each of
the angles specified by theta. The RTs are obtained by projecting the image intensity
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along a radial line at each of these angles. The implemented algorithm computes the
RT of an image as the sum of each individual pixel’s RT. It works by first dividing the
pixels in the image into four subpixels that are each projected separately, as shown in
Figure 3.5. There are two ways in which the contribution of a subpixel can be taken
into account:

1. If its projection arrives at the center of a bin, this bin gets the full value of the
subpixel.

2. In the case where the projection hits the frontier between two bins, its value will
be split uniformly between the bins. [8]

Figure 3.5: Computation of the Radon Transform by the radon built-in Matlab func-
tion. (Taken from [8])

The cross-correlation of the two RT matrices is then computed using another Matlab
built-in function, xcorr2 which outputs the cross-correlation of two matrices.
For a matrix X of size M × N and another matrix H of size P × Q, their 2D cross-
correlation is a matrix C of size M + P − 1 × N + Q − 1 whose elements are given
by:

C(k, l) =
M−1∑
m=0

N−1∑
n=0

X(m,n)H̄(m− k, n− l), −(P − 1) ≤ k ≤M − 1
−(Q− 1) ≤ l ≤ N − 1

(1.20)

where H̄ is the complex conjugation of H.
As it can be seen the row and column indices of the matrix C(k, l) can be either negative
or positive. A row index that is negative corresponds to an upward shift of the rows
of H while a row index that is positive corresponds to a downward shift. On the other
hand, a negative and positive column index will respectively correspond to a leftward or
a rightward shift of the columns of H. [41]
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1.2.4 Optimisation

The goal of a registration process is to find the transformation that correctly aligns
the input images. As it has been explained in the previous section, this transformation is
assumed to be the optimum of the n-dimensional function that is the similarity measure,
where n represents the number of degrees of freedom of the transformation. An optimi-
sation algorithm is therefore used to find the maximum or minimum value of the selected
similarity measure.
Different optimization algorithms have been employed in the context of medical image
registration, among which: the Powell’s method, the downhill simplex method, the Gauss-
Newton, the Levenberg-Marquardt or the gradient ascent/descent. [5]
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2 Deep Learning Classification
The expression machine learning is used to designate the ability of an artificial intel-

ligence system to extract patterns from raw data in order to acquire its own knowledge.
It allows computers to make decisions that appear subjective using knowledge of the real
world. [42]
Machine-learning technologies therefore have an important number of applications, rang-
ing from identifying objects in images and transcribing speech into text to content filter-
ing on social networks and recommending products to customers on e-commerce websites.
[43] They have also been increasingly used in the context of medical image analysis in
different areas such as segmentation, detection of abnormalities, classification of diseases
or computer-aided diagnosis. [44]

One of the major drawbacks of conventional machine-learning technologies is that their
ability to process natural data in their raw form is limited. They are highly sensitive to
the representation of the data they are given. This implies that most machine-learning
systems cannot detect or classify patterns in the input without the careful design of a
feature extractor that is able to transform the raw data into a suitable feature vector. The
problem is that the design of this feature extractor often requires extensive engineering
and domain expertise. [42][43]

To overcome this limitation, representation learning methods were introduced and
developed. They are defined as a set of methods that can automatically find the repre-
sentations required for detection or classification from the raw data that they are fed.
Among representation-learning techniques, DL methods obtain multiple levels of repre-
sentation by combining different layers of non-linear modules that each transform the
representation at one level into a representation at a higher, slightly more abstract level.
If enough layers are used, very complex functions can be learned. [43][45]

Most DL algorithms are in fact artificial neural networks (ANN). Their name comes
from the fact that, since their functioning is inspired by the one of biological neurons,
they make use of a simplified neuronal model. [42]

2.1 One Neuron Perceptron Model
A simplified version of the structure of a neuron can be observed in Figure 3.6. This

cell can be described with four main parts. First, an important number of dendrites, that
convey the electrical signals entering the cell from other neurons in its vicinity. Secondly,
a cell body, also called the soma, which processes the information. Thirdly, a large axon
that transmits the neuron response to the stimulation it has received and finally, an im-
portant number of synapses formed between the ends of an axon and a dendrite. [9]
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Figure 3.6: Simplified structure of a neuron. (Taken from [9])

In this simplified, and mostly biologically inaccurate, representation of the neuron,
the cell functioning can be described according to three main principles:

1. it is either fully activated (i.e an action potential will propagate down the axon) if
the stimulation coming from the other neurons is above a certain threshold other-
wise, it is not activated at all.

2. it is under the cumulative influence of the other neurons connected to its dendrites.

3. each of the synaptic gaps may have more or less of an influence on its stimulation.

By following these three principles, one can build a mathematical model of a single
neuron, also known as the one neuron perceptron model. [11] The graphical representa-
tion of such a model can be seen on Figure 3.7.

Figure 3.7: The one neuron perceptron model. (Adapted from [10] and [11])

The respective contributions of the n neurons connected to the main neuron’s den-
drites are represented by the n binary input features x1,...,xn. They are binary since it
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is assumed that the surrounding neurons either send a signal or they do not. On the
other hand, each input xi with i = 0, ..., n is also multiplied by its corresponding weight
wi, used to model the synaptic gaps between the axons and the dendrites. The weighted
contributions of the different inputs are then summed. This gives:

z =
n∑
i=0

wixi (2.1)

where x0 = 1 and w0 is the threshold or bias.
Finally, the binary output y is obtained by applying an activation function (also called a
transfer function) to the weighted input sum z:

y = f(z) (2.2)
This activation function can take various forms. Common examples can be found in
Table 3.1.[10][12]

Activation function Equation 2D graph

Unit step (Heaviside) f(z) =
 1 if z ≥ 0

0 if z < 0

Linear f(z) = z

Logistic (sigmoid) f(z) = 1
1+e−z

Rectified Linear Unit (ReLU) f(z) = max(0, z)

Table 3.1: Examples of activation functions. (Adapted from [11])

By learning the appropriate weight vector and choosing the right activation function,
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one neuron perceptron models are therefore able to approximate a desired function, just
as other machine learning algorithms.[10] However, except for the fact that they can han-
dle data is an online fashion, these models are actually not much more expressive than
linear ones. Indeed, they can only learn linearly separable functions and are therefore
not able to predict very complex non-linear functions. [11][12]

2.2 Multilayer Perceptron
ANN were introduced with the aim of potentially approximate more complex non-

linear parametric models and to do so, they make use of several interconnected neurons.
The most commonly used ANN structure is the multilayer perceptron (MLP), which is a
feedforward neural network with different layers. An example of MLP is shown in Fig-
ure 3.8. [12]

Figure 3.8: Example of a MLP with 3 inputs, 2 hidden layers of 4 neurons each and 2
outputs. (Adapted from [12])

An MLP is composed of an input layer (having as many neurons as there are inputs),
a certain number of hidden layers as well as an output layer (with as many neurons as
there are outputs). In the MLP, each neuron in a layer is fully connected to the neurons
in the next. These models are qualified as feedforward because the information flows from
the input layers, through all the hidden layers, to reach the output layer. There are no
feedback connections where the model uses its own outputs. Even though each connection
has its own weight, all neurons in a layer share the same activation function. Therefore,
each layer can be seen as an ensemble of units working in parallel representing a vector-
to-scalar function or as a single vector-to-vector function. With the latter representation
in mind, a function is associated to each layer and the overall network can be seen as a
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composition of these functions, many of which are non-linear. As it was originally aimed,
this allows to form much more complex non-linear functions. [12][42][43]
Usually, a sigmoid is used for the hidden layers while a linear or sigmoid function is used
for the output layer, depending on the application. [11]

2.3 Convolutional Neural Networks
The convolutional neural network (CNN) architecture was first introduced by Lecun

et al. in [46]. These networks are biologically-inspired2 variants of MLP and were de-
veloped as a way to efficiently process data coming in the form of multiple arrays, in
particular colored images composed of three 2D arrays containing the pixel intensities in
each color channel. [43][44]

One of the main applications of CNNs is semantic segmentation. It can be defined
conceptually as recognizing what is in an image at the pixel level or, in other words, as
the process of attributing a class label to each pixel in a particular image. Contrarily to
instance segmentation, semantic segmentation will attribute the same label to different
occurring instances of an object. [48][49]
This is precisely for this type of applications that a CNN is employed in this work. In-
deed, it identifies and labels different types of tissues on scanned H&E histological slides
without the use of additional stains.

Though other neural networks can be very helpful for many applications, CNN were
initially developed because their different layers are fully connected between each other
which makes them difficult to scale to full images. In the case of an image of size
200× 200× 3 for example, each neuron would have 200× 200× 3 weights. Since neural
networks have several layers themselves made up of several neurons, this would necessar-
ily lead to a huge number of parameters which is a clear waste of resources and which
could quickly lead to overfitting. [13]

2.3.1 Architecture Overview

A CNN transforms an original image from its original pixel values to class scores
through the use of a sequence of layers. Each of them transforms a volume of neuron
activations to another through the use of a differentiable function. [13]

2from the visual cortex of animals [47]
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Figure 3.9: Simple CNN architecture. (Adapted from [13])

A simple CNN for image classification typically has the following architecture (Figure
3.9):

• an input layer holding the red green blue (RGB) image (e.g a volume of size 32×
32× 3 for a CIFAR-10 image)

• a convolutional layer computing the output of a series of neurons connected to
specific and limited regions in the input volume (e.g in the case of the CIFAR-10
image and if we decide to use 12 filters, it will result in a 32× 32× 12 volume)

• a rectified linear unit (ReLU) layer applying an activation function, oftenmax(0, x),
and leaving the volume size unchanged

• a pooling layer performing a downsampling operation along the volume width and
height (e.g resulting in a 16× 16× 12 volume)

• a fully-connected layer computing the class scores and in which each neuron is
connected to all the neurons in the previous volume (e.g resulting in 1 × 1 × 10
volume if there are 10 classes such as for CIFAR-10 images)

To get a better sense of what each of these layers is doing precisely, let us now describe
them in more details. [13]

2.3.1.1 Convolutional Layer helloworld

Its structure can be observed in Figure 3.10.
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Figure 3.10: Convolutional layer and formation of activation maps. (Taken from [12])

In this layer, each neuron is connected to a local region of the input image, whose size
is known as the receptive field of the neuron. Each neuron receives as an input a weighted
sum of the pixels intensities (along the three colour channels) situated in its receptive
field. The particularity of this layer is that all neurons at a same depth in the output
volume have a receptive field of the same size and share the same weights. Therefore, this
layer can be seen as convolving a filter (regrouping the weights of each pixel) across the
width and height of the input image because it computes the dot product between the
inputs and the entries of the filter at each position in the image. Passing such a filter on
the image produces a 2D activation map that regroups the responses of the filter at any
position. The stride of the filter is defined as the number of pixels that it jumps over in
the input image. The higher the stride, the smaller the output volume is spatially. This
convolving operation can be visualized more clearly on the example displayed in Figure
3.11. Figure 3.10 shows that the convolution layer can have multiple neurons along its
depth that will all look at the same region in the image. However, these neurons dot not
use the same filter so they do not share the same weights.
The parameters of a convolutional layer therefore regroup a set of learnable filters. The
network will learn filters that activate when they see some type of visual feature that will
be simple for the first layers (like an edge or a blotch of some colors) and more complex for
the higher ones (like an entire honeycomb for example). Thus, neurons at the same depth
(but at different width and height) will detect the same feature at different locations in
the image while neurons at the same width and height (but at different depths) will detect
different features but at the same location. [13][12]

2.3.1.2 Non-Linear Layer hello world

A non-linear layer is often placed directly after the convolutional layer to introduce
non-linearity to the activation since the convolution operation is linear, which is far from
being the case of images.
This layer can apply different types of non-linear activation functions. The most popular
ones are listed in Table 3.1.
The ReLU is often preferred because it is more reliable and accelerates the convergence
compared to other functions, such as the sigmoid. [50]

2.3.1.3 Pooling Layer hello world
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Figure 3.11: Implementation of the convolution operation as matrix multiplication
(stride = 2). (Adapted from [13])

The main role of the pooling layer is to reduce the number of parameters and the
computation time of the network, thereby controlling overfitting. It works independently
on every depth slice of the input and reduces the spatial size of the representation by
applying the max operation.
The most common form of pooling uses filters of size 2 × 2 with a stride of 2 which
therefore downsamples, along both width and height, every depth slice in the input, thus
discarding 75% of the activations. An example of the application of such a filter can be
observed in Figure 3.12.
Other pooling units have also been used historically, such as average pooling which was
often employed. However, the max pooling operation has been shown to work better in
practice so other operations have recently fallen out of favor. [13]

Figure 3.12: Functioning of the pooling layer. (Taken from [13])
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2.3.1.4 Fully-connected Layer hello world

In a CNN, fully-connected layers are usually located at the end (i.e after the layers
used for feature extraction) and are used for classification. Indeed, they output a vector
of dimension k, where k is the number of classes that the network is able to predict,
containing the probability of each class. [14]
In a fully-connected layer, each neuron is fully connected to the neurons in the previous
layer, just as in other neural networks. [13]

An illustrative representation of a general CNN architecture for image classification
can be found in Figure 3.13.

Figure 3.13: Illustrative representation of a CNN architecture for image classification.
(Taken from [14])

2.3.2 Network Training

Training a network helps it tune its different weights in the aim of achieving better
prediction accuracies.

2.3.2.1 Loss Function hello world

In the context of supervised learning, as it is the case for CNNs, training is done by
looking for the set of weights W∗ that minimizes the average loss function, also known
as the cost function or the objective, L over the training data.
The loss function helps assessing quantitatively the performances of the model by com-
paring the output vector predicted by the network ŷ(i) = g(a(i);W) for an example i
with an attribute vector a(i) and the actual vector of values y(i) of this object, for all the
examples in a training set. To get an improvement of the network’s performances, the
average cost function must decrease.

Mathematically, and for a training set with N examples, the problem of finding the
optimal weights can be written as:

W∗ = argmin
W

L(W) = argmin
W

1
N

N∑
i=1

L(ŷ(i),y(i)) (2.3)

Different loss functions can be introduced depending on the learning problem. There
exist two main loss functions subdivisions, corresponding to classifications and regressions
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problems. For regression losses, the measure of performance that is most commonly used
is the mean squared error (MSE) while for classification losses, the most commonly used
are the Cross Entropy and the support vector machine (SVM) loss functions.
However, in classification problems with multiple classes such as the ones tackled by
CNNs, Cross Entropy (also known as log loss) is often preferred. It measures performance
by comparing the probability distribution outputted from the Softmax function with the
true class label and takes the following mathematical expression:

L = −
N∑
i=1

K∑
j=1

tij ln(ŷij) (2.4)

where N is the number of samples in the training set, K is the number of classes, tij
takes the value 1 if j is the actual class of sample i and where ŷij is the network’s output
probability distribution for the ith training example. [12][13][42][51]

2.3.2.2 Optimization Algorithm hello world

Optimization algorithms are used to find the network’s optimal weight values mini-
mizing the loss function. Among the different algorithm options, the one that is mostly
used in DL is stochastic gradient descent (SGD).

The first step of this method consists in carefully initializing the weights to a random
and relatively small value. Indeed, the effects of the initialization choice on the training
of the model can be considerable. Secondly, the direction in which the loss function will
be reduced the most once the weights are changed is identified using a small batch of
images in the training dataset, called a mini-batch. The weights are then perturbed by
a small amount in that direction. To capture the correct directions in which to perturb
the weights, the gradient of the loss function with respect to those weights is used. This
leads to the following update rule:

W(t+1)W(t) − η
∂L(W(t))
∂W(t)

(2.5)

where η is the learning rate. This parameter is presented as static in the update rule
but can actually decrease when training progresses.
Once the weights have been updated, another mini-batch is selected and the process is
repeated until the stopping criteria has been reached.

The stopping criteria can be that the loss has been sufficiently minimized but the
loss on a validation dataset can also be used to stop iterating. Indeed, one can decide to
end training when the validation loss has stopped improving or when the model starts
showing signs of overfitting (i.e when the validation error curve starts to increase while
the training error one continues to decrease).

Different variants of SGD have been developed, among which are : RMSprop, Ada-
grad, Adadelta and ADAM. [12][52]
In this dissertation, the optimization algorithm that was used is adaptive moment estima-
tion (ADAM). The idea behind ADAM is to associate the definition of Momentum with
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Adaptive Learning Rates in order to get a faster convergence. This algorithm uses moving
averages of the gradient mt and the squared gradient vt, that are themselves estimates
of the 1st and 2nd raw moment of the gradient. The moving averages are exponentially
updated, with a decay rate controlled by the hyperparameters β1 and β2 ∈ [0, 1].
For the parametersW(t) and a loss function L(t), where t is used to designate the current
iteration, ADAM’s weight updating equations are given by: m(t+1) ← β1 ∗m(t) + (1− β1) ∗ ∇L(W)(t)

v(t+1) ← β2 ∗ v(t) + (1− β2) ∗ (∇L(W)(t))2 (2.6)


m̂(t+1) = m(t+1)

(1−β(t+1)
1

v̂(t+1) = v(t+1)

(1−β(t+1)
2

(2.7)

W(t+1) ←W(t) − η ∗
ˆmt+1√

ˆv(t+1) + ε
(2.8)

where ε is small scalar parameter used to prevent dividing by zero. [53]

2.3.2.3 Hyperparameters hello world

Hyperparameters can be defined as the configuration of the network structure. They
are external to the model and their value cannot be estimated from the data. They are
therefore set before the training begins.

There exist two types of hyperparameters : ones determining the network structure
and ones determining the network training. Definitions of common hyperparameters can
be found in Table 3.2. [54]

Hyperparameters determining net-
work structure

Hyperparameters determining net-
work training

kernel size: size of the convolutional layer
filter

learning rate : parameter regulating the
update of the weight at each iteration

kernel type : values used in the convolu-
tional layer filter

momentum: parameter regulating the in-
fluence of the previous update on the cur-
rent weight update

stride: number of pixels by which the filter
is moved on the image

number of epochs : number of times the
network goes through the entire training
dataset during training

padding: addition of layers of zero values
used to insure that filter goes over the edge
of the input image

batch size: number of examples shown to
the network at each training iterations

Table 3.2: Definitions of common hyperparameters examples in CNNs.
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2.3.2.4 Network troubleshooting hello world

Even though CNN models turn out to be very helpful to solve many problems, it is
common that issues arise during training and that troubleshooting is required to solve
them. [52]

Frequent issues calling for troubleshooting include:

1. Training Performance: Most often, very poor performance during training can
be associated to a problem with data or with the training parameters. Different
reasons can explain these problems: improper image normalization making images
lose their informative features, errors in the code performing image augmentation
or feeding the data into the training pipeline, etc ... If the training data is free
of errors, effective ways to improve the model’s performance include adjusting the
learning rate and changing the model architecture to increase its capacity.

2. Overfitting: It is defined as the situation in which the model’s learning is not
something general that will work on real data but rather something unique to the
training dataset. Different regularization techniques exist to reduce overfitting,
among which are: batch normalization, dropout and early stopping. However,
increasing the strength of L2 normalization or the range of data-augmentation are
also ways of mitigating overfitting.

3. Class Imbalance: Often in classification problems, the training dataset contains a
different number of examples for each class. This can lead the model to perform
poorly. There exist two main ways of overcoming class imbalance: resampling
the data to get the same number of elements in each class (by downsampling or
upsampling) or introducing a class weight term into the loss function that is written
NTotal examples/Nexamples in class i × 1/Nclasses for each class i.

4. Assessing Performance: When creating a DL model, being able to follow perfor-
mance metrics during and after training is key. To do so while avoiding overfitting,
the data can be split into three parts: the first for training, the second for vali-
dation during training and the third for testing real-world performance. Besides
splitting the dataset, another issue consists in selecting a performance metric. In-
deed, simple metrics can be misleading. For classification tasks, confusion matrix,
which represent the frequency of each type of misclassification in each class, are a
great way of assessing the model’s performance.

2.3.3 Residual Networks

Deep convolutional neural networks have been successfully used in many image clas-
sification tasks and have led to breakthroughs in this field.
However, while the problem of vanishing/exploding gradients in deeper models has been
largely addressed, there remains the issue of degradation. It is characterized by a pro-
gressive saturation followed by a rapid decrease of the model’s accuracy as the depth
increases. Surprisingly, the reason behind this degradation is not overfitting since it has
been shown that adding more layers to an already deep model increases the training error.
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This suggests that some networks are easier to optimize than others. Indeed, let us con-
sider two models: one with a shallower architecture and the other its deeper counterpart.
A solution by construction to the deeper model can be found using identity mapping
in the added layers and copying the other layers learned for the shallower architecture.
This implies that a deeper model’s training error should not be higher than the shallower
model’s one. Regardless, it has been shown that current solvers are incapable of finding
comparably good or better solutions, at least in feasible time, than the constructed one.

A way of addressing the degradation problem was introduced by He et al. in [15], the
deep residual learning framework.
It makes use of the assumption that multiple nonlinear layers with inputs x can asymp-
totically approximate sophisticated functions such as H(x) so that, equivalently, they
can asymptotically approximate residual functions F(x) := H(x) − x. Thus, based on
the intuition given by the degradation problem that solvers are not able to efficiently
approximate identity mappings using multiple nonlinear layers, authors assume that it
is less easy for these layers to approximate a function H(x) directly rather than to first
learn a residual function F(x) and then the original function using F(x) + x. Indeed, in
the latter option, if using identity mappings is optimal, approaching them only requires
the solver to drive the weights in the nonlinear layers toward zero.

Pratically, residual networks (ResNet) make use of feedforward neural networks with
shorcut connections. These connections skip one or more layers and perform identity
mapping with their outputs that are then added to the outputs of the stacked layers.
The advantage of these layers is that they do not introduce extra parameters or increase
the computational complexity. SGD and bakcpropagation can still be used to completely
train the entire network.

In this dissertation, the CNN that was used was a ResNet50. The building block of
such a network has a so-called bottleneck design. It uses, for each residual function F ,
three convolutional layers with filters of size 1×1, 3×3 and 1×1 respectively. The name
bottleneck comes from the reduction followed by a restoring of the input dimensions by
the 1× 1 layers, which leaves the 3× 3 layer a bottleneck. The graphical representation
of a bottleneck building block for ResNet50 can be found in Figure 3.14. [15]
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Figure 3.14: Bottleneck building block for ResNet50. (Taken from [15])

The overall ResNet50 is composed of different layers:

1. A convolutional layer with a 7×7 kernel size and 64 different kernels that are passed
over the input image with a stride of 2 and a max pooling layer whose stride is also
2.

2. Nine layers made of three bottleneck building blocks each using a first 1× 1 convo-
lutional layer with 64 kernels followed by a 3×3 convolutional layer with 64 kernels
and finally a second 1× 1 convolutional layer with 256 kernels.

3. Twelve layers with four bottleneck building blocks with a 1 × 1 layer with 128
kernels, a 3× 3 layer with 128 kernels and a 1× 1 layer with 512 kernels.

4. Eighteen layers with 6 building blocks having a 1× 1 layer and 3× 3 one with 256
kernels as well as a 1× 1 layer with 1024 kernels.

5. Nine layers made of three building blocks with a 1× 1 and a 3× 3 layer having 512
kernels as well as a 1× 1 layer with 2048 kernels.

6. One final average pooling layer followed by a 1000-way fully-connected layer with
softmax.

At each change of building block, the shorcut performs an identity mapping but adds
extra zeros entries via padding in order to increase the output dimensions. [55]
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3 Color Deconvolution
When studying tissues, differential staining of the cytoplasm, cell nuclei and other or-

ganelles is crucial. Indeed, each dye has a specific light absorption factor and preferential
affinity for a particular element. Therefore, when a dye binds to a cellular element, it
will absorb a certain amount of light (proportional to the amount of dye) and make the
element appear a specific color, allowing it to be distinguished from the other elements
visible on the tissue section.

In the case of H&E staining, the staining of the cell nuclei in blue by the hematoxylin
allows to differentiate them from the cytoplasm, stained in red-magenta by the eosin.
However, since the two dyes are used successively, they will both have a contribution on
the amount of light absorbed by a specific element.
This means that, if a user wants to focus solely on the cell nuclei (to quantify them for
instance), he will need to perform what is called stain separation to isolate the contribu-
tion of the hematoxylin stain. Stain separation can be defined as: "the process whereby a
full colour histology section image is transformed into a series of single channel images,
each corresponding to a given stain’s expression"[56].

One of the first and most powerful stain separation methods is the one presented by
Ruifrok et al. in [57], called color deconvolution. It is based on the assumption that
each of the RGB channels in the tissue section image is linear with the brightness or
transmission T , with T defined as I/I0 (I0 being the incident light and I the transmitted
light). Using the Lambert-Beer’s law, they describe the detected intensities of light
transmitted through a specimen and an amount A of stain with an absorption factor c
as:

IC = I0,C exp(−A× cC) with the subscript C being R, G or B (3.1)

As it can be seen from equation 3.1, the transmission of light, and thus the intensi-
ties of each RGB channel, are expressed using a non-linear function of the concentration
of stain. Therefore, this means that TR, TG and TB can not directly be used to separate
the stains.

Nonetheless, one can define the Optical Density (OD) of each channel as:

ODC = − log10(IC/I0,C) = A× cc (3.2)
This expression being linear with the amount of stain, the OD of each channel can there-
fore be used to retrieve the contribution of a particular dye.

In the case of a combination of hematoxylin and eosin, Equation 3.2 for a particular
pixel can be rewritten as the following matrix multiplication:

ODR

ODG

ODB

 =


HR HG HB

ER EG EB

BgR BgG BgB

 .


AH

AE

ABg

 (3.3)
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OD = M .A (3.4)
where OD is the 3× 1 vector of OD-levels detected at that pixel, M is the normal-

ized OD matrix whose columns correspond to the normalized vector of OD levels in each
RGB channel for each pure stain 3 and A is the 3 × 1 vector of amounts of each stain
at that pixel. The notations H, E and Bg are used here to respectively represent the
hemotoxylin, the eosin and the background channels of the image.

This means that, by multiplying the OD image with the inverse of the OD matrix,
one can get an orthogonal representation of the stains forming the image:

A = D.OD (3.5)
where the matrix D = M−1 is defined as the deconvolution matrix.

In this dissertation, color deconvolution is used to extract the hemotoxylin channel
from the scanned H&E sections.

3This matrix can also be called the mixing matrix [58]
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Chapter 4

Materials and Methods

This chapter describes the overall workflow employed to create and analyze fully an-
notated 3D reconstructions of tissue engineered bone samples. Each step and method
involved in this workflow are, in turn, further detailed and explained.

1 Development Environment
The programming and analysis were developed using the Matlab 2020 software and

its Image Processing, Parallel Computing, Statistics and Machine Learning, Signal Pro-
cessing and Deep Learning Toolboxes.

2 Overall Workflow
The overall workflow used in this dissertation is based on the CODA method pre-

sented by Kiemen et al. in [17]. The method, initially developed for pancreatic cancer
samples, is adapted here for the study of tissue engineered bone constructs.

The employed workflow can be broken down into four main steps (Figure 4.1). In the
first step, acquisition, samples are engineered, prepared, stained and scanned. The second
step consists in the learning of a DL model from manual annotations of the scanned tissue
sections. The model is used to label the different tissue subtypes present on the images.
During the third step, the labeled tissue sections are aligned and stacked to create 3D
reconstructions of the different samples. This is namely done by applying Image Regis-
tration, a method detailed in the first section of Chapter 3, to the samples histological
sections. Finally, the fourth and last step uses the reconstructed and annotated volumes
to perform quantification analysis at the tissue and at the cell level.
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3 Sample Acquisition
The tissue engineered bone samples were grown, prepared, stained and scanned at the

Laboratory for Stem Cells and Tissue Engineering in Columbia University, NY.
Pr.Gordana Vunjak-Novakovic is an award-winning scientist and a world leading expert
in the field of tissue engineering and regenerative medecine. Along with her team, she has
published 3 books and 415 journal articles on the development of innovative technologies
for engineering functional human tissues and organs including bone, heart, lung and
vasculature. [59]

3.1 Tissue Engineering Process
First, seven bone scaffolds were prepared from decellularized bovine bone.

This was done by using a band saw to cut approximately 4cm tall trabecular bone cores
from the distal end of bovine calf metacarpals that were previously purchased in bulk
and stored at -40◦C. Bone cores with a section of 4mm × 8m were then generated with
a CNC milling machine while an IsoMet low speed wafering saw was used to used to cut
1mm thick sections.
Each of the 4 mm wide × 8 mm long × 1 mm thick sections was decellularized using a
protocol established in [16], it allows to remove all cellular material while preserving the
bone matrix composition and architecture. This was done by performing the following
sequence of steps on an orbital shaker:

1. Phosphate buffered saline with 0.1 EDTA (w/v) for 1 hour at room temperature

2. 10mM tris, 0.1 EDTA (w/v) in deionized (DI) water overnight at 4◦C

3. 10 mM Tris, 0.5 sodium dodceyl sulfate (w/v) in DI water for 24 hours at room
temperature

4. 100 U ml−1 DNase, 1 U ml−1, 10 mM Tris in DI water for 6 hours at 37◦C

The resulting bone matrix scaffolds were lyophilized and weighted to verify that each
piece had an adequate matrix density for cell seeding. They were then subjected to 70
ethanol treatment under ultraviolet light overnight as well as incubated overnight in Dul-
becco’s Modified Eagle Medium (DMEM) for sterilization.

Each scaffold was then seeded with 4 × 105 expanded bone-marrrow derived MSC
(Lonza) or hiPSC-derived MSC suspended in 40 µL of medium (DMEM supplemented
with 10 (v/v) HyClone fetal bovine serum (FBS), 1 penicillin/stretomycin, and 1 ng
mL−1 of basic fibroblast growth factor (bFGF)) by following established protocols. The
STEMdiff mesenchymal progenitor kit (STEMCELL technologies, 0529) was used ac-
cording to the manufacturer protocol to differentiate hiPSC (WT-11 cell line) into MSC.
The cells were allowed to attach for two hours before being supplemented with additional
medium (DMEM supplemented with 10 (v/v) HyClone fetal bovine serum (FBS), 1 peni-
cillin/stretomycin, and 1 ng mL−1 of basic fibroblast growth factor (bFGF)) overnight.
The medium was changed the following day to osteogenic media (low glucose DMEM
supplemented with 1 µm dexamethasone (Sigma-Aldrich), 10 mm β-glycerophosphate
(Sigma-Aldrich), and 50 µm L-ascorbic acid-2-phosphate (Sigma-Aldrich)) to initiate
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Figure 4.2: Tissue engineering protocol schematic. (Taken from [16])

osteogenic differentitation. Scaffolds were then incubated for three weeks in 4mL of os-
teogenic media with media changes three times a week. This allows for the differentiation
of MSC into functional, maturing osteoblasts.

The scaffolds were then seeded with expanded primary monocytes and differentiated
into functional and mature osteoclasts.
To do so, density gradient centrifugation with Ficoll-Paque PLUS (GE Healthcare, 17-
1440-02) was first used to isolate peripheral blood mononuclear cells (PBMC) from buffy
coats of human blood (fully deidentified samples obtained from the New York Blood
Center). Immunomagnetic isolation of monocytes (Big Easy EasySep Magnet, Stem Cell
Technologies, 180001) was performed according to manufacturers protocol using nega-
tive selection (EasySep Human Monocyte Isolation Kit, Stem Cell Technologies, 19359).
In a humidified incubator at 37◦C and 5 CO2, 8 × 106 monocytes were cultured for
the following two days on 25 cm2 ultralow attachment flasks (Corning, 3815) with 10
mL of maintenance medium (RPMI 1640,ATCC,30-2001) supplemented with 10 heat-
inactivated human serum (Corning, 35-060), 1 penicillin/streptomycin, and 20 ng mL−1

recombinant human MCSF (M-CSF, PeproTech, 300-25). Inside each scaffold, 4×105 hu-
man CD14+ monocytes were seeded using 40 µL of medium and allowed to attach for two
hours at 37◦C in a humidified incubator at 5 CO2. They were subsequently differentiated
for two weeks into osteoclasts in Minimum Essential Medium Eagle Alpha modification
(α-MEM, Sigma, M4526) supplemented with 10 (v/v) heat-inactivated HyClone FBS, 1
penicillin-streptomycin, 1-Glutamine (Gibco, 25030-081), 20 ng mL−1 Recombinant Hu-
man MCSF (PrepoTech, 300- 25) and 40 ng mL−1 recombinant human sRANK Ligand
(PrepoTech, 310-01). Cells were maintained at 37◦C in a humified incubator at 5 CO2
while cytokines were replaced every three days.

The overall tissue engineering protocol to produce human bone is summarized in Fig-
ure 4.2.

The engineered bones were then placed into a microfluidic platform above a vascular-
ized membrane. Inside the vascular channel, a 100K single cell suspension of cancer cells
(Prostate: LnCaP and VCaP, Breast: MBA-MD-231) is injected and allowed to circulate
for 4 weeks. The setup can be observed in Figure 4.3. Tracking of the metastatic col-
onization into the bone over time was performed using small animal imaging techniques
(IVIS imager).
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Figure 4.3: Set up for cancer cells infusion inside tissue engineered bones. (Courtesy of
Laboratory for Stem Cells and Tissue Engineering, Columbia University)

3.2 Sample Preparation and Scanning
Upon harvest, the tissue constructs were fixed for 24 hours in paraformaldehyde

(PFA), washed in PBS, and submitted to the Herbert Irving Comprehensive Cancer
Center (HICCC) Molecular Pathology Lab at Columbia University for paraffin embed-
ding and sectioning. Serial sections (4µm thick) were stained using H&E and imaged on
an Olympus slide scanner.
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4 Tissue Semantic Segmentation
The second step consisted in the learning of a DL model from manual annotations

of the different samples which was then used to label the different tissue and cell types
present on the histological H&E sections.

The steps involved in the creation of the model are summarized on Figure 4.4.

Figure 4.4: Overview of the tissue semantic segmentation workflow.
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4.1 Training and Validation Datasets Creation
First, copies of the tissue images with a size corresponding to 1µm/pixel were created

using the Openslide software with nearest neighbor interpolation. Then, the first three
images of each sample were selected and each image was annotated with approximately
10 annotation groups (i.e grouped annotations of all the identified tissue subtypes). A
description and an histological example of each identified subtype can be found in Sec-
tion A,Table A.1. The annotations were made using Aperio ImageScope, which allows
to create .xml files containing the coordinates of each annotation. These files were then
loaded into Matlab and overlaid on the 2µm/pixel images after being downsampled.

Secondly, the bounding boxes of all annotations were identified and used to extract
the annotated RGB image regions that were then each saved as a separate image file. A
matrix, in which each bounding box image was associated to its annotation tissue type,
was simultaneously created.

The following step consisted in the creation of a large 9000 × 9000 × 3 black image
tile that served as the basis for a first training image. The latter was built by randomly
overlying annotation bounding boxes of the least represented deep learning class on the
tile until it got > 65% covered with annotations and in such a way that each deep learning
class approximately shared the same number of pixels. A total of 10 training tiles were
built.

Data augmentation can be very helpful when building a training dataset, since its
size is of crucial importance in the training of a trustworthy and robust network. This
process consists in generating more data by starting from an already existing set of exam-
ples. Here, it was performed on the images by applying different small transformations:
rotation, scaling or hue augmentation. In general, this allows to avoid overfitting of the
network since it introduces diversity in the training examples, making the network less
sensitive to small changes in the data. However, here, the hue augmentation is also used
to help the network deal with small color changes between images of histological samples
that were possibly prepared and scanned in different conditions, thus having heteroge-
neous staining patterns.
Therefore, for half of the training tiles, the annotation bounding boxes were randomly
augmented via rotations, scaling (by a random factor between 0.8 and 1.2) and hue
augmentation (by a random factor between 0.8 and 1.2 in each RGB color channel).
Each training tile was then sectioned in 144 725 × 725 × 3 training images. Four other
3000× 3000× 3 tiles were created following the same procedure and sectioned to form 64
375× 375× 3 validation images.

4.2 CNN Training and Validation
Once the training and the validation datasets were created, a CNN was trained in

order to be used on the histological sections of the different samples.

The model’s architecture and hyperparameters were chosen to be the same as the ones
employed in the original CODA method. [17] Therefore, DeepLab v3+x [60] was used to
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create a ResNet50 1 that was solved with the help of the ADAM optimization algorithm.
The values of the different hyperparameters used to train the network, as well as their
respective definitions, can be found in Table 4.1.

4.3 Section Labelling
Once the validation criterion was met, all tissue sections were semantically segmented

and fully labelled tissue images with a pixel resolution of 2µm/pixel were created.

The overall quality of the semantic segmentation was assessed by visual inspection
of randomly chosen images. If too many labelling errors were spotted, existing manual
annotations were refined, new annotations were added and a new model was build and
trained following the procedure just described. Once the performances of the model
were judged satisfactory, its labelled 2µm/pixel images were selected and used for further
manipulations.

1see section 2.3.3 for further explanation about this architecture
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Option Name Definition Value used for training

’MaxEpoch’ "Maximum number of epochs
that can be used for training"

12

’MiniBatchSize’ "Size of the mini-batch that
can be used at each iteration
of the training algorithm "

3

’Shuffle’ "Option for data shuffling" ’every-epoch’: "shuffle
the training data before
each training epoch and
shuffle the validation data
before each network valida-
tion"

’ValidationPatience’ "Number of times that the loss
on the validation set can be
larger than or equal to the
previously smallest loss before
network training stops"

6

’InitialLearnRate’ "Initial learning rate used for
training. If the learning rate is
too low, then training takes a
long time. If the learning rate
is too high, then training might
reach a suboptimal result or di-
verge."

0.00025

’LearnRateSchedule’ "Option for dropping the learn-
ing rate during training."

’piecewise’: "the soft-
ware updates the learning
rate every certain number
of epochs by multiplying it
with a certain factor."

’LearnRateDropPeriod’ "Number of epochs for drop-
ping the learning rate"

1

’LearnRateDropFactor’ "Factor for dropping the learn-
ing rate"

256

’ExecutionEnvironment’ "Hardware resource for train-
ing network"

’gpu’: "Use the GPU"

’Plots’ "Plots to display during net-
work training"

’training_progress’:
"Plot training progress.
The plot shows mini-batch
loss and accuracy, valida-
tion loss and accuracy, and
additional information on
the training progress."

Table 4.1: Values and definitions of the options used during training of the deep neural
network. [20]
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5 Sample 3D Reconstruction
The labelled tissue sections created by following the procedure described in the pre-

vious section are then aligned into the same coordinate system and stacked to create a
3D matrix for each sample. This is done through the use of Image Registration results
on down-sampled versions of the original scanned histological sections.

The steps involved in the creation of these 3D renderings are summarized on Figure
5.3.

5.1 Image Registration
Openslide software was, once again, used to save reduced-size copies of the original

tissue images having a resolution of approximately 0.5µm/pixel. Thus,images with a
resolution of 8µm/pixel were created using nearest neighbor interpolation. These down-
sampled versions of the high-resolution histological sections were also smoothed by con-
version to greyscale, removal of non-tissue objects in the image, intensity complementing
and Gaussian-filtering.

Next, by taking the center image of each sample as the reference point, global and
elastic registration were used to align all the other pre-processed images of the different
samples.

First, the rigid transformation parameters necessary for global registration were found
through maximization of cross-correlation.
This was done by calculating the RT of the images at discrete angles between 0 and 359
degrees. Then, the maximum of the RT cross correlations was used to obtain the regis-
tration angle while the maximum of the cross-correlation of the rotated images yielded
the translation. As explained in Section 1.2.3, the RTs and the cross-correlations were
respectively computed via the radon and the xcorr2 build-in Matlab functions.
Each imagen+/−m was sequentially registered to the three images that were closest to
the center, imagen+/−(m+1), imagen+/−(m+2) and imagen+/−(m+3) using rigid global reg-
istration. The registration leading to the highest pixel-to-pixel correlation between the
moving and the reference image was selected while the two others were forsaken.

Secondly, elastic registration was performed on the moving image with respect to the
chosen reference image and it led to a nonlinear displacement map between these images.
To do so, cropped tiles at 1.5mm intervals across the globally registered 8µm/pixel im-
ages were used. Rigid registration was calculated for each tile, which lead to local rigid
registration fields that were then interpolated and smoothed. This created a nonlinear,
elastic registration transformation.

The overall elastic registration process described above was then repeated for all
images in the sample such that they all shared the coordinate system of the center imagen.
This was then applied to all 7 tissue engineered bone samples independently.
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Figure 4.5: Histological image registration workflow.
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5.2 Creation of 3D Renderings
The results of the image registration process on the H&E sections were used to con-

solidate the semantically segmented images into a 3D matrix. Using the patch and
isosurface Matlab commands as well as assigning a unique RGB color triplet to each
tissue class allowed for the construction of 3D renderings of the different samples, labelled
with single-cell precision.

These different 3D renderings had a resolution of 2µm/pixel in xy and a resolution
of 4µm/pixel in z (all tissue sections were used in this analysis). Nonetheless, they were
sub-sampled for all calculations using nearest neighbor interpolation such that their voxel
went from 2× 2× 4µm3/voxel to an isotropic 4× 4× 4µm3/voxel.
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6 Quantification
The 3D labelled matrices of each sample were then used to perform some quantifica-

tion, at the tissular and at the cellular level.

6.1 Quantification at the Tissue Level
First, quantification at the tissue level allowed to obtain information about the total

tissue volume, the respective proportion of the different tissue subtypes but also the
volume of the different tissue subtypes. More refined insight on the morphology of the
scaffolds used in the samples was computed as well.

6.1.1 Calculation of Tissue Content and Volume

The different percentages of tissue content were each computed, in the isotropic 3D
matrix, as the total number of voxels occupied by their corresponding tissue subtype
divided by the total number of voxels identified as tissue in the 3D matrix. This was
done, in turn, for each tissue subtype in each sample.

The total volume of tissue was computed as the total number of voxels in the tis-
sue region of the 3D matrix multiplied by the corresponding volume of a voxel, that is
4µm×4µm×4µm. The volume of each tissue subtype was then computed by multiplying
the corresponding tissue content percentage with the total volume of tissue. Once again,
this was done for each tissue subtype of each sample.

The mean scaffold porosity for each scaffold was also computed as the number of
voxels occupied by the lacunae divided by the sum of the number of voxels occupied by
the scaffold and the number of voxels occupied by the lacunae.

6.1.2 Morphological Characterization of Scaffold Pieces

A morphological assessment of the different pieces of scaffold present in the samples
was performed. A piece of scaffold was identified, in the 3D isotropic matrix, as a group
of over 15 625 connected voxels having the scaffold label. Indeed, groups of less than 15
625 connected voxels, therefore having a volume of less than 1× 10−3mm3, were consid-
ered to be noise rather than real scaffold pieces. The morphological assessment of the
pieces was performed using a build-in Matlab function, regionprops3. It was used to
compute the extent, the solidity and the volume of each scaffold piece. The extent was
calculated as the ratio of the number of voxels in the piece to the number of voxels in
its total bounding box. The solidity was computed as the number of voxels in the piece
divided by the number of voxels in its convex hull. Finally, the volume was computed as
the number of voxels in the scaffold piece multiplied by the volume of a voxel.

6.2 Quantification at the Cell Level
Secondly, quantification at the cell level allowed to obtain information about the over-

all cellular content.
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However, instead of computing cellular content only with the 3D labelled matrices,
the results obtained using DL are refined and validated by detecting the cell nuclei on the
H&E sections. Therefore, a method to accurately and reliably detect the nuclei on the
histological sections is first tested and implemented. Then, the results of this technique
are combined with the results of the CNN classification to compute the cellular content
of the different samples.

6.2.1 Nuclei Detection on histological sections

Different techniques were implemented and their results were compared to count the
cells nuclei present on the reduced-size copies of the histological sections.

6.2.1.1 Color Deconvolution hello world

First, a color deconvolution algorithm2 was implemented. The goal here was to ob-
tain gray level intensity images of the hematoxylin channel by starting from reduced-size
copies of tissue sections with a resolution of 2µm/pixel.

The first step in color deconvolution requires to determine a staining matrix corre-
sponding to the combination of dyes used on the samples. To do so, three types of staining
matrices were used and their results on a randomly chosen test image were compared:

1. Obtained with Kmeans clustering: The first staining matrix was obtained us-
ing a method similar to the one presented by Kiemen et al. in [17]. Regions of the
images with low green intensity and high RGB standard deviation were first found
and identified as the tissue regions. Then, the OD values in each RGB channel
at each pixel were computed. Next, the image OD values were reduced to a 1000
clusters using kmeans clustering. The hematoxylin channel was thus set to be the
most common blue-favored OD channel while the eosin channel was set as the most
common red-favored one. Finally, the background channel was chosen as the OD
values of the most commonly found intensities in each of the three RGB channels.

2. Given by the Color Deconvolution 2 plugin in Image J : The second op-
tion consisted in using the Color Deconvolution 2 plugin available in Image J [61].
This plugin comes with a series of built-in vectors, determined experimentally, for
common dyes combinations. In the case of H&E, there are two available stain vec-
tors : H&E and H&E2. Both vectors were extracted and tested as staining matrices.

3. Determined with visual inspection: The third staining matrix was determined
via visual inspection. Therefore, a 50× 3 RGB intensity values vector for 50 pixels
that were visually associated to cell nuclei was first built. The hematoxylin channel
was then set as the OD values corresponding to the mean of this vector. A similar
process was used to set the eosin channel. However, the vector of RGB values was

2based on the one introduced by Ruifrok et al. in [57], and whose theoretical basis was detailed in
section 3
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built using 25 dark pixels that belong to the edge of scaffold pieces and 10 others
that belong to the core of the cartilage layer. Finally, the background channel was
built using the default values of the H&E2 staining matrix.

The second step therefore consisted in using the different staining matrices previously
obtained as well as computing the OD levels to solve Equation 3.4 at each pixel.

6.2.1.2 Filtering hello world

The second step in order to detect the nuclei present on the histological sections con-
sisted in the filtering of the hematoxylin channel image. This was done to smooth the
images and reduce their noise.

Once again, different methods were implemented and their results on the test image
were compared in order to select the most effective one.
Based on the literature, three combinations of filters were used:

1. Gaussian Filtered Image - Average Filtered Image: As described in [62],
this method consists in first convolving the image with an average 2D filter whose
window size is two times larger than the apparent radius of a cell to obtain the
background image, IB. The original image is then convolved with a spatial Gaussian
smoothing filter that has the same size as the average filter previously used and a
standard deviation equivalent to

√
2, resulting in the image IC . Finally, the reduced-

noise, no background image IN is obtained by subtracting IB from IC .

2. Median Filter then Gaussian Filter: This filter combination was inspired by
[63]. As suggested, a median filter is first used on the image to get rid of salt and
paper noise. Then, a Gaussian filter is used to smooth the image. Both the median
and the Gaussian filter were used with a size two times larger than the apparent
radius of a cell and the Gaussian filter standard deviation was also equivalent to√

2.

3. Gaussian Filtered Image - Average Filtered Image then Gaussian Filter:
The method was once again based on [17]. It consists in using the same combina-
tion of filters as the first one but,this time, a Gaussian filter is also used on the IN
image. The latter Gaussian filter standard deviation was 1.

6.2.1.3 Peak Intensity Detection hello world

The cell nuclei positions were then determined as the local intensity maxima in the
filtered images. The Matlab function used for this purpose is the pkfnd.m function
implemented in 2005 by Eric R. Dufresne at Yale University.
The function was used with a threshold of 50 and a sz variable of 6.
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6.2.1.4 Performance Assessment and Validation hello world

Performance assessment was done for each combination of hematoxylin channel image
and each filtering technique. This was performed by counting the number of cells that
were correctly detected by the algorithm, with the reference being the positions of the
150 cell nuclei manually detected and annotated on a random 501 × 821 testing image.
A nuclei was considered as being correctly classified if it was within 5 pixels from the
manually annotated nuclei. This gave a percentage of correctly classified positions while
a percentage of false positive was computed by dividing the number of falsely detected
nuclei (computed as the difference between the total number of nuclei automatically de-
tected in the image and the number of correctly detected cells) by the total number of
nuclei in the image.

The method with the best performance was then validated on another 501× 821 ran-
dom image with 388 cells.

6.2.2 Cell Count and Tissue Cell Density

Cell count for each cell subtype (i.e elongated cells, round cells or fibroblasts) were
computed by combining the cell subtype data in the multilabelled 3D matrix with cell
coordinate data in the cell 3D matrix: for example, if the coordinates of the detected cell
were located in a region labelled as fibroblast by the deep learning model, the cell was
thus labelled as a fibroblast.
True 3D cell counts were estimated from the 2D cell coordinates using nuclear diameters
measured in situ. This was done based on the assumption that the algorithm could detect
cells if any part of their nucleus touched the tissue section, which implies that effective
tissue section thickness corresponds to the true thickness of the tissue section plus the
diameter of the cell.

Figure 4.6: Effective tissue section thickness extrapolation. (Taken from [17])

Therefore, the estimated 3D cell count (C3D) was obtained by the multiplying 2D cell
counts with the true tissue section thickness using the formula:

C3D =
∑

images

∑
subtypes

Cimage
T

T +Dsubtype

(6.1)

where Cimage is the cell count for a given tissue image, T is the thickness of the histological
section, and Dsubtype is the measured diameter of a nucleus for a cell subtype.
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Cell Subtype Nuclear Diameter [µm]

Fibroblasts 20
Round Cells 4

Elongated Cells 14

Table 4.2: Cell subtypes and the corresponding mean nuclear diameter measured in
Aperio ImageScope.

Cell diameters for each cell subtype were computed as the mean value of 10 nuclei diameter
measures for each cell subtype using Aperio ImageScope.

For each tissue subtype, bulk 3D cell density was computed by dividing the 3D ex-
trapolated cell count of a particular subtype by the total volume of tissue. Therefore, the
bulk 3D density of fibroblasts in the cartilage was computed as the ratio between the 3D
cell count of fibroblasts and the total volume of cartilage in the sample while the bulk
3D density of elongated cells in the ECM was computed as the ratio between the 3D cell
count of elongated cells and the total volume of ECM in the sample.
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Chapter 5

Results

This chapter is used to present the results of the use of CODA on the bone tissue
engineered models and of the different computations that were performed, which were
previously detailed in Chapter 4.

1 CODA
We used a total of seven tissue engineered bone samples infused with either prostate

or cancer cells that were fixed in formalin, embedded in paraffin and subsequently serially
sectioned every 4µm. H&E was used to stain the sections, which were then scanned at
20× magnification. The resulting images had a resolution of 0.5µm in the x-y plane and
a resolution of 4µm in the z direction.

Sample
Name

MDA-MB-
231 Cell
Line

LnCaP
Cell Line

VCaP Cell
Line

Dimensions
(H×W×T)
[mm×mm×mm]

R3T1 × 3.8× 1× 0.12
R3T2 × 3.7× 1.1× 0.12
R3T3 × 3.8× 0.9× 0.12
R3T4 × 3.6× 1.2× 0.12
R4T1 × 4.1× 1.1× 0.12
R4T2 × 4.8× 1.4× 0.12
R4T3 × 3.8× 1.1× 0.12

Table 5.1: Samples,their dimensions [mm] and the cancer cell line they were infused
with.

CODA was then used to digitally reconstruct the serial tissue images of each sample
into multi-labelled volumes with single-cell resolution.
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1.1 Semantic Segmentation
A pre-trained ResNet50 network was used to label 7 different types of tissular or cel-

lular components on the H&E stained sections of the different samples, without the use
of any additional molecular probes. These components include: decellularized scaffold of
trabecular bovine bone, lacunae inside the scaffold, new osteogenic ECM, two cell phe-
notypes encountered in the ECM (round and elongated cells), fibroblasts, and cartilage.
These components are detailed in Appendix 1, Table A.1.

The network was trained using manual annotations of the different elements on histo-
logical sections. The training dataset was created by semi-randomly overlaying annotated
regions on large image tiles that were then cut into many training and validation images.
This allowed to control the heterogeneity in class appearance, which increased the model
accuracy.

Once trained, the deep learning model precision and recall for each class on indepen-
dent testing images were assessed.
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Figure 5.1: Confusion matrix displaying predicted vs true class outcomes for all deep
learning classes. Precision and recall per class (%) are in row beneath and to the right
of matrix respectively.

It was observed that the precision for the ECM was rather low. However, after
inspection of the confusion matrix displayed in Figure 5.1, it appeared that the low
precision was due to the model often mistaking round or elongated cells, whitespace and
cartilage for ECM. This could be explained by the fact the ECM is mainly composed of
thin tendrils of collagen that can look more or less condensed, making hard for the model
to distinguish them either from the whitespace behind it or from the cartilage layer at
the edges of the sample. Round and elongated cells are also often predicted as ECM by
the model. These errors are thought to be due to the presence of extremely small scaffold
bits resembling cell nuclei in the ECM. Therefore, it is possible that the model associates
certain cells to those small bits, therefore classifying them as ECM.
Recall for cartilage also appeared low. It was observed on the confusion matrix that
the main reason for this was that the model often labelled cartilage as fibroblast. This
can be explained by the fact that fibroblasts in the cartilage layer have poorly defined
cytoplasms, which makes them hard to outline precisely for the model.
Different comparative figures supporting these hypothesis can be found in Appendix 2.
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Nonetheless, considering the complexity of distinguishing the ECM from the cells, the
whitespace and the cartilage as well as delimiting fibroblasts in the cartilage layer even
for a trained eye, the performances of the model were judged satisfactory. Furthermore,
the model showed precision and recall > 85% for all the other class.

It was then used to create 2µm/pixel labelled versions of the serial histological sections.

(a) Histological section with 2µm/pixel
resolution.

(b) Multi-labelled version of the histologi-
cal section. (Legend in Figure 5.2c)

(c) Semantic segmentation legend.

Figure 5.2: Semantic segmentation of the histological sections.

1.2 Image Registration
Image registration was used to map the independent serial images to a common co-

ordinate system.
Coarse rigid registration was first performed on the tissue sections. However, because of
their malleability, tissues on histological sections have the tendency to stretch, fold, and
split, which can lead to nonuniform deformation between z-planes. To compensate for
these local tissue warpings, elastic registration was applied.
The registration were first performed on down-sampled versions of the original 20× im-
ages to limit computation time.
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(a) Pre-registration (b) Global registration (c) Elastic registration

Figure 5.3: Comparative overlays of successive images.

1.3 Samples Reconstruction
The results of image registration on the lower resolution images were used to reg-

ister the semantically segmented images. The latter were then stacked to create fully-
annotated digital versions of the different samples, with single-cell resolution.

Figure 5.4: Fully labeled digital reconstruction of sample R3-T1.

Fully labeled digital reconstructions of the other samples can be found in Appendix 3.
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2 Quantification
The fully-annotated digital versions of the samples obtained with CODA were then

used to perform some quantification at both the tissular and the cellular level.

2.1 Quantification at the Tissue Level
First, they were used to compute the overall tissue composition and volume of the

different samples as well as an in-depth morphological characterization of the scaffolds
pieces.

2.1.1 Tissue Content and Volume

The tissue composition of the different scaffolds was computed. To this end, the vol-
ume percentage occupied by each of the three tissue types (ECM, Scaffold and Cartilage)
inside the different samples was computed.

Figure 5.5: Tissue composition [%] of the different tissue engineered bone models.

The absolute volume occupied by each tissue type inside each scaffold as well as their
overall volume were also calculated.
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Figure 5.6: Zoom in on the lacunae inside the bovine bone scaffold in sample R3-T1.

R3T1 R3T2 R3T3 R3T4 R4T1 R4T2 R4T3 Mean Value

ECM Volume 258 102 191 195 296 331 219 227
Scaffold Volume 50 149 60 91 61 102 98 87
Cartilage Volume 42 47 39 48 66 85 56 55

Total Volume 360 311 299 346 440 536 384 382

Table 5.2: Tissue volume [10−3mm3] of the different tissue engineered bone models.

Cartilage content seems to be rather consistent across samples in comparison with
ECM and scaffold contents. Indeed, there is only a 25% change between the highest and
the lowest values of cartilage content while there are respectively a 54% and a 71% change
between the highest and the lowest values of ECM and scaffold content.

On the other hand, in terms of absolute value, the total tissue volume also seems
to be quite steady across samples: its mean value is 382×10−3 mm3 with a normalized
standard deviation of 22%.

Then, the mean porosity of the scaffolds inside each sample was computed.

R3T1 R3T2 R3T3 R3T4 R4T1 R4T2 R4T3

Scaffold Porosity [%] 3.8 3.9 2.7 3.8 3.5 3.6 3.7

Table 5.3: Mean Scaffold porosity in each sample.

Scaffold porosity is very consistent across samples, with a a mean value of 3.57% and
a normalized standard deviation of 11.40%. The only exception seems to be the third
sample whose scaffold porosity is largely below this mean value.

2.1.2 Morphological Characterization of Scaffold Pieces

A morphological characterization of the different pieces of scaffold inside the samples
was also performed. To this end, the volume, solidity and extent of each scaffold piece in
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each sample were computed.

Figure 5.7: Top view of the bovine trabecular bone scaffold pieces in samples R3-T1.

Results for the first sample can be found in Table 5.4, while results for the other
samples can be found in Appendix 4.

Scaffold Piece Volume [10−3mm3] Extent [%] Solidity [%]

1 1 7.9 35.3
2 14 9.3 16.8
3 15 11.0 20.2
4 9 6.7 12.1
5 3 5.9 18.1
6 3 19.2 53.1

Table 5.4: Morphological assessment of scaffold pieces in sample R3T1.

The morphological characterization results for each sample are summarized in Fig-
ure 5.8.
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(a) Extent of the scaffold pieces and the
mean extent value of a scaffold piece in each
sample.

(b) Solidity of the scaffold pieces and the
mean solidity of a scaffold piece in each
sample.

(c) Volume of the scaffold pieces and the
mean volume of a scaffold piece in each
sample.

Figure 5.8: Morphological characterization of scaffold pieces inside each sample.

2.2 Quantification at the Cell Level
Secondly, their respective digital annotated volumes were used to quantify cellular

content inside the different samples.

However, in order to refine and validate the cell detection performed by the CNN
model, a method to accurately and reliably detect cell nuclei on H&E histological sec-
tions was first tested and implemented.

2.2.1 Nuclei Detection on Histological Sections

The detection method relies on the extraction and the filtering of the hematoxylin
channel from original H&E images using color deconvolution. Peak intensity detection is
then used to find the nuclei positions, corresponding to the intensity maximums in the
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filtered hematoxylin channel images.

Different ways of implementing this method were tested and compared on a first test-
ing image. The technique that provided the best outcome was then selected and its
results were validated on another validation image.

2.2.1.1 Color Deconvolution hello world

A color deconvolution algorithm was implemented for a random 501 × 821 testing
H&E histological section with 150 cells.

Different ways of choosing the staining matrix were investigated: using kmeans clus-
tering, using either one of the two default matrices from the Color Deconvolution 2 plugin
in Image J or using visual inspection.

The gray-level intensity hematoxylin channel images obtained with the four different
staining matrices can be observed in Figure 5.9.
The best image seems to be the one produced with the staining matrix obtained by vi-
sual inspection. Indeed, in comparison with the others, Figure 5.9e seems the closest
to what would actually be the hematoxylin channel of the image. Nuclei appear more
contrasted with the ECM while the scaffold and the cartilage layer are less visible.1 How-
ever, results with the second H&E default staining matrix also appear to be suitable so
detection results of each method will need to be compared to make the appropriate choice.

1In H&E, hematoxylin stains the cell nuclei in blue and eosin stains the ECM and the cell cytoplasm
in pink, while other structures take different shades resulting from the combination of the two stains[64]
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(a) Original RGB tissue section image (b) He channel image using kmeans s.m

(c) He channel image using H&E default s.m (d) He channel image using H&E2 default s.m

(e) He channel image using visually determined
s.m

Figure 5.9: Comparison of hematoxylin channel images obtained using color deconvo-
lution with different staining matrices. (He : hematoxylin, s.t : staining matrix)

2.2.1.2 Filtering Hello world

Filtering of the hematoxylin channel images was then used to smooth the images and
reduce their noise.

Once again, different techniques were used : substraction of the average filtered image
from the Gaussian filtered image (technique 1), a median filter followed by a Gaussian
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filter (technique 2) or the same filtering as combination 1 but followed by a Gaussian
filter (technique 3).

Figure 5.10 regroups the results of the different filtering techniques on the inverse
of Figure 5.9e.
It appears that the filtering combination with the most interesting outcome is the first
one. Indeed, with the second technique, it is impossible to distinguish what would resem-
ble actual cell nuclei while nuclei seem to have a smaller intensity in the image resulting
from the third technique in comparison with the image from the fist. Therefore, it seems
like the best filtering choice would be the first combination, but once again, quantitative
results will be used to verify this intuitive choice.

(a) He channel image (b) First filtering combination

(c) Second filtering combination (d) Third filtering combination

Figure 5.10: Comparison of the results using different filtering combinations on the
inverse of the hematoxylin channel image obtained with the visually determined staining
matrix.

2.2.1.3 Peak Intensity Detection and Testing Hello World

Cell nuclei positions were then determined as the local intensity maxima in the filtered
images.
This was done for each hematoxylin channel image and each filtering technique. Two
performance measures, the percentage of correctly detected nuclei and the percentage of
false positive, were computed for each of these combinations. Results can be found in
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Tables 5.5 and 5.6.

Kmeans s.m H&E default
s.m

H&E2 default
s.m

Visually
determined
s.m

Filtering
Technique 1

74 69.33 58.67 88.67

Filtering
Technique 2

12.67 14.67 4.67 9.33

Filtering
Technique 3

44.67 39.33 30 53.33

Table 5.5: Percentage of correctly detected cells for each combination of staining matrix
and filtering technique on the 150 cells of the testing image. [%]

Kmeans s.m H&E default
s.m

H&E2 default
s.m

Visually
determined
s.m

Filtering
Technique 1

54.67 54 10 11.33

Filtering
Technique 2

20 18.67 6.67 4.67

Filtering
Technique 3

8.67 6.67 0 3.33

Table 5.6: Percentage of false positive for each combination of staining matrix and
filtering technique on the 150 cells of the testing image. [%]

With a percentage of correctly detected cells of 88.67% and a rate of false positive of
11.33%, the combination of color deconvolution using the visually determined matrix and
the first filtering technique is, as expected, the combination giving the most interesting
results.
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Figure 5.11: Visual representation of the manually and automatically detected cells on
the testing image (150 cells).

2.2.1.4 Validation Hello world

The method previously determined (that is color deconvolution performed via a stain-
ing matrix determined by visual inspection in combination with the first filtering tech-
nique) performed correctly on the testing image. However, to verify its reliability on
other images, its performances were evaluated on another randomly selected image.
On a random 501×821 image with 388 cells, the method was able to automatically detect
85.19% of the cells correctly with a false positive rate of 12.73%. Taking into account the
difficulty of detecting the cells even for the trained eye and the large presence of noise in
the images, these results were judged satisfactory.
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Figure 5.12: Visual representation of the manually and automatically detected cells on
the validation image (388 cells).

2.2.2 Cellular Content

Once the cell detection method had been developed and tested, it was combined with
the CNN classification to compute cellular content in the different samples.

Cell count for each cell subtype were computed by combining the cell subtype data
from the multiballed 3D versions of the samples with the coordinates obtained via the
cell detection algorithm.

Figure 5.13: Detected cells inside sample R3-T1.
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For each cell subtype (i.e fibroblasts, elongated cells and round cells) in each sample,
a total bulk cell count was computed.

Sample Total Count Fibroblasts Count Round Cells Count Elongated Cells Count

R3T1 10 237 2 663 5 784 1 790
R3T2 9 667 3 907 4 317 1 443
R3T3 12 399 5 368 5 602 1 429
R3T4 11 302 5 968 4 477 857
R4T1 17 327 5 983 8 166 3 178
R4T2 19 631 6 739 9 728 3 164
R4T3 20 413 7 134 10 034 3 245

Table 5.7: Cell count, total and for each cell subtype, in the different samples.

The bulk cell density and cell densities in the ECM and the cartilage were also com-
puted in the different samples.

Sample Bulk Fibroblasts
in Cartilage
Layer

Round Cells
in ECM

Elongated
Cells in ECM

R3T1 28 63 22 7
R3T2 31 83 42 14
R3T3 41 138 29 7
R3T4 33 124 23 4
R4T1 39 91 28 11
R4T2 37 79 29 10
R4T3 53 127 46 15

Table 5.8: Cell densities [cells/10−3mm3], in bulk and in the different tissue subtypes,
inside the different samples

Fibroblasts are generally less in absolute number (mean value of 5395 cells) than round
cells (mean value of 6873 cells) although they are actually much more densely present in
their corresponding tissue subtype (100.83 cells/10−3mm3 on average compared to 31.40
cells/10−3mm3 on average). On the other hand, elongated cells have the least average
count (2158 cells) and the least average density (9.73 cells/10−3mm3) out of the three
cell subtypes.
It also appears that the total cell count varies more across samples (mean value of 14 425
cells and normalized standard deviation of 31.69%) than the bulk density (mean value of
37.54 cells/10−3mm3 and normalized standard deviation of 22.08%) that is more stable.
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Chapter 6

Discussion

In this chapter, quantification results about the tissular and cellular content of tissue
engineered bone models for the study of breast and prostate cancer metastasis obtained
and presented in the previous section are discussed with respect to the literature. This is
done with the ultimate goal of deriving new leads in the development of more accurate
tissue engineered bone models.
However, although its key contributions are highlighted, the study at its current state
presents important limitations, which are presented and summarized in this chapter. In
this context, the chapter ends on the introduction of perspectives for future work.

1 Quantification
Quantification results about the tissular and cellular content of tissue engineered

bone models for the study of breast and prostate cancer metastasis were obtained and
presented in the previous section. They include information about the content in each
tissue subtype of each sample, a morphological characterization of the different scaffold
pieces in each sample as well as information about the cellular contents and densities in
each detected cell subtype for each sample.

All samples were obtained using a standardized procedure (detailed in Section 3)
developed in the Laboratory for Stem Cells and Tissue Engineering from Columbia Uni-
versity. The main difference between samples lies in the choice of the infused cancer cell
line. Indeed, five out of the seven samples were infused with the MDA-MB-231 cell line
(breast cancer) while one was infused with the LnCaP cell line (prostate cancer) and one
was infused with the VCaP cell line (prostate cancer). In the literature, each type of
cancer is associated with a different metastatic phenotype. As it has been explained in
Section 2.4, breast cancer metastasis tend to be osteolytic (mainly associated with bone
destruction) while prostate cancer metastasis tend to be osteoblastic (mainly associated
with woven bone formation). Therefore, it has been decided to display the quantification
results of the different samples in function of the cell line they were infused with. It is
hoped that by doing so, results on the tissue engineered models would be in accordance
with what has been reported in the literature with other metastasis models.

73



1.1 Quantification at the Tissular Level
1.1.1 Tissue Content

Therefore, we began by displaying the content in each tissue subtype in function of
the cancer cell line for each sample.

(a) Percentage of scaffold inside samples in
function of cancer cell line.

(b) Percentage of ECM inside samples in
function of the cancer cell line.

(c) Percentage of cartilage in function of
the cancer cell line.

Figure 6.1: Percentage of tissue inside the samples in function of the cancer cell line.

It appears that, on average, the five samples infused with breast cancer cells are as-
sociated with a higher percentage of scaffold than the two other samples infused with
either one of the two prostate cancer cell lines while the percentage of ECM is higher
in the samples with prostate cancer cells than in the samples with breast cancer cells.
On the other hand, the percentage of cartilage appears relatively stable across samples,
regardless of the cancer cell line they were infused with.

These observations seem to be in contradiction with what can be found in the litera-
ture.
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Indeed, prostate metastasis in the bone have been associated with the osteoblastic phe-
notype, which is characterized by the formation of woven bone.[3][30] This immature
form of bone is characterised by a network of randomly arranged collagen fibers.[65] An
histological section containing woven bone can be observed in Figure 6.2.

Figure 6.2: Micrograph of woven bone. HE stained section of rabbit bone, from the
histology slide collection of CAHID, University of Dundee. (Scale bar = 380 µm, 10x)
(Taken from [18].)

Considering its appearance that is close to the one of trabecular bone, woven bone
(if ever present in the samples) would be classified as bovine bone scaffold by the deep
learning model. Therefore, one would expect the scaffold percentage to be higher in the
samples infused with prostate cancer cells. Especially since breast cancer metastasis is
associated with the osteolytic phenotype, which is characterized by bone destruction. [4]
These samples infused with breast cancer cells would be also expected to present higher
contents of ECM. Indeed, it is likely that the destructed bone matrix would be classified
as ECM by the deep learning model.

Although no trend could be directly derived from the tissue percentage graphs, it was
hoped than a clustering analysis could help deriving interesting relations between tissue
contents. Therefore, the percentage of scaffold in function of the percentage of ECM
was displayed for each sample and a k-means clustering analysis with two clusters was
performed, as shown in Figure 6.3.
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(a) Percentage of scaffold in function of the
percentage of ECM inside the samples of
different cancer cell lines.

(b) Clusters in the percentage of scaffold
in function of the percentage of ECM inside
the samples.

Figure 6.3: K-means clustering analysis of the percentage of scaffold in function of the
percentage of ECM inside the different samples. (2 clusters)

Unfortunately, as expected, it is not possible to draw a parallel between the 2 clusters
obtained (respectively associated with high scaffold content and low ECM content and
low scaffold content and high ECM content) and any type of cancer cell line.

1.1.2 Morphological Characterization of Scaffold Pieces

Next, results of the morphological characterization of the scaffold pieces inside the
samples were displayed in function of the cancer cell line used. To do so, figures of the
mean value of each morphological properties for a scaffold piece inside each sample in
function of the cancer cell line used in the sample were created.

Liège University - 76 - Academic Year 2020-2021



(a) Mean extent of a scaffold piece in a
sample in function of the cancer cell line
used in the sample.

(b) Mean solidity of a scaffold piece in a
sample in function of the cancer cell line
used in the sample.

(c) Mean volume of a scaffold piece in a
sample in function of the cancer cell line
used in the sample.

(d) Mean number of scaffold pieces in a
sample in function of the cancer cell line
used in the sample.

Figure 6.4: Mean morphology of a scaffold piece in a sample in function of the cancer
cell line used in the sample.

First, it appears that the mean extent of a scaffold piece is rather constant across
samples regardless of the cancer cell line they were infused with.
Let us recall that the extent of an object is computed as the ratio between the volume of
the object and the volume of its bounding box. This means that, out of the two objects
whose bounding boxes are visible in Figure 6.5, the more elongated one will have the
higher extent.
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Figure 6.5: Bounding boxes. (Taken from [19])

Secondly, the mean solidity of a scaffold piece seems higher in the samples infused
with breast cancer cells than in the samples infused with prostate cancer cells.
If we recall that solidity of an object is measured as the ratio between its volume and
the volume of its convex hull. Therefore, this means that "solidity measures the extent to
which a shape is convex or concave"[66]. Thus, if solidity is close to one, this means that
the object is solid, while it the solidity is less than one, this means that the object has
holes or an irregular boundary.

Figure 6.6: Shapes and their respective solidity. (Taken from [19])

Considering this definition, the fact that scaffold pieces in samples with breast cancer
cells have higher solidity values seems in contradiction with the literature. Indeed, breast
cancer metastasis is normally associated with bone destruction. This means that it would
thus be associated with scaffold pieces having more irregular boundaries and shapes, as
a result of osteoclasts’ actions. However, this is not the case here.

The mean volume of a scaffold piece as well as the number of scaffold pieces in each
sample have been computed. It appears that samples with breast cancer cells are associ-
ated with higher volume on average than samples infused with prostate cancer cells while
the presence of cancer cells does not seem to have a particular impact on the number
of scaffold pieces. Once again, this seems to be the opposite of what one would expect
based on the literature. Indeed, bone formation would be expected to result in less scaf-
fold pieces with a higher volume while bone destruction would produce more pieces with
a small volume.
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1.2 Quantification at the Cellular Level
1.2.1 Cellular Content and Cellular Density

Results about cellular content and cellular density in each sample can also be dis-
played as a function of the cancer cell line infused in the sample.

(a) Fibroblast count in each sample in
function of the cancer cell line used in the
sample.

(b) Round cells count in each sample in
function of the cancer cell line used in the
sample.

(c) Elongated cells count in each sample in
function of the cancer cell line used in the
sample.

(d) Total cell count in each sample in func-
tion of the cancer cell line used in the sam-
ple.

Figure 6.7: Cell counts in each sample in function of the cancer cell line used in the
sample.
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(a) Fibroblast density in the cartilage layer
of each sample in function of the cancer cell
line used in the sample.

(b) Round cell density in the ECM of each
sample in function of the cancer cell line
used in the sample.

(c) Elongated cell density in the ECM of
each sample in function of the cancer cell
line used in the sample.

(d) Bulk cell density in each sample in
function of the cancer cell line used in the
sample.

Figure 6.8: Cell densities in each sample in function of the cancer cell line used in the
sample.

These different figures do not seem to contain clear trends in cellular content or den-
sity inside samples containing either breast or prostate cancer cells. In particular, samples
with breast cancer cells are neither necessarily associated with higher or lower contents
in round or elongated cells nor with higher or lower cell densities in round or elongated
cells in the ECM in comparison with samples containing prostate cancer cells.
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2 Limitations and Key Contributions
The different tissular contents and organization results presented throughout the pre-

vious sections of this chapter have been shown to contradict what can currently be found
in the literature regarding prostate and breast cancer metastasis.
However, there exists a reason that could explain these discrepancies, that is the limited
number of samples used in this study. Indeed, a total of seven samples have been used,
five of which were infused with the MDA-MB-231 cancer cell line while one was infused
with the LCaP cancer cell line and the other with the VCaP cancer cell line. Rigorous
conclusions can therefore not be made on such a small batch of samples, especially since
there seems to be great variability in between results in samples with breast cancer cells
and that only one sample is available for each of the two prostate cancer cell lines. The
results presented in this study should therefore be taken for what they are : preliminary
results destined to be corroborated by further investigations.

On the other hand, cellular content and cellular density results did not allow for in-
teresting observations. Besides once again the insufficient number of samples, another
reason can explain the lack of trend in the data. Indeed, one of the major limitations of
this work is that the deep learning model is only capable of distinguishing three types of
cells : fibroblasts, elongated cells and round cells. Two of which, elongated and round
cells, are not actual cell types but rather cell phenotypes. This is due to the fact that, as
non-specialists, we have not been able to reliably distinguish the three bone cell types (i.e
osteoclasts, osteoblasts and osteocytes) or the three types of cancer cells on the histolog-
ical sections that we were given. It seems extremely likely that, with the right number of
samples and a deep learning model that can distinguish all the different cell types, this
type of cellular quantification will provide valuable insight on the behaviour of prostate
and breast metastatic cells in these tissue engineered models.

However, these two important limitations should not undermine the fact that this
work is the first to attempt such an in-depth characterization of tissue engineered bone
models, at the mm scale and with single-cell resolution as well as a three dimensional
perspective. Indeed, until now, such samples would mainly be studied by visual inspection
in two dimensions and in the range of a hundred µm. No actual tissular or cellular
quantification has ever been performed before on these models. [28][16] That is the use
of CODA that made it possible to do so. [17]

3 Future work
Therefore, overcoming the limitations introduced in the previous section is a first per-

spective for future work.
This would thus imply using a more important number of samples in order to make sta-
tistically significant conclusions about their tissular and cellular contents.
This would also imply training a new deep learning model that is actually capable of
distinguishing the different cell types that are present in the samples. Since it can be
challenging to differentiate them solely on the H&E sections, one could combine the in-
formation given by these sections with immunohistochemistry, like it has been done in
[67].
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However, as it has been explained in the introduction, the ultimate goal of this work
was to derive new leads on the development of more accurate models for the study of
breast and prostate cancer metastasis formation in bones by the comparing the three
dimensional structural organization and tissular and cellular contents of state-of-the-art
models to the ones of in vivo bone tissues harboring metastasis. For now, this disserta-
tion only steps a foot in the right direction by analyzing the tissue engineered models.
Nonetheless, for the study to be most complete and insightful, it would be necessary to
perform the same quantification on actual human bone tissues.
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Chapter 7

Conclusions

Bone and prostate cancers are very common and deadly forms of cancer, particularly
because of the formation of metastasis in the bone tissue. Their deadliness comes from
the fact that the metastasis formation process is still poorly understood, which prevents
from finding effective treatments that can limit the spread of the disease. Over the years,
different models for the study of metastasis formation have been used, including 2D cul-
tures of cancer cells in vitro and in vivo animal models, but none of them succeeded
at faithfully recapitulating the particularities of human bone microenvironment. There-
fore, deriving new insights on the formation of bone metastasis and eventually finding
drugs that specifically target this phenomenon would require the development of new
biomimetic models. In the last ten years, tissue engineered models have presented them-
selves as interesting alternatives to conventional 2D cell cultures and animal models.
However, even current state-of-the-art tissue engineered constructs still need major im-
provements to be considered as truly recapitulating tumor features in vitro.

In this context, the work developed here aimed at ultimately deriving new leads in
the creation of improved tissue engineered models for the study of breast and prostate
cancer metastasis by comparing their 3D tissular and cellular contents with the ones of
human bone tissues harboring metastasis.

This study made use of CODA [17] to create fully-annotated 3D digital versions of
seven tissue engineered bones infused with either breast or prostate cancer cells. Each of
these 3D maps had single-cell resolution and a scale ranging over several millimeters.
They were then used to perform an in-depth characterization of the samples at the tis-
sular and the cellular level. This characterization namely included the computation of
contents in the different identified tissue subtypes and in the different identified cell sub-
types as well as a morphological assessment of the trabecular bone matrix.

Putting the results of these computations in perspective with the cancer cell line used
in the samples, it was possible to make preliminary observations that seemed to be in
contradiction with what can be currently found in the literature.
However, exploring the different limitations of the study allowed to find potential reasons
explaining these discrepancies. Therefore, limitations will need to be investigated and
overcome in future work to verify that results are actually in accordance with previous
findings.
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Thus, although this dissertation presents the first attempt ever at an in-depth char-
acterization of tissue engineered bone models at the millimeter scale and with single-cell
resolution, it is only a step in the right direction. Indeed, its ultimate goal will only be
fulfilled once its limitations will be overcome and the same study is performed on human
bone tissues harboring breast and prostate metastasis.
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Appendix A

1 Identified Tissue Subtypes

Name Description Example on H&E sec-
tion

Scaffold Decellularized bovine tra-
becular bone, used as a scaf-
fold. [68]

Lacunae Small cavities inside the
scaffold in which the bovine
bone cells were sitting be-
fore decellularization. [69]

Round Cells First phenotype identified
among differentiated stem
cells.
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Elongated Cells Second phenotype identified
among differentiated stem
cells.

ECM New osteogenic ECM, rich
in type I collagen and bone
sialoprotein. [68]

Fibroblasts Spindle-shaped cells. [70]

Cartilage Connective tissue composed
of cartilage cells scattered
inside a glycoprotein matrix
strengthened with collagen
fibers. [71]

Table A.1: Identified Tissue Subtypes.
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2 Common Deep Learning Model Errors

Figure A.1: Semantic segmentation legend.

(a) Histological section. (b) Semantically segmented section.

Figure A.2: CNN model struggles at distinguishing ECM and cartilage while it tends
to label round or elongated cells as ECM. (Legend in Figure A.1)
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(a) Histological section. (b) Semantically segmented section.

Figure A.3: CNN model often mistakes whitespace and cartilage for ECM. (Legend in
Figure A.1)

(a) Histological section. (b) Semantically segmented section.

Figure A.4: CNN model tends to exaggerate fibroblasts boundaries in cartilage layer
while it labels a lot of whitespace as ECM. (Legend in Figure A.1)
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3 Labeled Digital Reconstructions

Figure A.5: Fully labeled digital reconstruction of sample R3-T2.

Figure A.6: Fully labeled digital reconstruction of sample R3-T3.
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Figure A.7: Fully labeled digital reconstruction of sample R3-T4.

Figure A.8: Fully labeled digital reconstruction of sample R4-T1.

Liège University - 90 - Academic Year 2020-2021



Figure A.9: Fully labeled digital reconstruction of sample R4-T2.

Figure A.10: Fully labeled digital reconstruction of sample R4-T3.
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4 Scaffold Characterization Results

Scaffold Piece Volume [10−3mm3] Extent [%] Solidity [%]

1 147 13 36

Table A.2: Morphological assessment of scaffold pieces in sample R3T2.

Scaffold Piece Volume [10−3mm3] Extent [%] Solidity [%]

1 16 12 21
2 34 9 18
3 5 14 25

Table A.3: Morphological assessment of scaffold pieces in sample R3T3.

Scaffold Piece Volume [10−3mm3] Extent [%] Solidity [%]

1 27 18 35
2 19 12 20
3 7 6 18
4 3 9 21
5 27 16 27
6 5 16 36

Table A.4: Morphological assessment of scaffold pieces in sample R3T4.

Scaffold Piece Volume [10−3mm3] Extent [%] Solidity [%]

1 40 7 16
2 17 10 17
3 1 10 34
4 1 12 29

Table A.5: Morphological assessment of scaffold pieces in sample R4T1.
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Scaffold Piece Volume [10−3mm3] Extent [%] Solidity [%]

1 47 11 20
2 4 17 36
3 8 10 29
4 15 10 22
5 13 13 30
6 12 10 23

Table A.6: Morphological assessment of scaffold pieces in sample R4T2.

Scaffold Piece Volume [10−3mm3] Extent [%] Solidity [%]

1 10 14 42
2 3 16 32
3 83 11 27

Table A.7: Morphological assessment of scaffold pieces in sample R4T3.
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