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Abstract

The mysteries of the universe have always fascinated people on earth. Hence, methods
to observe and study it in details have been and are still being developed. Since the
first detection of gravitational wave at LIGO (Laser Interferometer Gravitational-wave
Observatory) in 2015, a new tool to study the universe was added to the panel of existing
ones. It is called gravitational wave astronomy.

However, the detection of such waves is a technical challenge as their effects are extremely
small. As a result, the detectors that aim to capture them must have a tremendous degree
of precision. The various noise sources to which they are subjected must then be drasti-
cally reduced. An important one is the vibration of the detector due to seismic motion.
Passive as well as active isolation systems are thus employed to isolate the detector from
the ground motion.

The goal of this work is to design a type of optimal controller called linear quadratic
Gaussian controller on an existing experimental isolation platform. The design is sepa-
rated into two main steps. The first is the development of a full-state observer to estimate
the states of the isolation platform from its outputs. The second is the design of a linear
quadratic regulator to control the system. The two are then combined to form the com-
plete controller to be used as feedback in a closed-loop system with the initial plant.

The performances of this controller are finally analysed and discussed. From this analysis,
it emerged that the controller allows to increase the isolation performances of the platform
by about one order of magnitude between 0.1 Hz and 1 Hz and by two order of magnitudes
from 1 Hz to 10 Hz. Therefore, conclusion has been made that this type of controller were
appropriate to provide good isolation performances to the experimental platform in the
control bandwidth [0.1,10] Hz. The next step is now to implement it experimentally to
address its performances in real situations.
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1 Introduction
Since the dawn of time, men have been looking up to the sky and wondering what it was
made of. It began as a philosophical opinion in ancient times and elaborated into scientific
studies by observing the movement of the visible stars and planets in the sky. The visible
light was the only way to observe the universe around the Earth for most part of hu-
manity. It is not until recently, over the last century, that new technologies have made it
possible to observe the sky in the whole range of the electromagnetic spectrum or through
particle detectors. Nowadays, many instruments, each exploiting a particular wavelength
range from gamma rays to radio waves, continuously scan the sky to unravel its myster-
ies. They picture the world in their own way and complement each other. In an effort to
understand the world in its smallest details, people are always looking for new ways to ob-
serve the universe and new technologies to make existing ones more efficient and accurate.

In 2015, the detection at LIGO (Laser Interferometer Gravitational-wave Observatory) of
gravitational waves (G.W.) produced by the merger of two super massive black holes was
a breakthrough in the field of observational cosmology. Two important outcomes emerged
from this discovery. On the one hand, it supports Einstein’s theory of general relativity
on which many actual theories and applications of physics are based. And on the other,
it gives mankind a whole new tool for studying the universe, through gravitational wave
astronomy.

1.1 Gravitational waves

To understand the concept of gravitational waves, the concept of gravity and space-time
as laid out in Einstein’s general relativity theory must first be understood. In this theory,
the three dimensions of space and the single dimension of time are not distinct from each
other, as opposed to the classical theory of gravity proposed by Newton. Indeed, they
interact with each other to form the four-dimensional space-time continuum conception
of the universe. Moreover, this space-time is no longer flat nor immutable. Instead, it is
distorted by the presence of matter and energy as illustrated in Fig. 1 [1].

This new conception of the universe was motivated by the direct contradiction between
the instantaneousness of the gravitational force in Newton’s theory and his freshly re-
leased special relativity theory. Indeed, in the latter, the speed of light in a vacuum is
a finite invariant and is considered the maximum speed at which information can travel
through space [3]. In his theory of general relativity, Einstein gets around this problem by
proposing that gravity is no longer an instantaneous force acting between massive bodies.
Instead, he suggests that it is the consequence of the curvature of space-time. Gravity
is then seen as a dynamic field in which bodies are immersed and which dictates the
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Figure 1: 2D schematic view of the deformation of the space-time continuum induced by
the presence of a massive body. Retrived from [2].

motion of matter and energy. This new formalism has solved several problems encoun-
tered by Newton’s theory, one being the instantaneous nature of the gravitational force [1].

The motion of massive bodies through space-time affects its curvature. Hence, its geom-
etry is in constant evolution. However, as mentioned earlier, the evolution of space-time
curvature cannot be instantaneous to be consistent with Einstein’s relativity theory. The
theory therefore predicts that the information travels at the speed of light, which is finite,
in the form of waves called gravitational waves [1]. Any accelerating mass creates gravita-
tional waves whether it is a person, a plane, or a star. However, the principal sources, i.e.
those creating waves of highest amplitudes and energy, are either single spinning massive
objects, compact binaries made of two massive objects, the merger of two massive objects
or supernovae core collapse. The two massive objects mentioned are essentially black
holes or neutron stars [4].

When a gravitational wave passes through an object, it distorts the body in the transverse
plane to the direction of propagation. Its effects are illustrated schematically in Fig. 2 for
an initially circular ring of particles spanned by a gravitational wave propagating in the
ẑ direction. The wave induces alternative contractions and elongations along the x̂ and ŷ

directions for its first polarization, noted +, and along the ŷ = x̂ and ŷ = −x̂ directions
for the its second polarization, noted ×.
The effect of gravitational waves is however extremely small. Indeed, for an initial ring
size L0, the length variation due to the gravitational wave amounts to

δL ∼ 1
2hL0 (1)

where the typical strain amplitude of gravitational waves from astrophysical sources is
h ≲ 10−21. Thus for a body of 1 km in length, it constitutes a maximum variation of
10−18 m [5]. The observation of gravitational waves is therefore a technical challenge and,
as of today, only tremendous events can be detected.
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Figure 2: A monochromatic gravitational wave of pulsation w = 2π/T propagating along
the ẑ direction. The lower panel shows the effects of the + and × polarizations on a ring
of freely falling particles, in a local inertial frame. Retrieved from [5].

1.2 Gravitational wave detectors

There are three main possible methods for detecting and studying gravitational waves.
They will be listed in order of increasing detection frequency range. The first method is
to study the cosmic microwave background polarization to learn about the gravitational
waves emitted in the early moments of the universe [6]. These G.W. have been estimated
to have a very low frequency spectrum in the range of [10−18,10−16] Hz [7]. The second
is to use pulsar timing arrays (PTA). A pulsar is an astronomical object that produces
a periodic signal ranging from milliseconds to tens of seconds. For instance, a neutron
star rotating very rapidly on itself and emitting strong electromagnetic radiation in the
direction of its magnetic axis. A PTA is a collection of pulsars that are continuously
monitored by various ground-based radio telescopes to record the time of arrival (ToA)
of the pulses they emit. Gravitational waves cause their ToA and thus their frequency to
vary. These variations are then collected on Earth and studied. This technique have a
sensitivity in the range of [10−9,10−6] Hz [8]. The last one is performed using an optical
interferometer which can either be ground-based or space-based. The detection range is,
with the current technology, around [10−4,104] Hz [9]. This is the technique of interest
for this thesis and is detailed hereafter. The gravitational wave frequency spectrum as
well as the range at which each type of detector is effective is shown in Fig. 3.

To detect the extremely small distance variations caused by gravitational waves, an op-
tical interferometry technique based on the Michelson interferometer is used. The basic
principles of the latter are explained in the following and illustrated in Fig. 4.
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Figure 3: The spectrum of gravitational waves with possible sources and detectors. Re-
trieved from [9].

Figure 4: Simplified layout of a Michelson interferometer. Retrieved from [10].

The detector basically consists of two mirrors, a beam splitter, a light source, and a
photodetector. The light source, typically a laser, emits a beam of light that, after passing
through the beam splitter, is split into two separate beams travelling in perpendicular
directions towards each mirror. After reflection, they recombine at the beam splitter and
produce an interference pattern incident on the photodetector. Under normal conditions,
the detector detects a beam of constant intensity dependent on the differential path length
between the two arms (∆L = LX −LY ). But when a G.W. passes through, the detector’s
arms undergo length variations that produces a characteristic interference captured by
the photodetector [11]. This signal is then analysed and studied to understand what it
can reveal about its origin.
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1.3 Noises

Since the strain produced by gravitational waves to be detected are extremely small, the
question of induced noise on the detector arises. If the order of magnitude of the noise is
greater than that of the signal, then the detection is hopeless. A significant part of the
work of detecting gravitational wave is the assessment and reduction of all types of noise
hindering the measurements. There are numerous noise sources, the main ones being
photon shot noise, radiation pressure noise, the standard quantum limit, thermal noise,
and seismic noise. This thesis is particularly focused on seismic noise isolation, therefore,
only this type of noise will be addressed in details. Further discussion about the other
types of noise can be found in [12].

Seismic noise acts on the interferometer via two main channels. First, seismic excitation
can mechanically couple to the detector’s structure. Second, it can excite density fluctu-
ations in the environment of the detector which couple to the test mass position through
gravitational attraction. This one is commonly called Newtonian noise. It is well known
that the ground is constantly in motion due to seismic activity on the one hand, and
human activity on the other. This greatly affects ground-based G.W. detectors as the
ground motion exceeds the expected differential displacement between the test masses
due to G.W. effects by several orders of magnitude. For example, the ground motion
measured at the location of Virgo, A G.W. detector in Italy, reaches up to 10−9m/

√
Hz

at 10 Hz. If a detector was to detect gravitational waves with a strain of h ≃ 10−22, it
should achieve a sensitivity at least as good. For a 1 km arm’s length detector, a strain
sensitivity of h ≃ 10−22 corresponds to a differential displacement of ∆l ≃ 10−19m/

√
Hz.

Thus, in order to reach this sensitivity and capture the G.W. signal, the seismic motion
must be suppressed by a factor of 1010 [12]. The methods for controlling the ground
motion to reach the sensitivity desired for G.W. detection will be the main focus of this
thesis.

1.4 Motivations

Current ground-based G.W. detectors have a strain sensitivity limited to the order of
10−23/

√
Hz with a frequency bandwidth of detection of [10,104] Hz [12]. With these

specifications, the sources of G.W. events that can be detected are very limited. Only
the most violent and closest to Earth can be observed as the G.W. fade away as they
travel through space. This is the reason why it is important to increase the sensitivity
of the detectors to detect smaller and further away events. An attempt to increase the
sensitivity of existing detectors has already been done but this improvement is limited
by their available infrastructure and only small improvements can be achieved. To make
significant sensitivity improvements compared to advanced detectors, new facilities with
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novel technologies must be built.
As it will be seen in Sec. 2.1, today’s detectors are very limited at low frequencies, below
10 Hz, due to seismic and Newtonian noises. There is therefore a need to develop more
efficient isolation systems. An important part of active isolation systems development
is the design of the control strategy. The controller links the sensors to the actuators.
It reads the information coming from the sensors and uses them to dictate the action
of the actuators. It has to be done in the most efficient way to isolate the payload as
well as possible. This thesis is focused on the controller design part of isolation systems.
There are many types of controller with their advantages and drawbacks. Here, a Linear
Quadratic Gaussian (LQG) regulator is developed for an existing passive-active isolation
system targeting the [0.1, 10] Hz frequency bandwidth.

1.5 Thesis outline

This works starts with a review of the existing gravitational wave detectors with their
isolation method against seismic motion as well as their achieved sensitivity, see Section 2.
Then, the principle of passive and active isolation are laid out. Section 3 focuses on the
basics of the control theory. The linear quadratic regulator (LQR), the Kalman filter, and
the linear quadratic Gaussian controller are discussed. Next, in Section 4, the components
of the experimental isolation platform, for which the controller is designed, are presented.
Section 5 contains the details of the LQG controller development. Its performances are
then analysed in Section 6. Finally, Section 7 will conclude this work and present some
perspectives for improvement.
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2 State of the art
This section presents a review of the literature concerning gravitational wave detectors as
well as current methods of vibration isolation.

2.1 Gravitational wave detectors

There are four main ground-based gravitational wave detectors based on interferometry
currently in operation. They are part of a worldwide network of second generation detec-
tors joining forces in the quest for gravitational waves. Having a network of detectors is
crucial for two reasons [12]. The first is for coincidence of detection. Measuring a grav-
itational wave simultaneously at several distant locations increases the confidence that
the signal comes from extraterrestrial source rather than technical glitches in the detector
outputs. The second is for sky localisation. In order to locate the position in the sky
of the G.W. source, a triangulation method is used based on the arrival times at the
various detectors. The more the detectors and the further away they are from each other,
the better is the accuracy of the localisation. Each detector has particular features and
different strain-sensitivity curves. An additional one is currently under study in order to
increase the sensitivity and detection bandwidth. It will be the first of third generation
detectors and is called the Einstein Telescope.

Moreover, space-based laser interferometers for G.W. detection are being thought of.
Many mission proposals have been put forward with the main one being the Laser In-
terferometer Space Antenna (LISA)[13]. Space-based detectors are not submitted to the
same noise sources than those on Earth which allows them to reach a good sensitivity at
much lower frequencies. They can thus be complementary with the ones on Earth. In the
following, the sensitivity of each detector will be briefly discussed as well as the isolation
methods employed against seismic noise.

2.1.1 Advanced Virgo

The Advanced Virgo is the upgrade of the first generation Virgo detector situated 15 km
southeast of Pisa in Italy. It is therefore said to be a second generation detector.

The Virgo isolation technique is essentially based on an hybrid (passive–active) attenua-
tion system called the Superattenuator (SA), viewed in Fig. 5, to which each mirror of the
interferometer are attached [14]. It is composed of a five-stage pendulum supported by a
three-leg elastic structure called Inverted Pendulum. It makes a chain of mechanical filters
for which the transmitted horizontal displacement of the suspension point is decreased
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at each stage. In an N-stage pendulum, the displacement transmitted to the last stage,
at a frequency f higher than its normal modes, is reduced by a factor proportional to
f2N . The pendulum chain has been designed to confine all the normal modes below 2 Hz,
in order to have an attenuation of the ground horizontal seismic noise by more than 10
orders of magnitude, starting from a few Hz.

2. The Superattenuator

The SA (Fig. 2), described in [10], is essentially a five-stage pen-
dulum supported by a three-leg elastic structure, called Inverted
Pendulum [11]. In an N-stage pendulum the horizontal displace-
ment of the suspension point, at a frequency f much higher than
its normal modes ðf1; f 2; . . . ; f NÞ, is transmitted to the last stage re-
duced by a factor proportional to f 2N . In particular, the ratio be-
tween the linear spectral density of the last mass displacement
(the optical component) and the linear spectral density of the sus-
pension point displacement (where the excitation is applied), goes
as A=f 2N , where A ¼ f 2

1 � f 2
2 � . . . � f 2

N . Designing a long pendulum
chain (about 8 m) all the normal modes have been confined below
2 Hz, in order to have an attenuation of the ground horizontal seis-
mic noise by more than 10 orders of magnitude, starting from a
few Hz. The vertical seismic vibrations are not attenuated by the
pendulum chain. This would represent a serious problem. Indeed
the vertical vibrations of the mirror are partially transferred to
the horizontal direction of the interferometer beam by unavoidable
mechanical couplings (estimated to be well below one per cent)
and by the curvature of the Earth.1 For this reason, each mass of
the multi-stage pendulum is replaced by a cylindrical mechanical fil-
ter [12] with a set of concentric cantilever blade springs with low
stiffness. The blades support, through an about 1 m-long steel wire,
the next mechanical filter, forming a chain of low frequency oscilla-
tors, also in the vertical direction. The blades work in parallel with a
magnetic anti-spring system [12], assembled on each filter, and de-
signed to reduce its fundamental vertical frequency from about
1.5 Hz down below 0.5 Hz. Thanks to the anti-springs the vertical
modes of the chain are all below 2 Hz. The mirror is thus well iso-
lated also from the vertical seismic noise, starting from a few Hz.

The Optical Payload [13] is suspended by a steel wire from the
last filter of the chain and is composed by three elements: the Mar-
ionette, the mirror and its Reference Mass. The Reference Mass and
the mirror are suspended in parallel from the Marionette, each by
two pairs of thin metallic wires, forming a cradle, and with a pen-
dulum frequency around 600 mHz. The Marionette has four arms
with a permanent magnet screwed to the end of each one. Each
magnet faces a coil attached at the end of four 1 m-long-cylinders,
bolted to the bottom part of the last filter of the SA. This coil-mag-
net system allows to steer the payload in three degrees of freedom
(the translation along the beam and the rotations around the ver-
tical axis and around the horizontal one perpendicular to the
beam). A fine mirror position control along these degrees of free-
dom is obtained by using four coil-magnet pairs, with the coils
screwed on the Reference Mass and the magnets glued on the re-
verse side of the mirror.

Between 200 mHz and 2 Hz, i.e. below the detection band, the
seismic excitation is amplified by the normal modes of the filter
chain, making the mirror swing along the beam by more than
ten microns. This displacement has to be actively controlled at
the level of the optical payload to maintain the interferometer in
the longitudinal working position, with a high degree of accuracy.2

Nevertheless, a too large compensation force applied close to the
mirror is not acceptable, because any electro–mechanical actuation
system has finite dynamics. A white noise force, proportional to the
maximum required compensation amplitude, affects the mirror in

the entire band. With the present dynamics of the digital-to-analog
converter (DAC board) used for the digital payload control (a noise
floor of 300 nV �Hz�1=2 over a range of ± 10 V [14]), the maximum
adjustable horizontal displacement by using the payload actuators
(without affecting the detector sensitivity) is of a few microns. A
preliminary reduction of the mirror swing induced by the chain
resonances is thus necessary. This is done by attaching the chain
suspension point to another mechanical filter, named Filter Zero,
suspended by means of three short metallic wires from the top
of the Inverted Pendulum. The elasticity of the Inverted Pendulum
is obtained by a steel joint through which each single leg is an-
chored on the bottom ring, resting on the ground. Tuning the main
oscillation frequencies of the Inverted Pendulum along the two
horizontal directions at about 30–40 mHz a good horizontal pre-
attenuation is achieved, also in the range where the chain reso-
nances are located. An inertial control system (Inertial Damping),
acting on the suspension top stage, is used to further decrease
the mirror swing [15]. It is based on three high sensitivity acceler-
ometers [16] developed for the purpose, and assembled on the In-
verted Pendulum top stage in a pinwheel configuration. The
accelerometers are used to monitor the suspension point accelera-
tion in the horizontal plane (two translations and one rotation of
the Filter Zero about the vertical axis) with a high accuracy. Three

Fig. 2. The Virgo Superattenuator suppresses the transmission of ground seismic
vibrations to the suspended mirror. The mechanical filter chain and the three legs of
the inverted pendulum are visible. In our attenuation measurements the excitation
is applied to the filter chain suspension point.

1 The 3 km-distant plumb lines are not parallel because of the curvature of the
Earth, with a misalignment of about 3 � 10�4 rad. At least one of the two suspended
mirrors of the cavity has thus to be inclined with respect to the vertical plumb line to
keep them parallel. This misalignment with respect to the local vertical direction
implies a transmission of the mirror vertical displacement along the beam by a factor
3 � 10�4.

2 An accuracy of 10�12—10�10 m in the mirror positioning is necessary to keep the
cavities at resonance and a good destructive interference condition at the antenna
output.

184 F. Acernese et al. / Astroparticle Physics 33 (2010) 182–189

Figure 5: Schematic view of the Virgo Superattenuator. Retrieved from [14].

Regarding the seismic vibration in the vertical direction, the multi-stage pendulum in-
cludes cylindrical mechanical filters with a set of concentric cantilever blade springs with
low stiffness. They are connected through an about one meter long steel wire forming a
chain of low frequency oscillators in the vertical direction. They work in parallel with a
magnetic anti-spring system to reduce its fundamental vertical frequency. This assembly
reduces all the vertical modes of the chain below 2 Hz and thus isolates well the mirror
from the vertical seismic noise above a few Hz. However, between 200 mHz and 2 Hz,
the seismic excitation is amplified by the normal modes of the filter chain. This drives
a high amplitude swinging motion of the mirror (> 10 µm) which is not acceptable for
keeping the cavities at resonance (an accuracy of 10−12 −10−10 m in the mirror position-
ing is necessary). This displacement must therefore be actively controlled to maintain the
interferometer in the working position. To this end, an inertial control system (Inertial
Damping), acting on the suspension top stage, is employed. For longitudinal direction
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isolation, it is based on the association of three high sensitivity accelerometers and three
coil-magnet actuators. The accelerometers monitor the suspension point acceleration in
the horizontal plane (two translations and one rotation about the vertical axis) and the
three actuators are used in feedback to keep the position of the top stage locked to an
inertial frame. Damping of the vertical resonances is achieved in a similar way with two
accelerometers and two coil-magnet actuators used in feedback. The considerable ultra-
low frequency mirror displacements (hundreds of microns below 10 mHz) are compensated
using the interferometer as sensor and the three coil-magnet pairs of the horizontal In-
ertial Damping as feedback actuators. The overall system is capable of reducing seismic
noise by more than 10 orders of magnitude in all six degrees of freedom (dof) above a few
Hz.

Since the SA performance already met the sensitivity requirement of AdV, no major
changes have been brought to it. Though, a new design of the payload has been de-
veloped in order to be able to suspend heavier mirrors [15]. Moreover, an upgraded
controller design has been developed and an active system to control the ground tilt has
been implemented. In Virgo, classical Nyquist-like techniques were used in order to diag-
onalize the multiple-input multiple-output (MIMO) system to obtain a set of single-input
single-output (SISO) systems. The upgraded detector now makes use of a multivariable
design approach based on optimal predictive regulators. This has the advantage to be
an automatic and optimal process which allows to optimize the feedback performance
for both the mixed and diagonal term elements of the sensor/actuator transfer function
matrix. During earthquakes or bad weather conditions, seismic motion can be drastically
increased in the [0.1,1] Hz band. Its angular component fully transmitted to the SA can,
as a result, reach high enough levels to compromise the duty cycle of the interferometer
optical configuration. To prevent this from happening, a set of piezo-electric actuators
coupled with sensors providing tilt measurements uncontaminated by translational com-
ponents are used in closed-loop As a result, thanks to the suspension chain, the seismic
noise is attenuated by 14 orders of magnitude above 10 Hz. The longitudinal and angular
motion control strategies are detailed in [16].

A graph representing the strain-sensitivity curve of Virgo and the target sensitivity of
advanced Virgo as a function of the frequency can be seen in Fig. 6. The initial Virgo
detector had achieved a sensitivity of 5 ·10−23/

√
Hz around 100 Hz and of 10−21/

√
Hz in

the [20,1000] Hz bandwidth [17]. The advanced Virgo was designed to achieve a sensitivity
of one order of magnitude better and was successfully. It corresponds to a substantial
increase in the detection rate by about three orders of magnitude.
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Figure 7. The Virgo sensitivity compared with the Advanced Virgo target (in BNS-optimized
configuration). Measured spectrum from [17].

• To reduce the impact of coating thermal noise, the Fabry–Perot cavities will be close to
confocal, so as to maximize the spot size on the test masses.

• To reduce the sensitivity to thermal aberrations, Advanced LIGO will be provided with
stable recycling cavities.

3.2. Mirrors

The quality of the mirrors will be a crucial aspect of the advanced detectors.

• Due to the increased power in the interferometer, the mirror weight must be increased to
avoid radiation pressure noise limiting the low-frequency sensitivity. The test masses for
Advanced LIGO/Virgo will weigh about 40 kg.

• The absorption of the high-reflective coating must be kept as low as possible to reduce
thermal lensing (better than 0.5 ppm).

• Coating thermal noise limits the sensitivity of the advanced detectors in the mid-frequency
range. Progress has been made in reducing the coating losses by doping the high-index
layer of Ta2O5 with titanium [21].

• The surface figure and the micro-roughness of the mirrors are important in keeping the
optical losses low (the target for Advanced LIGO/Virgo is 75 ppm round-trip losses).
Superb polishing figures have been achieved by ion-beam milling the Advanced LIGO test
masses (∼0.2 nm rms).

3.3. Laser and thermal compensation systems

The available laser power will be increased by one order of magnitude with respect to the
current detectors. A solid state laser able to provide 200 W of output power has been created
by the Laser Zentrum Hannover and Albert Einstein Institute [22]. For Advanced Virgo, a
different technology has been chosen (a rod amplifier).

Already in the first-generation detectors the capability for coping with thermally induced
aberrations (due to the absorption in coatings and substrates) with a proper compensating
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Figure 6: The Virgo strain-sensitivity as a function of frequency compared to the Ad-
vanced Virgo target. Retrieved from [18].

2.1.2 Advanced LIGO

The advanced LIGO is the upgrade of the first generation LIGO (Laser Interferometer
Gravitational-Wave Observatory). It operates two gravitational wave detectors in the
USA, one situated near Livingston, Louisiana, and the other near Hanford, Washington.
Moreover a collaborative project between a consortium of Indian research institutions
and the LIGO Laboratory is envisaged [19]. The project is to build an additional LIGO
detector, called LIGO-India, in India to expand its network.

As Virgo, the LIGO detector profits from passive-active isolation platforms to isolate the
payload from seismic noise [20]. Figure 7 shows the seismic isolation platforms used for the
auxiliary optics and for the core optics. The former is called the Horizontal Access Mod-
ules (HAM) and the latter the Basic Symmetric Chambers (BSC). They each feature a
pre-isolation stage externally to the vacuum chamber containing the payloads. It is called
Hydraulic External Pre-Isolator platforms (HEPIs) and provides one stage of active iso-
lation. Then, for the isolation of auxiliary optics, a single-stage Internal Seismic Isolators
(ISI) mounted on the HEPI inside the vacuum chamber (HAM-ISI) is used. This adds one
stage of passive-active isolation. Finally, the auxiliary optics components are suspended
by up to the three stages of passive suspensions, inspired by GEO600 suspensions. As for
the isolation of the more critical core optics, two-stage seismic isolators mounted on the
HEPI (BSC-ISI) are used. They add two stages of passive-active isolation. At last, the
core optics are mounted on the down-facing BSC-ISI optical table and are suspended at
the last stage of quadruple pendulum suspension.

A graph representing the strain-sensitivity curve of LIGO and the target sensitivity of
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mounted the interferometer components. The ISI systems use low noise inertial sensors to provide low frequency active isolation 
(as low as 0.1 Hz). The suspensions mounted on the ISI platforms cascade several stages to provide the passive isolation necessary 
to attenuate the seismic motion to adequate levels in the observational bandwidth (above 10 Hz). The HEPI platform, the HAM-
ISI platform, and the two stages of the BSC-ISI platform use different architecture and instrumentation, but they share similar 
active isolation principle. The next section summarizes the isolation and control principle of these active platforms. 

 
Fig. 2: (a) schematic and (b) CAD model of the isolation systems supporting the auxiliary optics in the HAM chambers. 

 
Fig. 3: (a) schematic and (b) CAD model of the isolation systems supporting the core optics in the BSC chambers. 

3 Inertial isolation scheme and control infra-structure 

3.1 Isolation and control overview 

The passive-active concept used in Advanced LIGO isolation platforms can be summarized by the schematic in Fig. 4. The 
motion disturbance transmitted by the support structure (or the previous isolation stage) is shown in grey (0). The isolation 
platform (1) is supported by suspension springs (2). Above the resonance frequency, the platform is inertially decoupled from 
the input stage and provides passive isolation. Relative sensors (3) are used to servo-position the platform with respect to the 
support structure at very-low frequencies. Inertial sensors (4) are used to provide active inertial isolation through feedback 
control. The signals from all the sensors are combined in a sensor fusion to drive the control forces (5). Additional performance 
is obtained using feedforward inertial sensors (6). The platforms are designed to minimize the cross couplings between the 
degrees of freedom (DOF). Each of the six DOF can be controlled using independent single input single output control loops. 
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Figure 7: Schematic view of the passive-active isolation systems of LIGO. a) represents
the Horizontal Access module chamber responsible for isolating the auxiliary optics from
ground motion. b) represents the Basic Symmetric Chamber responsible for isolating the
core optics from ground motion Retrieved from [20]

advanced LIGO as a function of the frequency can be seen in Fig. 8. As the Virgo detector,
the initial LIGO had reached a sensitivity of the order of 10−23/

√
Hz around 100 Hz

[18]. Its upgrade (Advanced LIGO) presents a similar target strain-sensitivity curve as
Advanced Virgo, cfr Fig. 6, with a little improvement especially at low frequency. The
design sensitivity of 2 ·10−23 around 200 Hz was eventually reached by the 4 km detectors
[12]. This sensitivity achieved at LIGO allowed the first ever detection of a gravitational
wave signal in 2015.

2.1.3 GEO600

GEO600 is a smaller detector with arm lengths of 600 m located south of Hanover in
Germany. It doesn’t have as good performances as the bigger ones mainly caused by a
significantly limited budget. It thus often tried to compensate this issue with the imple-
mentation of novel techniques that were risky and not extensively tested. In this way, it
serves as a kind of test bed for new technologies from which advanced detectors can bene-
fit later on. Though, it actually achieved fairly good sensitivities as the new technologies
has been successfully implemented.

Concerning the seismic motion isolation of the payload, GEO600 employs a multiple-stage
suspensions as Virgo has already been using. However, it integrated the design of multiple-
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Figure 5. The squeezer installed on the GEO600 detector.

Figure 6. The LIGO sensitivity compared with the Advanced LIGO target (in BNS-optimized
configuration). Measured spectrum from [16].

3.1. Optical configuration

The optical configuration will be improved in several aspects as follows.

• Advanced Virgo/LIGO will have a signal recycling cavity, allowing quantum noise to be
tuned, thus enhancing the sensitivity in some frequencies at the expense of others. Such a
control, together with the possibility to tune the power, gives the advanced detectors the
chance to be optimized for chosen astrophysical sources.

5

Figure 8: The LIGO strain-sensitivity as a function of frequency compared to the Ad-
vanced LIGO target. retrieved from [18].

stage suspensions with a monolithic last stage, electrostatic actuators and a reaction chain
that has been the precursor of very similar suspension in advanced LIGO. Further details
about these systems can be found in [21]. It also has benefited from an upgrade during
the last decade, called GEO-HF, principally aimed at improving the detector’s sensitivity
at high frequency (> 500 Hz). Since the shot noise was the limiting parameter at high
frequencies, a series of improvements, described in [22], seeking to lower it have been im-
plemented. Improvement by up to a factor of 4 of shot-noise-limited sensitivity has been
achieved. For lower frequencies (below 500 Hz), the limiting parameter is thermal noises,
mainly thermo-refractive noise at the beam splitter and coating Brownian noise. Reduc-
tion of these noise sources were not investigated as it was not the goal of this upgrade [23].

A graph representing the target strain-sensitivity curve of GE0600-HF compared to the
sensitivity curves after completion of significant upgrades to the initial GEO600 can be
seen in Fig. 9. In addition, the major noise sources and the sensitivity of the VIRGO
S6e science run from 2010 are also depicted. From this, it can be seen that the targeted
frequency bandwidth is [102,104] Hz with a sensitivity around 10−22. Also, the limiting
noise of GEO-HF is thermal noise at low frequency and shot noise at high frequency.

2.1.4 KAGRA

The latest kilometer-scale detector built is the 3 km Japanese Kamioka Gravitational
Wave Detector (KAGRA). It has implemented two major technologies valuable for the
next generation of detectors. The first is to build the entire facility completely under-
ground to reduce seismic and Newtonian noises. The second is to cool the interferometer’s
mirrors down to cryogenic temperatures (< 20 K) to decrease the amount of thermal noise
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2.1. DC readout and implementation of an OMC

Amongst the first of the upgrades in the GEO-HF program was the change of the GW readout
scheme from RF (heterodyne) to DC (homodyne) readout in 2009 [14]. DC readout provides
a fundamental 3 2 improvement in sensitivity at shot-noise-limited frequencies due to the
elimination of the cyclostationary shot noise of RF readout [15, 16]. It was also an important
simplification for the implementation of squeezing because a squeezed light source needs to
be prepared only in the audio band, rather than at both audio and RF frequencies. Moreover,
DC readout significantly reduces the coupling of oscillator phase and amplitude noise to the
GW signal [17]. Phase noise of the electronic RF oscillator and of the RF signal path had been
a nearly limiting noise source for GEO 600 [3] with RF readout. With DC readout, the phase
noise coupling to the GW readout was reduced by a factor of 50. DC readout also has
disadvantages. Due to the presence of the TEM00 carrier field created by the dark fringe
offset, alignment sensing errors for the main interferometer can be induced by beam motion

Figure 2. Progression of strain-equivalent noise curves upon completion of major
milestones of the GEO-HF upgrade program compared to the GEO-HF design noise
curve. A new signal recycling mirror (10% MSR), squeezed vacuum injection, and DC
readout contribute to the substantial improvement in high-frequency sensitivity. The
change to tuned signal recycling with DC readout was made early on in the GEO-HF
program and is reflected in all of these curves. An increase in laser power is still a work
in progress. The GEO-HF design noise is dominated by shot noise and coating thermal
noise. Shot noise is plotted for the GEO-HF goals of 20 W input power (17 kW
circulating) and 6 dB squeezing. (See figure 5 for a comparison of strain noise to its
corresponding shot noise.) The coating thermal noise [11] is dominated by the
(approximately equal) contributions from the four mirrors of the long arms. Thermo-
refractive noise of the beam splitter (BS) [12] is significant for GEO 600 due to the lack
of arm cavities. The large cluster of lines centered around 650 Hz are the violin modes
of the suspension fibers. A strain noise curve for Virgo during the S6e science run is
shown in light gray for comparison [13].

Class. Quantum Grav. 33 (2016) 075009 K L Dooley et al
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Figure 9: Progression of strain-equivalent noise curves upon completion of major mile-
stones of the GEO-HF upgrade program compared to the GEO-HF design noise curve.
Retrieved from [23]

limiting the sensitivity around 100 Hz.

It is built deep underground in the Kamioka mine in Gifu Prefecture, Japan, a seismically
quiet site. The wise choice of KAGRA building site has allowed to lower the seismic noise
level in the sub-Hz domain for being isolated from anthropological activities as well as
above 10 Hz for being built underground [24]. Indeed, at ground level above the detector’s
location, the level of seismic noise above 10 Hz is raised by a factor of 100 or more in
comparison. Moreover, being underground allows to be further away from any anthropo-
logical activity which has been the main source of seismic Newtonian noise for detectors
built on Earth surface. As a result, this type of noise has been reduced by approximately
one order of magnitude above 10 Hz in comparison to LIGO .

Regarding the seismic noise cancellation systems, the detector employs four types of
system depending on the residual displacement requirements of each mirror [25]. They
are called Type-A, -B, -Bp, and -C systems. The overview of the detector with the type
of system used for each optic component is presented in Fig. 10(a). The most critical
payloads for G.W. detection are isolated with the type A systems, showed in Fig. 10(b).
It will be briefly discussed here but further details about the four system types are given
in [26].
The type A isolation system is a 14 m 9-stage pendulum operating inside a vacuum cham-
ber from which is suspended the test mass [26]. The first is a pre-isolator unit made of
inverted pendulums (IPs) for horizontal isolation and a geometrical anti-spring (GAS)
filter for vertical isolation. The four following stages are equipped with a GAS filter. The
first five stages operate at room temperature whereas the last four operate at cryogenic



2 STATE OF THE ART 18/73

5

On the other hand, the mirror swings with a large amplitude at their resonant frequencies. 
It is essential for stable operation of the GW observatory to reduce the large motion of the 
optics at the resonant frequencies of the suspensions. For example, quick recovery from the 
large disturbance due to earthquakes or control failures using the damping system can increase 
the duty cycle.

In this paper, we will introduce a vibration isolation system with a newly designed mechan-
ics for the damping control for power recycling mirrors in KAGRA, which is called Type-Bp 
system. This damping system is rather small, but has the sufficient performance to damp 
almost all the resonant modes properly.

2. Vibration isolation systems in KAGRA

2.1. KAGRA suspension overview

Circles in figure 1 represent the type of the vibration isolation system used for each mirror. We 
have four types of vibration systems according to their requirements on residual displacement 
of each mirror. They are called Type-A, -B, -Bp, and -C systems as shown in figure 2.

A suspension of the Type-A system is used for the test masses that are most critical for the 
GW detection. It has the longest tower with a height of about 13 m at room temperature, and 
a payload working at temperature below 20 K at the four bottom stages. From a pre-isolator 
unit composed of inverted pendulums (IPs) and a geometrical anti-spring (GAS) filter, four 
room-temperature stages equipped with a GAS filter inside are suspended. The IP effectively 
reduces the micro seismic motion that has large amplitude at around 0.3 Hz, since its resonant 
frequency is as low as 80 mHz. GAS filters are implemented in order to isolate the mirror 
from the vertical seismic motion. At the bottom, four cryogenic stages including a test mass 
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Figure 1. Optics and vibration isolation system in KAGRA.
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other parts of the crygenic payload are cooled down to 16 K. The mirror has a higher temper-
ature than the rest because of the heat absorption from the laser beam. The heat absorbed in 
the mirror is extracted via four sapphire fibers which hang the mirror from the IM [21]. From 
the IM, the heat is transferred through pure aluminum flexible wires connected to upper stages 
and then to cryocoolers.

For the room-temperature fused-silica mirrors, simpler systems are used. BS, SRM, SR2 
and SR3 are each suspended by a four-stage pendulum called Type-B [22, 23]. Type-B sys-
tems consist of an inverted pendulum table, a top GAS filter, a standard GAS filter, a bottom 
GAS filter, an IM, and an OP. PRM, PR2 and PR3 are each suspended from a triple pendulum 
called Type-Bp, which is a simplified version of Type-B. Instead of the inverted pendulum 
table, the Type-Bp system is supported by a set of motorized linear stages, called a traverser, 
for adjusting the position and the alignment of the chain in the horizontal plane. IMC mirrors 
are each suspended from a double pendulum fixed on a three-stage vibration isolation stack 
[24]. This system is called a Type-C system and is a modified version of the suspension used 
for the TAMA300 gravitational wave detector [25].

Various kinds of actuators are integrated in the suspension systems for position and align-
ment controls of the pendulum. The position and alignment controls include resonant mode 
damping servos using local displacement sensors integrated in the suspension systems [22], 
and global controls using the interferometer error signals. Here, we focus on the global length 
control of the interferometer using longitudinal actuators. There are also vertical and transla-
tional actuators, but their effect on the length control is negligible.

The longitudinal actuators used for the length control consist of coils and magnets, and 
actuation is done by controlling the current applied to the coils. The magnets are glued onto 
the MN, IM and OP, and coils are fixed on their respective recoil masses or suspension frames 
(see figure 3). For Type-A suspension, the recoil mass chain is suspended from the platform, 
independently from the main optic chain. For Type-B and Type-Bp suspensions, the recoil 
mass for the IM is suspended from the bottom GAS filter, with the recoil mass for the OP 

Figure 2. Schematic of the vibration isolation systems. MN: marionette, IM: 
intermediate mass, OP: optic. Black dots represent the location of coil-magnet actuators. 
Type-A systems are located inside a vacuum tower and the legs of the inverted pendulum 
table is fixed onto the ground of the second floor. The legs of the inverted pendulum 
table of the Type-B system are fixed onto the outer frame of the vacuum chamber. The 
standard filter of the Type-Bp system are fixed onto the inner frame of the vacuum 
chamber. Type-C systems are fixed on the vibration-isolated table with 3-stage stacks.

Y Michimura et alClass. Quantum Grav. 34 (2017) 225001

(b)

Figure 10: (a): Schematic of the optical components of KAGRA and the type of vibration
isolation system for each of them. ITMX(Y): input test mass X(Y), ETMX(Y): end test
mass X(Y). Retrieved from [25]. (b): Schematic of the type A vibration isolation system.
MN: marionette, IM: intermediate mass, OP: optic. Black dots represent the location of
coil-magnet actuators. Type-A systems are located inside a vacuum tower and the legs of
the inverted pendulum table is fixed onto the ground of the second floor. Retrieved from
[26]

temperature. The mirror is cooled down to 20 K and the cryogenic payloads are cooled
down to 16 K except the sapphire mirror which is only maintained at 20 K because of the
heat absorption from the laser beam. Since the resonant frequency of the IP is as low as
80 mHz, it manages to effectively reduce the micro seismic motion that has large ampli-
tude at low frequencies. The seismic attenuation rate achieved by the type-A system has
been measured to be below 10−5 at 1.7 Hz and of 10−21 at 10 Hz for a carefully modeled
suspension chain [25].

A graph representing the design strain-sensitivity curve of KAGRA as well as the major
noise sources is found in Fig. 11. The predominant limiting parameter above 10 Hz is
quantum noise apart from the peaks corresponding to suspension thermal noise. At low
frequency (below 6 Hz), seismic noise limits the detector’s sensitivity. This detector hasn’t
yet reached its target sensitivity and is therefore not as effective as Advanced LIGO or
Advanced Virgo. Though, comparable sensitivity is expected within the next few years
[24].
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Fig. 7. Left: Seismic motion spectra measured at the TAMA300 site in Tokyo, at a tunnel entrance near KAGRA
(outside the mine), and at the KAGRA site (inside the mine). The 10% and 90% percentiles are also shown for
the seismic motion at the KAGRA site. Below a few Hz, the seismic noise level is low in Kamioka even if it is
outside the mine. Above 10 Hz, however, the seismic noise level outside the mine is not significantly different
from the one in Tokyo. The result indicates the importance of building a telescope inside the mine. Right:
Seismic noise of the test mass suspended from the Type-A system, calculated using a suspension model and
the measured seismic motion, along with the seismic Newtonian noise, which is calculated with the measured
seismic motion. The Newtonian noise from the ground surface is suppressed under the ground.
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Fig. 8. Left: Design sensitivity of KAGRA. Right: A map of the KAGRA site [5].

3.4. Design sensitivity

As shown in the left-hand panel of Fig. 8, the design sensitivity of KAGRA is determined by the
squared sum of the fundamental noises described in the previous sections. Some parameters were
slightly modified during the installation phase but the design sensitivity is almost the same as the one
introduced in Ref. [50]. The parameters for the design sensitivity are summarized in Refs. [19,51]
and are listed in Table 1.

The primary interferometer configuration comprises a detuned RSE. The arm cavity finesse, signal
recycling gain, detune phase of the signal recycling cavity and readout phase were selected to
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/ptep/article/2021/5/05A101/5893487 by guest on 04 April 2022Figure 11: Design sensitivity of the KAGRA detector and the major limiting noise sources.

"Suspension" and "mirror" are thermal noises originating respectively from the suspensions
and the mirrors. Retrieved from [24].

2.1.5 Einstein Telescope

The Einstein Telescope (ET) is the next generation of gravitational wave detector cur-
rently under study. It aims to improve the sensitivity by more than one order of magnitude
over second generation advanced detectors and to extend the detection bandwidth in the
low frequency range to 1 Hz.

Low frequency sensitivity detectors make it possible to observe intermediate mass black
holes (IMBHs), with masses in the range of [103,104] solar mass. Moreover, it allows to
study coalescing binary systems for a much longer period before their merger. Indeed,
they spend long periods at lower frequencies before rapidly chirping up in the final in-
stants. Studying this period would help in measuring the parameters of the source very
accurately. Many other scientific potential of ET are discussed in [27].

Although all currently active G.W. detectors are L-shaped since this geometry maximizes
the sensitivity with respect to the arm length, ET will be composed of three nested de-
tectors in a triangular shape as shown in Fig. 12. The major drawback is the sensitivity
reduction of each detector due to the more acute angle between their arms (60◦). How-
ever, this is compensated by combining the results obtained at each detector which are
complementary [28]. Moreover, a multiple detector facility presents additional advantages
in terms of redundancy, signal reconstruction and cost/benefit minimisation [29].

Another innovative concept of ET is to operate two different interferometers in each detec-
tor, one optimised for low frequency detection (ET-LF) and the other for high frequency
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(a) Einstein Telescope layout
with three nested detectors in a
triangular arrangement.
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(b) Each Einstein Telescope detector comprises a low and a high
frequency interferometer that produce a combined total sensitiv-
ity for a single detector.

Figure 2.12: Einstein Telescope layout and sensitivity.

An important feature of Einstein Telescope is its so-called xylophone configuration [79].
This means that each detector is made up of two interferometers, one designed to op-
timize sensitivity at low frequencies and the other at high frequencies. This choice was
made in order to partially separate the shot noise vs. radiation pressure and high laser
power vs. cryogenic optics dualities. This is based on the following considerations for
each type of interferometer:

• Low frequency interferometer: features low laser power in combination with
cryogenic optics in order to suppress radiation pressure and thermal noise re-
spectively. It will require large seismic attenuation systems and Newtonian noise
subtraction techniques as these noise sources will be the limiting factors at low
frequencies.

• High frequency interferometer: features high laser power and is operated at
room temperature. This suppresses shot noise at high frequencies at the cost of high
thermal noise at lower frequencies. The requirements of the seismic attenuation
systems can therefore by relaxed, as can the test mass weight that would otherwise
need to be very large in order to combat radiation pressure noise.

Each individual interferometer has a classical dual-recycled Michelson topology with
Fabry-Perot arm cavities. The design sensitivity of both interferometers and the com-

54

Figure 12: Einstein Telescope triangular configuration with three nested detectors with
arms length of 10 km. Retrieved from [12].

detection (ET-HF) [28]. This is the so-called xylophone configuration. This decision was
made given the difficulty to increase the sensitivity of both high and low frequencies at
the same time. This is a consequence of the different noise sources that come into play
at high and low frequencies. For instance, at high frequency, dominant shot noise can be
suppressed by high laser power but at the cost of high thermal noise at lower frequencies.
In such manner, the xylophone design allows to extend the detection bandwidth by com-
bining the low-frequency-specialised detector and the high-frequency one.

Although seismic noise can be reduced by development of complex isolation systems, the
only guaranteed way to reduce the gravity gradient noise is to reduce the initial seismic
excitation. Thus, as KAGRA, ET will be built underground to undergo lower seismic
activity at its location. Then, the isolation system implemented for the test masses of
the interferometer will be an upgraded version of the Superattenuator of Virgo [28]. In
order to achieve a lower cut-off frequency, the height of the individual pendulum stages
of the Superattenuator will each be increased by 2 m. The overall modified Superattenua-
tor consisting of six pendulum stages (each stage providing horizontal as well as vertical
isolation) will attain a height of 17 m.

The strain-sensitivity curves of ET-LF and ET-HF are seen in the two graphs of Fig. 13
along with the principal noise sources affecting them.
At low frequencies, seismic noise limits the sensitivity below 1.7 Hz while gravity gradient
noise is dominant between 1.7 and 6 Hz. Above 6 Hz, quantum noise becomes the limiting
parameter. The crossover frequency of the two interferometers’ sensitivity is around 35 Hz.
At higher frequencies, mirror thermal noise limits the sensitivity up to 200 Hz, then
quantum noise takes over for the remaining part of the frequency spectrum. If reached,
the target design of ET would increase the sensitivity of one order of magnitude at high
frequency compared to the second generation of detectors and extend the lower end of
the detection bandwidth from 10 Hz to less than 2 Hz [28].
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Figure 5. Noise budgets for the ET-D low and high-frequency interferometers,
using the parameters given in Table 1.

test masses and smaller laser beams would be advantageous for many aspects of the
observatory design, such as for instance the total mass of the cryogenic payload or
the mode matching into the arm cavities. However, on the other hand reducing the
mirror mass will increase the radiation pressure noise contribution.

The right hand plot of Figure 4 shows a trade-off analysis of beam size and mirror
mass. Starting from a mirror of 62 cm diameter and 30 cm thickness which corresponds
to a beam radius of 12 cm, we reduce the mirror diameter to 52 cm and 45 cm, while
keeping the aspect ratio of the mirror substrate constant. Using this assumption,
already a small reduction in the beam size will increase the radiation pressure noise
dramatically and subsequently spoil the sensitivity in the sub-10 Hz band. Therefore,
we assume for the low frequency interferometer of ET-D a reduced beam radius of
9 cm, corresponding to an effective test mass diameter of 45 cm, but at the same time
keep the overall test mass weight at about 200 kg.

5. Overall sensitivity of the Einstein Telescope

Table 1 shows the most important parameters of the ET-D interferometers. The
corresponding noise budgets for the high and low-frequency interferometers are shown
in figure 5. The sensitivity of the low-frequency detector is limited by seismic noise
below 1.7 Hz, while gravity gradient noise directly limits in the frequency band between
1.7 and 6 Hz. For all frequencies above 6 Hz (apart from the violin mode resonances)
quantum noise is the limiting noise source.

The crossover frequency of the sensitivities of the low and high-frequency
interferometers is at about 35 Hz. Above this frequency the high frequency
interferometer is limited only by 2 noise sources: Mirror thermal noise limits the
sensitivity between 40 and 200 Hz, while the high-frequency section is limited by
quantum noise.

Figure 6 shows the evolution of the sensitivity models for the Einstein Telescope
over the past years. The very first strawman design was based on a single cryogenic
interferometer covering the full frequency range of interest (ET-B) [11]. The
introduction of the xylophone design resulted in the ET-C sensitivity. In this article

Figure 13: Left: proposed noise budget for Einstein Telescope’s low frequency interferom-
eter. Right: proposed noise budget for Einstein Telescope’s high frequency interferometer.
Retrieved from [28]

2.1.6 LISA

The Laser Interferometer Space Antenna (LISA) is a joint ESA–NASA project to conceive
a space-based gravitational wave detector [30]. The reason to develop a space detector
is to increase the frequency range of detectable G.W. On the one hand, LISA can avoid
noise sources that limit the sensitivity of ground-based detectors at low frequency, and on
the other hand, the vastness of space allows an interferometer with extremely long arms
which amplify the effect of low frequency gravitational waves. It will be based on the same
detection method as the ground-based telescopes i.e. a Michelson interferometer. It will
be formed by three spacecrafts in orbit in an approximately equilateral triangle formation
with arms of five million kilometres. They will be on an Earth-trailing, heliocentric orbit
approximately 20◦ behind Earth.

The micro-gravity environment of space is naturally suited to freely floating masses.
Therefore, there is no need for very complex seismic isolation system as on Earth. The
spacecraft needs however to shield the test masses from unwanted forces such as the solar
wind or unbalanced gravitational acceleration due to the rest of the spacecraft. To reach
the isolation requirements, each proof mass will float inside its housing without any me-
chanical contact [30]. A combination of electrostatic sensors and capacitive actuators will
permit to control all six degrees of freedom of the test masses in order to keep them in
their working position and orientation.

The operating frequency range of LISA will be between 0.1 mHz and 1 Hz, inaccessible
from ground, with a peak sensitivity of 4 · 10−21/

√
Hz at around 3 mHz [13]. With

these characteristics, LISA will be able to detect G.W. from larger objects, such as the
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inspirals and fusions of supermassive binary black holes or compact objects falling into
supermassive black holes which emit G.W. in the sub-Hz frequency domain [30].

2.2 Vibration isolation

At most locations on Earth, the motion of the ground roughly separates into three cate-
gories, with their corresponding frequency bands [31]. They are

• ≥ 1 Hz : Human activity or high gusting winds which push obstructing bodies as
buildings or trees.

• [0.1,1] Hz : microseismic activity originating from complex interactions of water
waves in the oceans and other large bodies of water.

• ≤ 0.1 Hz : Earthquakes and tidal strain caused by the Earth-Moon-Sun system.

As it has been seen in Sec. 2.1, seismic activity is the main source of noise limiting
detectors at low frequency, hence it is essential to develop high performance isolation
systems to reduce its effects. In this section, the possible methods to do so are reviewed.

2.2.1 Location

Since human activity is the main source of seismic noise above 1 Hz, the first thing to do
is to choose a location that will experience the least amount of such noise to build the
detector. This place should therefore be away from densely populated areas, railways and
frequently used roads. In addition, seismic waves produced by anthropological activity
originate at the Earth’s surface and propagate mainly along the surface while decreasing
in amplitude and depth. Therefore, underground sites are most likely to experience the
least amount of such noise in this frequency band [12]. Unfortunately, this only applies to
high frequency noise and, in any case, a location is never completely quiet. Consequently,
additional isolation techniques are needed to meet the challenging sensitivity requirement
of a gravitational wave detector. They fall into two categories, passive and active isolation.

2.2.2 Passive isolation

A representation of a 1 degree of freedom passive isolation system is displayed in Fig. 14.
It is essentially composed of three elements: a spring of stiffness k, a damper of damping
coefficient c, and the payload of mass m that needs to be isolated.
w denotes the ground motion which is transmitted to the payload through the spring’s
stiffness. The resulting displacement of the mass from its reference point is noted x.
The system works as a harmonic oscillator whose equation of motion is given by

mẍ+ c(ẋ− ẇ)+k(x−w) = 0. (2)
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m

k c

x

w

Figure 14: Illustration of 1 dof passive isolation system. The ground motion w is trans-
mitted to the payload’s motion x by the spring’s stiffness k. The energy loss is represented
by the damping coefficient of the damper c.

In the Laplace domain, it becomes

ms2X + cs(X −W )+k(X −W ) = 0 (3)

where s is the Laplace variable. The transfer function from the ground motion to the
payload’s is an important quantity called the transmissibility T ,

T = X

W
= cs+k

ms2 + cs+k
. (4)

It is a measure of the transmission of ground motion to the payload. The isolation
performance of the system depends on the parameters k, c and, m. The transmissibility
T for different values of these parameters is shown in Fig. 15 for comparison.
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Figure 15: Comparison of the transmissibility of passive isolation systems with different
values for parameters k, c, and m. For T0 : k0 = ∞ N/m. For T1 : k1 = 4π2 N/m, c1 =
1 N/m/s, m1 = 1 kg. For the other systems, only one parameter is changed from T1 and
is labelled in the figure.

The first system is rigidly mounted on the ground. It is as if it has an infinite rigidity i.e.
k = ∞ N/m. In this case, ∥T∥ = 1 meaning that the ground motion is fully transmitted
to the payload at all frequencies.
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The basic isolation system, T1, has the following parameter values: k = 4π2 N/m, c =
1 N/m/s and m = 1 kg such that its resonance frequency is f0 =

√
k/m = 1 Hz. Below

this frequency, the transfer function tends to the frequency-independent term of Eq. (4).
This constant is called the static gain. In this case, its value is 1 which means that the
ground motion is fully transmitted to the payload as for the rigid mounted body. At the
resonance frequency, the denominator of Eq. (4) cancels out. This implies an amplifica-
tion of the system’s transfer function and ∥T∥ > 1. This means that the payload’s motion
amplifies that of the ground. In a undamped system, the amplitude increases to infinity.
Though, in practice, the amplification is limited as some energy is dissipated by damping.
At higher frequencies, the transfer function is dominated by the higher order term, that is
1/(ms2). It is responsible for a -2 slope in logarithmic scale meaning that the system is less
and less affected by ground motion as the excitation frequency increases. It is generally
called the roll-off. At higher frequency than its resonance, the system is said to be isolated.

To assess the effects of each parameter, the transmissibility of four other systems where
only one parameter has been changed in relation to the initial one are also plotted.
The stiffness of the first one (T2) has been multiplied by a factor of 10. Since it is linked to
the resonance frequency, the latter increases and hence the isolation bandwidth is reduced.
Moreover, it also has an increasing effect on the critical damping of the system, given by
cc =

√
km. As a result, the damping ratio, ζ = c/cc, decreases and the amplification of the

motion around the resonance frequency is increased. This is why a good isolation system
usually requires a low stiffness.

The second system (T3) has a damping coefficient five times greater than the basic system.
It keeps the same resonance frequency while the amplification at resonance is decreased.
It comes however at the cost of an augmented transmissibility at higher frequencies,
meaning a poorer isolation. Moreover, if the damping is increased well above the crit-
ical damping value, the isolation bandwidth can be greatly reduced as it is the case for T4.

The mass of the last systems (T5) is ten times that of the initial one. It increases the
critical damping the same way as the stiffness does. This results in the same amplification
around the resonance. Nevertheless, it lowers the value of the resonance frequency and
hence, expands the isolation bandwidth. Though, improvement by adding mass can be
difficult in practice because the reduction of the system’s resonance frequency by a factor
n implies a mass multiplication by a factor n2. This is especially true for heavy platforms.

Passive isolation stages are appealing as they are relatively inexpensive compared to active
stages and they are very good at damping high frequencies vibrations. However, problems
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arise for isolating the payload from sub-Hz frequency vibrations since it is difficult to
decrease their resonance frequency below a few hertz [32].

2.2.3 Active isolation

When the required vibration isolation cannot be achieved by passive methods, active
techniques are used. In this scenario, actuators are used to apply a force on the payload
to cancel its motion. Fig. 16 presents a schematic of the single dof system of Fig. 14
augmented with a controller H and actuator f .

m

fck

x, ẋ, ẍ

w

H

Figure 16: Illustration of 1 dof active isolation system. The ground motion w is transmit-
ted to the payload’s motion x by the spring’s stiffness k. The energy loss is represented
by the damping coefficient of the damper c. A sensor measures the mass’ displacement
x, velocity ẋ, or acceleration ẍ and this value is multiplied by the controller H to inject
a signal to the actuator.

A sensor is properly placed to measure one state of the mass m. For instance, its dis-
placement x(t) can be measured using a displacement sensor. The controller processes this
signal and informs the actuator to inject a force corresponding to the signal x multiplied
by the controller.

f = −Hx (5)

The displacement is not the only variable that can be measured and used in feedback.
Velocity and acceleration sensors also exist which measure the payload’s velocity ẋ(t) and
acceleration ẍ(t) respectively.
Similarly to the passive stage, the equation of motion of the system can be derived. In
the Laplace domain, it gives

ms2X + cs(X −W )+k(X −W ) = f. (6)

The transmissibility is thus given by

T = X

W
= cs+k

ms2 + cs+k +f
. (7)
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Depending on the type of sensor used, it takes one of the following form

Displacement sensor : Tdisp = cs+k

ms2 + cs+k +H
(8)

Velocity sensor : Tvel = cs+k

ms2 +(c+H)s+k
(9)

Force sensor : Tforce = cs+k

(m+H)s2 + cs+k
(10)

To compare the performances of each controller, their transmissibility are plotted in
Fig. 17 with a constant gain value H. Increasing this value increases the control effort
and thus the effects of the controller on the system.
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Figure 17: Comparison of the transmissibility of active isolation systems with different
types of sensors used for feedback. The value of the control gain is indicated in parenthesis.

The displacement feedback increases the system’s resonance frequency while damping a
little bit the amplification at resonance. The isolation performances are unchanged at
higher frequency but it implements isolation performances below its resonance frequency
(∥Tdisp∥ < 1). Displacement feedback may also be called a sky-hook spring because the
actuator acts as a spring linking the mass to an imaginary point fixed in the sky [33].
The velocity feedback damps the excitation at resonance and keeps the same isolation
performances away from it. It may also be called sky-hook damper because actuator acts
as a damper linking the mass to an imaginary point fixed in the sky [33]. The acceler-
ation feedback increases the isolation bandwidth by reducing the value of the resonance
frequency. However, the effects of the latter are increased and it does not perform any
isolation at lower frequency.

Both displacement and acceleration feedback improve the isolation performances of the
platform at low frequency. Though, larger control bandwidth can be achieved with dis-
placement feedback especially at very low frequencies. Hence, it is the best candidate for
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active seismic vibration isolation.

The resolution of the sensors are not infinite. The sensors can perform accurate mea-
surements down to a certain precision. This value is known as the sensor’s resolution.
Below it, the sensor’s signal is dominated by its noise that is injected in the control loop.
Fig. 18 illustrates the active isolation system of Fig. 16 with displacement feedback and
the addition of sensor noise ns.
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Figure 18: Illustration of a single dof active isolation system with displacement feedback
and sensor noise ns.

The force applied by the actuator on the payload becomes

f = −H(x+nx). (11)

The equation of motion in the Laplace domain is then given by

ms2X + cs(X −W )+k(X −W ) = −H(X +Nx) (12)

which can be written in the following form

X = cs+k

ms2 + cs+k +H
W − H

ms2 + cs+k +H
Nx. (13)

The maximum performance of the isolation system can be estimated by taking an infinitely
large gain H. In this case,

lim
ns→∞X = −Nx (14)

meaning that the mass motion is dominated by the sensor noise. Therefore, to achieve
high level of isolation, the sensor noise must be reduced as much as possible.
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3 Theory of control
Control theory is a branch of Applied Mathematics dealing with the use of feedback to
influence the behaviour of a system in order to achieve a desired goal.
In this section, the basics of this theory will be laid out with the concept of state space
representation, transfer function, and feedback control. A type of optimal controller
known as the LQR is then presented. In order to control any physical system, a sufficient
knowledge of the state of that system is required. It is achieved through the use of
appropriately positioned sensors. Though, in some cases, the sensors are limited by poor
sensitivity or just cannot be placed at the required location. Under these circumstances,
a method to estimate the unknown states and to develop a control law based on these
estimations is necessary. This is the role of the state observer and the Kalman filter that
are discussed afterwards.

3.1 State space representation

This section focuses on linear time-invariant (LTI) systems. These are systems that can
be described by a series of linear ordinary differential equations and whose response is the
same independently of the time. Considering an nth-order system :

xn = a1xn−1 +a2xn−2 + ...+an−1ẋ+anx (15)

where xn = dnx(t)
dnt . The following parameters can be defined

x1 = x,

x2 = ẋ,

...

xn = xn−1.

Eq. (15) may then be expressed as a series of n first order ordinary differential equations
as

ẋ1 = x2,

ẋ2 = x3,

...

ẋn−1 = xn,

ẋn = anx1 +an−1x2 + ...+a2xn−1 +a1xn
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where (x, ẋ, ...,xn−1) are the n state variables. In matrix form, it can be written as

ẋ = Ax (16)

where A, a n×n matrix named the state matrix, characterizes the dynamics of the states
and x, named the state vector, is a vector containing the state variables of the system. The
system can be extended to take into account the impacts of external inputs. Considering
an input vector u of size p, the system becomes

ẋ = Ax+Bu (17)

with the n × p input matrix B. The measurements of the system assessed by sensors are
included in an output vector y of size m. They are a combination of the state variables
and the inputs such that

y = Cx+Du (18)

with C the m×n sensing matrix and D the m×p feedthrough matrix. The mathematical
formalism described by Eq. (17) and (18) is known as a state space representation of the
system [34]. It allows to derive the system’s outputs and to project its states forward from
the knowledge of the system’s states and inputs at any given time. A schematic illustration
in the form of a block diagram describing the relationship between each vector and matrix
is given in Fig. 19.

B
∫

C

D

A

x0

u(t) + ẋ(t) x(t) + y(t)
+

+

Figure 19: State equation block diagram.

3.2 Transfer function

Solving differential equations in time-domain can be complicated. A useful technique is
to transform the differential equation in the time-domain to an algebraic equation in the
frequency-domain. This is done by the use of the Laplace transform

L(f(t)) = F (s) =
∫ ∞

0
f(t)e−stdt (19)
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where s = σ + iω is a complex number frequency parameter called the Laplace variable.
After applying it to Eq. 17 and 18, they become

sX(s) = AX(s)+BU(s), (20)
Y(s) = CX(s)+DU(s) (21)

where the vectors X(s), U(s), Y(s) are respectively the Laplace transforms of the state,
input, and output vectors. Eq. (20) and (21) can be combined to get the following
relationship

Y(s) = (C(sI−A)−1B +D)U(s) (22)
= H(s)U(s) (23)

where I is the identity matrix and H(s) is the transfer function matrix with dimensions
m × p. It describes the dynamic relation between each input and each output. They are
useful tools to study the system’s behaviour and design controllers.

3.3 Observability and controllability

The observability and controllability of a system are two important concepts in control
design. The former describes a system whose every state x(t) can be determined from its
outputs y(t) over a finite time interval. It is especially useful when dealing with systems
for which some states are not directly measurable. Indeed, in this case, the unmeasurable
states must be estimated from the observations in order to construct the feedback control
signal. This will be later discussed in Sec. 3.5 with the notion of the observer. Controlla-
bility relates to a system whose every state can be brought from any initial value x(t = 0)
to any other, through the action of an input signal u, in a finite amount of time [35].

In control design, the conditions of observability and controllability guarantee the exis-
tence of a complete solution to a problem. These two conditions can be translated in
algebraic form. The observability matrix (O) and the controllabity matrix (C) of the
nth-order system described by Eq. (17) and (18) are defined by

O =
[
C CA CA2 · · · CAn−1

]T
, (24)

C =
[
B BA BA2 · · · BAn−1

]
. (25)

A sufficient and necessary condition for the system to be observable is that the rank of
the observability matrix is equal to the order, or likewise the number of states, of the
system i.e. rank(O) = n. And equivalently, the system is controllable if rank(C) = n [34].
Moreover, there is a connection between observability and controllability known as duality.
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The dual state equation of the system described by Eq. (17) and (18) is given by

ż = AT z+CT v, (26)
w = BT z+DT v. (27)

The original realisation (A,B,C,D) is controllable if and only if the dual realisation
(AT ,BT ,CT ,DT ) is observable and vice versa [35].

Transfer functions have multiple realisation because, starting with a particular realisation,
any valid coordinate transformation yields another state-space realisation with the same
dimension. Moreover, they may have realisations of different dimensions. The realisation
of a system is said to be minimal if this realisation is of least dimension out of all possible
realisations. This concept is linked to observability and controllability in that the realisa-
tion of a transfer function is minimal if and only if it is both controllable and observable
[35].

Other features of systems in control design, although less powerful, are the stabilizability
and detectability. They apply to systems that are not fully observable or controllable.
A system is said to be stabilizable if all the uncontrollable eigenvalues of the system are
stable i.e. they have a negative real part. In algebraic form it is expressed as

if rank(A−λI,B) < n, then Re(λ) < 0. (28)

It implies that an unstable system can be stabilised by acting on the controllable part
of the system [34], [36]. On the other hand, a system is said to be detectable if all
the unobservable eigenvalues of the system are stable. It guarantees the existence of an
asymptotically stable linear dynamic state observer. The concept of detectability and
stabilizability are also dual as observability and controllability [34], [37].

3.4 Feedback control and LQR

As mentioned earlier, the reason for developing control algorithms is to bring a system
to a desired position. This task needs to be accomplished while minimizing any delay,
overshoot or steady-state errors and ensuring system stability. The controller also aims to
a certain degree of optimality. In order to achieve these goals, the controller monitors the
system’s variables through sensors and compare them with their desired set point values.
The difference between them, namely the error, is then used to construct a control vector
to be fed back to the system in order to bring the values of these variables to those of the
set points. Since the feedback vector is constructed from the system’s measurement, the
dynamic of the system extended with this type of controller is dependent of its outputs. In
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this case, the system is said to be in closed-loop. Otherwise, if its dynamic is independent
of its outputs, it is said to be in open-loop [34]. A block diagram exhibiting the interaction
of the feedback control law with the system is shown in Fig. 20.

B
∫

C

D

A

K

x0

r(t) + u(t) + ẋ(t) x(t) + y(t)
+−

+

Figure 20: Closed-loop system block diagram.

There are many types of controller but only the well known linear quadratic regulator
(LQR) will be discussed through this work. It is of paramount importance as the latter
provides an optimal feedback control of the system. This optimal controller is obtained via
the minimisation of a quadratic cost function proportional to the measure of the system’s
response. The parameters of this cost function must be set by the engineer and are chosen
in order to reduce the deviations of the system’s states from their desired values. For a
coninuous-time system described by Eq. (17) and (18), the cost function is given by

JLQR =
∫ ∞

0
(xT QLQRx+uT RLQRu)dt. (29)

The parameters that need to be defined are the entries of the two weighting matrices
QLQR and RLQR. They are positive-definite matrices used to respectively weight the
system’s states and control power. They are chosen based on specific control criteria and
usually require a trial and error process to achieve the desired controller performances.
A solution to the optimisation problem of minimising JLQR can be shown to be of the
following form

u = −Kx (30)

where K defined as K = R−1
LQRBT P is known as the LQR gain matrix. Matrix P is, for

its part, computed by solving the continous-time Riccati differential equation

AT P +PA−PBR−1
LQRBT P +QLQR = 0. (31)

The proportional feedback law found in Eq. (30) can then be used to close the system’s
loop in an optimal way [34]. One of the main constraints of this technique is that this
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solution requires complete knowledge of all the system’s states which is usually not the
case in real-world applications. To overcome this issue, it will be seen that the design of
a state observer can be combined with the linear quadratic regulator to efficiently control
a system. This type of control is known as a linear quadratic Gaussian (LQG) control.

3.5 State observer and Kalman filter

In this section, the concept of state observer is explained and the Kalman filtering methods
for states estimation is discussed.

3.5.1 State observer

When one or more states of a system cannot be directly measured by any sensors, it is of
great importance to be able to estimate them in order to develop a feedback control law.
A state observer is a dynamic system used for this purpose. The observability condition
of the system plays an important role here because a state observer can only be designed
if the condition is met. In the event that the observer estimates all of the system’s states,
it is called a full-state observer [34]. The observer of a continuous-time system described
by Eq. (17) and (18) is modeled as

˙̂x = Ax̂+Bu+L(y− ŷ), (32)
ŷ = Cx̂+Du (33)

with x̂ and ŷ the vectors of estimated states and outputs respectively. L is the n × m

observer gain matrix. The mathematical model of the observer is basically the same as
that of the initial plant where the state and output vectors have been replaced by their
estimates and the addition of a term containing the error between the actual measured
output y and its estimate ŷ. A block diagram representing the system and state observer
is displayed in Fig. 21. The observer inputs are the system’s outputs y(t) from sensors and
its inputs u(t). The observer exploits these data and produces a state estimate x̂ as output.

The error term of Eq. (32) is intended to bring the state estimate x̂ to its actual value x
over time. The condition for convergence is developed hereafter. The estimation error e

is defined as the difference between the measured and estimated states,

e = x− x̂. (34)
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Figure 21: Detailed observer block diagram

The differential equation governing the error signal (the error dynamics) may be derived

ė = ẋ− ˙̂x = Ax+Bu− [Ax̂+Bu+L(y− ŷ)]
= Ae−L

(
[Cx+Du]− [Cx̂+Du]

)
= (A−LC)e (35)

for which the initial state is given by e(0) = x(0)− x̂(0). Since the error dynamics specify
a homogeneous linear state equation, this result implies that if the observer could be
initialised with no initial error i.e. x̂(0) = x(0) −→ e = 0, then ė(t) = 0 ∀t ≥ 0 and perfect
estimation could be achieved at all time. However, since the initial state is presumably
unknown, this cannot be accomplished. Instead, the conception of an asymptotically
convergent estimate with any initial error can be carried out. For the estimate to be
asymptotically convergent, the estimation error has to decay to zero over time. This only
occurs if the error dynamics are asymptotically stable which translates into the condition
that the eigenvalues of matrix (A−LC) must strictly be in the left-half part of the complex
plane. The fulfillment of this requirement depends on the observer gain matrix L which
can be chosen accordingly [35]. If the system (A,C) is completely observable, then L can
be chosen to place the eigenvalues of A − LC at arbitrary locations in the plane, under
the restriction that complex eigenvalues must appear in complex conjugate pairs. As long
as (A,C) is at least detectable, then A−LC can be made asymptotically stable by choice
of L.
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3.5.2 Kalman filter

Various state estimation techniques exist to construct an appropriate observer gain matrix
L for the system of concern. One of them is the Kalman filter, also known as linear
quadratic estimator (LQE). The kalman filter is an algorithm that computes the observer
gain matrix taking into account the different sources of noise present within the system.
For example, the measurement noise which represents the noise characteristics of the
sensors and the process noise which represents the error on the model dynamics and
the input response. It is of great importance because developing an observer without
considering them might make the state estimation very sensitive to uncorrelated noises.
The accuracy of the estimation would consequently be decreased. Taking into account
the measurement and process noise, nm and np respectively, Eq. (17) and (18) describing
a linear continuous-time system become

ẋ = Ax+Bu+Bnnp, (36)
y = Cx+Du+nm. (37)

For classical Kalman filter design, it is assumed that the noises are zero-mean normal
Gaussian stochastic processes with known statistical properties such that

E[nm] = E[nm] = 0, (38)
E[npnT

p ] = Qn, (39)
E[nmnT

m] = Rn, (40)
E[npnT

m] = Nn (41)

where E denotes the expectation operator. Qn, Rn and Nn are the noise covariance
matrices respectively linked to the process noise, the measurement noise and finally the
correlation between the two. If the two noise sources are not correlated, Nn is simply
null [38]. Given the statistical properties of the various noise sources and knowledge of
the internal dynamics of the system, the Kalman filter computes an optimal Kalman gain
matrix L by minimising the mean square of the estimation error given by

J = eT e = (x− x̂)T (x− x̂) (42)
= tr(P ) (43)

where P is the estimation error covariance matrix defined by P = E[(x − x̂)(x − x̂)T ]. It
can be shown that for the new system characterised by Eq. (36) and (37), the general
solution of the observer gain matrix in Eq. (32) is given by

L = (PCT +BnNn)R−1
n . (44)
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Matrix P assures the minimisation of J and is computed by solving the following Riccati
differential equation

Ṗ =[A−BnNnR−1
n C]P +P [A−CR−1

n NnBn]T

−PCT R−1
n CP +Bn[Qn −NnR−1

n NT
n ]BT

n

(45)

When implementing a Kalman filter in practice, the noise covariance matrices must be
assessed. The measurement noise covariance can usually be inferred from experimental
measurements. Small values for Rn implies that strong confidence is attributed to the
sensors measurements or, in other words, that the sensors are very reliable. With regard
to process noise, it is less straight forward. This noise source represent the uncertainty of
the mathematical model governing the plant. High values of Qn means a lower reliance on
the model in the case of a poorly defined one. The noise covariance matrices can be tuned
in order to find the right balance between the filter’s reliance on sensor measurement and
on the plant’s model. The choice to be made depends on the system of interest [39].

Other types of filters not limited to linear systems with Gaussian distributed noises exist.
For instance, Extended (EKF) or Unscented (UKF) Kalman filter may be used when
dealing with non linear systems. Moreover, the particle filter is another type of filter that
is able to approximate any type of noise distribution. Though, it comes at the expense of
high computational cost [40].

3.6 LQG control

The linear–quadratic–Gaussian (LQG) control is one of the most fundamental optimal
control and concerns linear systems driven by additive white Gaussian noise. As men-
tioned earlier, it simply combines a Kalman state observer with a linear quadratic regu-
lator (LQR) into an LQG regulator to be used as feedback in a closed-loop system. An
important feature is that the LQR and the state observer can be designed independently.
Indeed, the optimal Kalman state estimate x̂ is independent of the LQR parameters.
Hence, the solution of the LQG problem can be found by simply replacing the estimate
computed beforehand in Eq. (30) giving the LQG feedback law

u = −Kx̂. (46)

This is known as the separation principle. The problem can be broken down into two
distinct parts making the controller design much easier. A block diagram representing
the LQG control on a noisy plant may be seen in Fig. 22. It also features how the reference
input r and the integral action can be included in the loop. The control r−y is integrated
and the regulator K is designed for the plant augmented with integrator states [41], [42].
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∫
K Plant

r(t) +
u(t) y(t)

Kalman filter

x̂(t)

−

nm np

Figure 22: LQG controller block diagram.
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4 Experimental platform
The aim of this section is to describe the experimental isolation platform for which the
controller will be developed. This hybrid platform composed of an active stage placed on
top of a passive stage is shown in Fig. 23. The passive platform is made of a rectangular
table set on four springs while the active platform is made of an hexagonal table of 157 kg
supported by three Yuanda isolators (see Sec. 4.3). On top of it, three sensor units in
charge of giving feedback on the platform’s states are placed. They are each composed
of one horizontal and one vertical inertial sensor, respectively HINS and VINS, sealed
inside a vacuum chamber. The information from the sensors are fed to a digital controller
which builds the control law which will be sent to the other devices in the form of a
current. The signal is then transmitted to voice coil actuators inside the isolators after
being magnified in a current amplifier [32]. The main components of the experimental
platform are discussed in the following sections.

Figure 23: Picture of the experimental platform located at the University of Liège used
for the study and development of isolation techniques.

4.1 Inertial Sensors

The sensors discussed in Sec. 2.2.3 were considered as absolute sensors so that they were
able to measure the absolute motion of the ground and masses. However, in practice, the
sensors measure the relative displacement between two objects. Therefore, in order to
perform absolute measurements, sensors measuring the relative motion of the mass with
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respect to an inertial reference are used. These are called inertial sensors. Though, they
can only provide absolute measurements in a specific frequency range depending on their
parameters [43].

The schematic representation of an inertial sensor is presented in Fig. 24. It consists
of an inertial mass (mi) connected to the payload (m) by a suspension system, itself
composed of a spring (k) and a damper (c). x and xi depict the absolute displacement
of the payload and the inertial mass respectively. The relative displacement between the
two bodies, noted y, is what is actually measured.

mi

m

k c

xi

x

y

Figure 24: Illustration of an inertial sensor measuring the motion of mass m. The signal
measured is the relative displacement y between the payload with absolute displacement
x and the inertial mass with absolute displacement xi.

The dynamic of the system is described by the following equation

miẍi + c(ẋi − ẋ)+k(xi −x) = 0. (47)

Knowing that y = xi −x, one can write this equation in terms of y. One gets

miÿ + cẏ +ky = −miẍ (48)

which becomes, in the Laplace domain,

mis
2Y (s)+ csY (s)+kY (s) = −mis

2X(s). (49)

The transmissibility from the absolute displacement of the payload (X) to the relative
displacement between the inertial mass and the payload (Y ) can be deduced

Txy(s) = Y (s)
X(s) = −mis

2

mis2 + cs+k
. (50)

The magnitude of the frequency response of Txy is shown in Fig. 25.
Above the system’s resonance frequency (w0 =

√
k/m) set at 1 Hz, the measurement of
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Figure 25: Various transmissibilities of the inertial sensor linked to a payload from Fig. 24.

the relative displacement is a perfect estimator of the payload’s absolute displacement.
Indeed, it is seen from Eq. 50 that, for high frequency values, the transmissibillity between
the two quantities is ∥Txy∥ = 1. It is also the case for the transmissibility between the
relative speed between the two masses (Ẏ ) and the absolute speed of mass m (Ẋ) because
Tẋẏ(s) = Txy(s).
In addition, the transmissibility from the payload’s speed to the relative displacement
(Y/Ẋ) and from the payload’s acceleration (Ẍ) to the relative displacement (Y/Ẍ) are
plotted. Their expressions are given by

Tẋy(s) = Y (s)
Ẋ(s)

= −mis

mis2 + cs+k
, (51)

Tẍy(s) = Y (s)
Ẍ(s)

= −mi

mis2 + cs+k
. (52)

As for Txy(s), at low frequency, the transmissibility between the payload’s acceleration
and the relative displacement tends towards a constant, ∥Tẍy∥ = mi/k. As it may be seen
in Fig. 25, it means that Y is a perfect estimator of Ẍ below the system’s resonance fre-
quency. Although, this time, the amplitude of the motion transmitted is scaled by 1/w2

0.
Hence, the accelerometor’s sensitivity is improved by decreasing the resonance frequency.

In the experimental set up, displacement inertial sensors are used. They were chosen
for their efficiency for seismic vibration isolation as demonstrated in Sec. 2.2.3. To be
sensitive in the bandwidth of interest ([0.1,10] Hz), they have a much lower resonance
frequency. Yet, the spring-mass system is responsible of additional sources of limitations
for the sensor. For instance, because the spring is soft, its internal modes might also be in
the control bandwidth. The characteristics and resolution of these sensors are discussed
in details in [33].
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4.2 Current amplifier

The measurements from the sensors are fed to the controller which uses them to construct
a feedback vector signal. This signal is then transmitted to the actuators which isolate the
platform. However, the input signal from the controller is weak and hence, the actuators
cannot produce the appropriate force with the input current. To overcome this problem,
a current amplifier is inserted between the controller and the actuators. It is an electronic
circuit used to increase the magnitude of current of the input signal by a fixed multiple
which is then fed to the succeeding device. The current amplifier used in the experiment
converts the input voltage into current with a gain of 1/5 A/V [32]. It has been showed
that it does not introduce any phase delay between the signal injected in the current
amplifier and the output signal in the control bandwidth . Unlike above 100 Hz where
the capacitors inside the current amplifier start to have an effect.

4.3 Yuanda isolators

Yuanda isolators are active vibration isolators made by Yuanda Tech which feature ac-
tive control in all 6 degrees of freedom. A picture of the three isolators supporting the
hexagonal table is shown in Fig. 26. They contain horizontal and vertical springs and
adaptive negative stiffness springs in the vertical direction. The latter are used to reduce
the effective stiffness of the isolator in the vertical direction without influencing its static
load-supporting capability. It allows to have a low resonance frequency system which is
essential for low-frequency vibration isolation [44]. In addition, there are a pair of hori-
zontal and vertical voice coil actuators responsible for exerting the appropriate force on
the hexagonal table to cancel its motion.

CHAPTER 5. EXPERIMENTAL INERTIAL CONTROL

Figure 5.4: Picture of the three isolators. A sphere is used to have the smallest contact point
between the isolators and the hexagonal table. A guide is put at the center of mass for safety reasons;
there is no contact between the part connected to the hexagonal table and the part fixed to the bottom
table except in case of accident.

In order to be in the working range of the isolators, a dummy mass of 60 kg is placed on top.
The results for the three isolators in the vertical direction are shown in Fig 5.5.

Characterization of the three isolators together

During this experiment, a dummy mass of 70 kg is placed on top of the hexagonal table.
The motion of the table is measured by a Guralp CMG-6T, a seismometer that senses the
velocity in the three directions. By integrating the signal and multiplying it by the inverse of
its sensitivity and its dynamics, the absolute motion of the table can be estimated.

The control plant has been measured to characterize the system. It is obtained by injecting
a white noise signal in an actuator and sensing the motion with the Guralp placed above the
isolator exited. The plant allows to obtain the properties of the hexagonal table and its three
supports.

Experimental results The plants measured between the vertical sensor and the aligned
vertical actuator at the location of each isolator are plotted in Fig. 5.6. In this graph, the
coherence is also plotted to show the quality of the measurement. The suspension modes
of the platform are around 1 Hz while the flexible modes of the system have resonance
frequencies above 100 Hz. Because the stiffness of the three isolators was not identical, there
are three resonances frequencies corresponding to each suspension mode.

Comparison with a FEM model A reduced model has been developed to study the
mode shapes of the system. The finite element model (FEM) represents the model described
above without the inertial sensors. The rectangular table is meshed with tetrahedral elements
with 3.5 cm side. To avoid calculation errors, the hexagonal payload needs a finer mesh;
the tetrahedrons for the hexagonal table have a 2 cm side. From the frequency analysis
carried out, the first 60 modes of the system are retained to generate a reduced model of the
FEM [176,177]. The parameters of this FEM have been tuned based on the measurements. In

125

Figure 26: Picture of the three isolators. A sphere is used to have the smallest contact
point between the isolators and the hexagonal table. The guide in the center is not in
contact with the hexagonal table. It is only placed there for safety reasons in case of an
accident.

Fig. 27 shows a schematic of a linear voice coil actuator. They are based on the elec-
tromagnetic force exerted on a charged particle moving in a magnetic field, also called
the Lorentz force. They are several design types but here is only presented the moving
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coil design. A stationary cylindrical permanent magnet produces a radial magnetic field.
Housed inside the permanent magnet cylinder is a coil that is wrapped around a non-
conducting structure (coil holder). The permanent magnet is housed in a ferromagnetic
cylinder that is open at one end and has a “core” through its middle, which is necessary for
completing the magnetic circuit. The coil assembly is free to ride in the air gap between
this core and the interior surfaces of the permanent magnet.

Figure 27: Schematic of a linear voice coil actuator and its components. Retrieved from
[45].

When a current is applied to the coil, a force generated by interaction with the permanent
magnetic field is exerted on it. The coil holder, linked to the payload in some way , is
moved by the force so as to reduce the payload’s motion. The magnitude of the applied
force is proportional to the current passing through the coil I and is expressed as

F = TaI (53)

with Ta the transducer constant of the actuators which depends on the characteristics of
the voice coil [45], [46]. The transducer constant is 2.8 N/A for horizontal voice coils and
2 N/A for vertical ones. The isolators are designed to support a weight between 50 kg
and 125 kg each and they can be leveled independently to tune the static inclination of
the payload [32].
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5 Controller development
In order to study the behaviour of the experimental isolation platform and design an
appropriate controller for it, a representative model as accurate as possible has been
developed with the Simscape library from Matlab [47]. It is an appropriate tool as it allows
to model the interaction between bodies under the gravity field and CAD drawings of each
part of the system can easily be imported in the model. In this section, the plant’s model
will first be described as well as some of its features like its observability and stability.
Next, a full-state observer to estimate its unknown states is developed. After that, an
LQR controller is designed with Matlab and combined with the state observer to produce
the LQG regulator. Then, a band-pass filter to limit the controller in the bandwidth
of interest is implemented. Finally, a noise budget of the system is performed to show
that good signal to noise ratio is achieved. And hence, that the plant can efficiently be
controlled in the [0.1,10] Hz bandwidth with the LQG controller designed.

5.1 Plant model

The model representing the full isolation platform and its dynamic is established in [32].
However, this work is actually based on a simplified version of this model. Indeed, in the
model used, the passive stage of the structure has been ignored. The plant representing
the system employed to develop the controller is obtained by linearization of the model
just mentioned. The plant is composed of 24 states representing the reduced system.
Twelve of them describe the dynamics of the hexagonal table moving in six dimensions.
Of these twelve, six correspond to translations along the x, y and z directions (one position
(x, y, z) and one velocity (vx, vy, vz) for each) and the other six to rotations about the x,
y, and z axis (one angle (θx, θy, θz) and one angular velocity (ωx, ωy, ωz) for each). The
twelve states remaining describe the dynamics of the six inertial sensors, each moving in
two dimensions (one angle (θH1 θH2 θH3 θV 1 θV 2 θV 3) and one angular velocity (ωH1 ωH2

ωH3 ωV 1 ωV 2 ωV 3) for each sensor). The measurements taken by the inertial sensors are
the plant’s outputs. There are three horizontal and three vertical inertial sensors for a
total of 6 outputs (HINS1 VINS1 HINS2 VINS2 HINS3 VINS3). Finally, the plant has
6 inputs that come from the three horizontal and three vertical actuators in the isolators
placed below the hexagonal table (H1 V1 H2 V2 H3 V3). In state space form, it gives

ẋ = Ax+Bu
y = Cx+Du

(54)

with
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x = [xHT;xINS], (55)
xHT = [x y z vx vy vz θx θy θz ωx ωy ωz]T , (56)

xINS = [θH1 θH2 θH3 θV 1 θV 2 θV 3 ωH1 ωH2 ωH3 ωV 1 ωV 2 ωV 3]T , (57)
u = [H1 V1 H2 V2 H3 V3]T , (58)
y = [HINS1 VINS1 HINS2 VINS2 HINS3 VINS3]T . (59)

Some important features of the system’s plant can be highlighted. First, all of its poles
have a negative real part. Hence, the plant is stable. This means that whatever distur-
bance is acting on the platform, it will stabilise itself without any help from a controller.
Hence, the control loop developed hereafter only serves to provide additional isolation
performances.

It has been said in Sec. 3.2 that a Laplace transform could be applied to the state space
equation, Eq. (54), to yield the relation

Y(s) = H(s)U(s) (60)

where H(s) is the 6×6 transfer function matrix describing the dynamic relation between
each input and each output of the plant. These relations give important information as
they describe the reaction of the sensors when the actuators are excited. The diagonal
elements of H(s) are the relation between each actuator and his corresponding inertial
sensor. For example H11 is the relation between the first horizontal actuator (H1) and
the first horizontal inertial sensor (HINS1) placed right above it on the hexagonal table.
They are the most important elements of H as exciting an actuator directly affects its
corresponding sensor. Thus, the control law is designed by principally studying these
elements. The transfer function from H1 to HINS1 and V1 to VINS1 in the bandwidth
[0.1,10] Hz are shown in Fig. 28. It is seen that the magnitude of both transfer functions
is smaller than unity in the whole frequency range. This implies that the initial plant
already produce some isolation without active control. Furthermore, its isolation perfor-
mances is slightly better in the vertical direction than in the horizontal one. The peaks
that may be seen in the magnitude graphs of the bode plots correspond to resonances
of normal modes of the isolation platform. Those appearing between 0.1 Hz and 0.2 Hz
correspond to the resonances of the inertial sensors. The resonances around 1 Hz for the
transfer function between horizontal elements and around 2-3 Hz for the transfer function
between vertical elements correspond to the isolator’s horizontal and vertical suspension
modes respectively. These internal modes need to be actively controlled to increase the
isolation performances of the platform. The phase graphs of the bode plots, wrapped here
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between -180◦ and 180◦, give information about the stability of the system with the gain
and phase margin. The gain margin is the distance between the magnitude curve and
the 0 db line (1 in absolute unit) at the phase crossover frequency, i.e. where the Bode
phase plot equals 180◦. It refers to the factor by which the gain must be increased to
reach neutral stability i.e. the 0 db line. The phase margin is the distance between the
phase curve and the -180◦ line at the gain crossover frequency, i.e. where the Bode gain
plot crosses the 0 dB line. It refers to the amount of phase which can be increased or
decreased without making the system unstable.
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(b) V1 to VINS1

Figure 28: a) Bode plot of the plant’s transfer function from actuator H1 to inertial sensor
HINS1. b) Bode plot of the plant’s transfer function from actuator V1 to inertial sensor
VINS1.

Moreover, all the sensors are affected when an actuator is excited. Hence, matrix H(s)
contains off-diagonal elements that must also be considered. The six actuators and sen-
sors are said to be coupled. It complicates the design of the controller because the system
cannot be broken down in six single-input single-output system (SISO). Instead, it is a
multiple-input multiple-output system (MIMO). This is one of the reason why an optimal
controller is a good control option as it takes care of these coupling terms which is hard
to do when designing a classical control law. The coupling between H1 and VINS1 is
illustrated in Fig. 29. Resonances may be seen to occur between 0.8 Hz and 3 Hz. They
result from the coupling between the horizontal actuator and the vertical inertial sen-
sor. The dynamic of the vertical sensor is thus also affected by the horizontal suspension
modes of the horizontal actuator, although less strongly than the horizontal sensor. Care
should thus be given to these coupling terms when designing the controller as increasing
the controller gain for the diagonal elements of H may increase and worsen the dynamic
of the off-diagonal elements.

As an observer needs to be implemented to estimate the system states, an important
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Figure 29: Bode plot of the plant’s transfer function from actuator H1 to inertial sensor
VINS1

characteristic of the plant is its observability. The system is reassuringly found to be
fully observable meaning that all its states can be determined from its outputs. This
guarantees the possibility to develop a full-state observer. The plant is also found to be
fully controllable so that each of its state can be brought to any value through the action
of the input signal. These two conditions guarantee the possibility to design an optimal
controller for the system.

5.2 Observer

The twenty-four states of the isolation platform cannot be measured directly. Instead,
only the measurements from the inertial sensors are available. Hence, in order to develop
a feedback law to control the system in the form of Eq. 30, its states must be estimated
by the means of an observer. A full-state observer will therefore be created. As the sys-
tem is observable, designing an observer is known to be feasible but it must achieve an
appropriate accuracy to be able to design a robust controller based on these estimates.

It has been said in Sec. 3.5.2 that the Kalman filter could construct an optimal estimator
given the plant state space model and known input and measurement noises. This is
what will be used here. The plant is first extended to take noises into account. An input
disturbance has been added to each of the six inputs of the system and measurement
noise has been added to the measurements. The noise terms are assumed to be Gaus-
sian distributed with zero mean. The state equations describing the platform’s dynamic,
Eq. (54), become
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ẋ = Ax+Bu+Bnnp (61)
y = Cx+Du+nm (62)

where Bn = B, np = [H1d V1d H2d V2d H3d V3d]T the process noise vector representing
the disturbances on each input, and nm the measurement noise vector. The noise covari-
ance matrices must now be defined and are functions of the system’s noise properties. The
measurement noise covariance matrix is usually assessed by experimental tests. Though,
here, the matrices have only been guessed and chosen to yield the best possible results as
well as an acceptable stability margin. The chosen matrices are the following

Q = I6×6, (63)
R = 10−17 · I6×6, (64)

N =


0 . . . 0
... ...
0 . . . 0


6×6

. (65)

Very low measurement noise have been assumed with respect to process/input noises. In
addition, the noise sources are said to be uncorrelated. A steady state Kalman filter is
constructed with the Kalman function of matlab. The latter computes the observer gain
matrix L to be used in the observer state equation, cfr Eq. (32). With this in hand, the
state and and output estimates, x̂ and ŷ, can be computed.

To asses the performances of the observer, a comparison between the time response of the
system’s states and their respective estimates to an input disturbance is performed. The
input disturbance, represented in Fig. 30, is a sine wave with frequency logarithmically
swept from 0.1 Hz and 10 Hz with an amplitude of 1 µm. This has been chosen since
this is the range of frequency that are targeted for isolation. Moreover, the relative pre-
cision of the observer is the same regardless of the disturbance amplitude. In addition, a
white Gaussian noise with zero mean, 0.25 variance and amplitude of 10−2 µm has been
summed up to the sine wave as real seismic vibrations are not perfect oscillation signals.
The sweep of the wave was chosen as logarithmic so that the sinusoidal signal goes from
0.1 Hz to 1 Hz during the first half of the disturbance duration and from 1 Hz to 10 Hz
during the remaining time. This way, the sub-Hz perturbations are as well represented
as the super-Hz. This input disturbance is introduced on all the six actuator inputs to
simulate ground vibration.

The study will only be carried out on a small number of states representative of the
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Figure 30: Sine swept input signal from 0.1 Hz to 10 Hz applied to the the six actuators
to simulate ground motion. It has zero mean, 0.25 variance and an amplitude of 1 µm.

whole plant as it would be redundant otherwise. For the hexagonal table, four states are
considered. They are the position and velocity along the x-direction and the angle and
angular velocity around the x-axis. The components related to the other axis yield similar
results. Similarly, regarding the inertial sensors, one horizontal and one vertical sensors
are studied. Both their angle and angular velocity are considered for a total of four states.

5.2.1 Hexagonal table

The time response of the four states considered for the hexagonal table as well as their
estimates to the input disturbance are shown in Fig. 31. They all have a similar responses
with higher amplitude reached between 25 s and 50 s corresponding to oscillations with
frequencies above 1 Hz. The maximum amplitude reached by the position and angle
states are 10−4 µm for an input amplitude of 1 µm. This suggests that some passive
isolation is already taking place in the platform. Regarding the velocity counter part of
these two states, their amplitude amplification between low and high frequency excitation
is logically even greater. Indeed, since both the motion amplitude and frequency increase,
higher amplitude must be reached at even greater speed, resulting in a large velocity in-
crease.

The observer’s state estimates seem to represent the actual system states very well. To
assess how well this is actually achieved, graphs representing the error between the states
and their estimates may be seen in Fig. 32. They all have an accuracy of 10−5 or better
compared to the initial input amplitude. Moreover, the error’s amplitude tends to de-
crease as the frequency excitation increases for the states representing the position and
velocity of the hexagonal table. They roughly gain an order of magnitude of precision.
Though, the estimation error of the states corresponding to the angle and angular velocity
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Figure 31: Time response of some of the hexagonal table’s states to a sine disturbance
logarithmically swept between 0.1 Hz and 10 Hz and with an amplitude of 1 µm.

are already very small for low frequency excitation with an order of 10−8 for the former
and 10−7 for the latter. These values can be put into perspective of the amplitude of
motion of the states needed to be estimated. Since the amplitude of motion of the posi-
tion of the hexagonal table is around 10−5 at low frequency and 10−4 at high frequency
and its estimation is of the order of 10−6 at low frequency and 10−7 at high frequency,
it suggests that the precision of the estimation is roughly 10 % at low frequency and
0.1 % at high frequency. Similarly for the other states, the observer reaches an accuracy
of 0.1 % at low frequency and 10−3 % at high frequency for the velocity. Considering
the angle and angular velocity, an accuracy of 1 % is achieved for low frequency and a
factor of one hundred better for high frequency. As a result, it can be concluded that
the system’s state estimations are less good at low frequency which might lead to more
difficulties at isolating the platform in the lowest part of the control bandwidth. However,
as the platform resonances occur at frequencies of 1 Hz or more, it is these frequencies
that are essential to isolate effectively. Also, the table position is the poorest represented
state and will limit the performance of the controller. Though, it will be seen that its
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estimation is accurate enough to yield an efficient controller.
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(d) ∆ωx = ω̂x −ωx

Figure 32: Error between the hexagonal table’s state estimates and their actual value for
the time response illustrated in Fig. 31.

The error amplitude and the estimation accuracy of all the hexagonal table states are
given in Tab. 1. They are roughly separated into a low and high frequency value as it
has been seen that resonances and hence high amplitude responses happen in the high
frequency part of the control bandwidth i.e. [1,10] Hz. The error is seen to be of the
order of 10−5 µm or lower for all the states with the velocity errors usually smaller. As
for the accuracy of the state estimations, it is always better for high frequency excitation
with a value of at least 0.1 %. For low frequency excitation, the table’s position in the
x-direction and its angle around the z-axis are the least well represented. Besides them,
the state estimation accuracy is of 1 % or better.
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x y z vx vy vz

LF HF LF HF LF HF LF HF LF HF LF HF
Error (m) 1e-6 1e-7 1e-5 1e-6 1e-6 1e-6 1e-8 1e-9 1e-8 1e-8 1e-6 1e-6

Accuracy (%) 10 0.1 1 0.1 0.1 0.1 0.1 1e-3 0.1 1e-2 1 0.1

θx θy θz ωx ωy ωz

LF HF LF HF LF HF LF HF LF HF LF HF
Error (m) 1e-6 1e-7 1e-6 1e-6 1e-6 1e-6 1e-7 1e-7 1e-7 1e-7 1e-6 1e-6

Accuracy (%) 1 1e-2 1 0.1 10 0.1 1 1e-2 1 1e-2 0.1 1e-2

Table 1: Estimation error and representation accuracy of the hexagonal table’s states
when subjected to a sine disturbance logarithmically swept between 0.1 Hz and 10 Hz
and with an amplitude of 1 µm

5.2.2 Inertial sensor

A similar study is done for the states of the inertial sensors. The time response of the
states describing the dynamic of the horizontal and vertical inertial sensors are shown in
Fig. 33.
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Figure 33: Time response of HINS1 and VINS1’s states to a sine disturbance logarithmi-
cally swept between 0.1 Hz and 10 Hz and with an amplitude of 1 µm.



5 CONTROLLER DEVELOPMENT 52/73

For the horizontal inertial sensor, the states motion amplitude reaches higher values
around 25 s corresponding to an excitation frequency around 1 Hz. This occurs later
for the vertical inertial sensor implying resonance at higher frequency. The amplitude of
the horizontal motion is roughly an order of magnitude greater than that of the verti-
cal motion, 10−2 µm versus 10−3 µm. Regarding angular velocities amplitude, they are
similar with an order of magnitude of 10−2 µm, though smaller at low frequency for the
vertical motion.

Again, the state observer seems to accurately represent the states of the inertial sensors.
Their estimation error are plotted in Fig. 34.
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Figure 34: Error between the inertial sensors’ actual states and their estimates for the
time response illustrated in Fig. 33.

Angle estimations of both horizontal and vertical inertial sensors have an accuracy of
10−8 with respect to the input disturbance while angular velocity estimations reach 10−5.
This time, the amplitude of the error is constant during the whole excitation duration so
for the whole range of frequency. Once more, these values can be put into perspective
of the motion amplitude of their respective state in order to assess the representation
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accuracy of the estimations depending on the excitation frequency. It can be concluded
that the representation accuracy of the angle of both sensors is roughly similar at low and
high frequency and amounts to 10−6 %. Whereas for their angular velocity, the accuracy
estimation equals 1 % at low frequency and 0.1 % at high frequency.

A table showing the error amplitude and estimation accuracy of all the inertial sensors
states is given in Tab. 2. The angular velocity states are again separated into a low and
high frequency domain while it is not the case for the sensors’ angle state as the values
were the same for the whole frequency range. The angle states of the sensors are very
well estimated as their error order is of 10−11 with an accuracy of at least 10−4% for the
whole control bandwidth. The error of the angular velocity states is also of the same order
for each sensors along the whole frequency range and is worth 10−5. For low frequency
excitation, the estimation of the angular velocity of the third vertical sensor is the worst of
them with only 10 % of accuracy. The others are all around 1 % or better. The accuracy
of these estimations is around 10 times better for high frequency excitation.

θH1 θH2 θH3 θV1 θV2 θV3
Error (m) 1e-8 1e-8 1e-8 1e-8 1e-8 1e-8

Accuracy (%) 1e-6 1e-6 1e-6 1e-5 1e-5 1e-4

ωH1 ωH2 ωH3 ωV1 ωV2 ωV3
LF HF LF HF LF HF LF HF LF HF LF HF

Error (m) 1e-6 1e-5 1e-5 1e-5 1e-5 1e-5
Accuracy (%) 1 0.1 0.1 1e-2 1 1e-2 1 0.1 1 0.1 10 0.1

Table 2: Estimation error and representation accuracy of all the inertial sensors’ states of
the isolation platform when subjected to a sine disturbance logarithmically swept between
0.1 Hz and 10 Hz and with an amplitude of 1 µm

5.2.3 Conclusion

To summarise, the observer is able to estimate the twenty-four states of the system with
an accuracy of 0.1 % or better for an excitation frequency above 1 Hz. Regarding the
sub-Hz frequency range, the observer manages to estimate most of the system’s states
with an accuracy of at least 1 %. The exceptions are the position of the hexagonal table
in the x-direction and the angular velocity of one of the vertical sensor. They are only
estimated with a 10 % accuracy which will inevitably affect the controller’s performances.

5.3 LQR and LQG regulator

As mentioned in Sec 3.6, the separation principle allows to split the design of a linear
quadratic Gaussian controller in two distinct parts. The first is the development of a
state observer which has been done in the previous section. The second is to design
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a linear quadratic regulator that will use the estimated states as if they were the real
states in order to construct the feedback vector. The LQR design will now be discussed
as well as the performance goal of this controller. The LQR design problem is to find
the LQR gain matrix K of the feedback law (Eq. 30) that minimises the quadratic cost
function JLQR of Eq. 29. This is done by the matlab function lqr which takes as input
the A and B state matrices representing the system and the weighting matrices QLQR

and RLQR. The latter must thus be addressed beforehand. QLQR has been chosen as the
identity matrix so that all the states were given the same degree of importance. Matrix
RLQR has then been tuned to increase the controller’s gain K by decreasing its entry
values compared to QLQR. Higher gain values lead to more control power and thus better
isolation performances. However, there are limitations to the magnitude of the gain.
Indeed, as it will be seen in Sec. 5.5, sensor noise is a function of the controller gain. As
a result, it is amplified as the gain is increased. The latter must then be limited to still
be capable of measuring and controlling the ground motion. The parameters have been
chosen to yield the highest order of isolation while keeping a relatively low sensor noise.
Furthermore, the performance of the LQG controller is limited by that of the observer.
Therefore, above a certain LQR gain value, increasing it does not lead to significant
performance improvement of the LQG controller. Having knowledge of all these issues,
the weighting matrices that have finally been chosen are

QLQR = I24×24, (66)
RLQR = 10−10 ∗diag

[
0.5 1 0.5 1 0.5 1

]
. (67)

The values of matrix RLQR have been chosen to reach roughly the same order of isola-
tion for the diagonal terms of the transfer function matrix i.e. the six transfer functions
between each actuator and its corresponding inertial sensor. The values corresponding
to the horizontal pairs of actuator-sensor are lower since the horizontal isolation perfor-
mances achieved by the initial plant is not as good as the vertical one. Once the LQR
gain is computed, the proportional feedback law is used to close the system’s loop. It
should also be noted that the LQR controller designed here does not take into account
the dynamic of the system outside the control bandwidth i.e. [0.1,10] Hz. Thus, it does
not contain a band pass filter. The latter will be developed later on. To illustrate the
isolation performances achieved by this LQR controller, the bode magnitude plots of the
transfer function from H1 to HINS1 and V1 to VINS1 of both the open and closed-loop
systems for comparison are shown in Fig. 35. The transfer functions for the remaining
horizontal and vertical actuator-sensor pair are similar. The curve representing the closed-
loop system with the LQR controller (sysLQR) is seen to be below and smoother than the
open-loop one. The smoothness of the curve means that the resonances of the initial
system are well-damped while its decrease in magnitude indicates the isolation achieved
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by the active system. Indeed, this means that ground motion disturbances, which trans-
lates into perturbations of the actuator’s input, are less transferred to the inertial sensor
and hence to the payload that would be placed on the hexagonal table. The closed-loop
system achieves about two additional orders of isolation compared to the open-loop one
in the control bandwidth. This means that the response of the system to disturbances,
for instance originating from seismic vibration, will roughly be a hundred times smaller
than without active control. Moreover, the magnitude of the two closed-loop transfer
functions do not exceed a magnitude of 10−6 across the whole frequency bandwidth. This
represents the overall isolation performance of the closed-loop system.
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Figure 35: Bode magnitude plots of the system’s transfer function from actuator H1 to
inertial sensor HINS1 and from actuator V1 to inertial sensor VINS1. Both the open-loop
plant (G) and closed-loop system with LQR (sysLQR) are presented for comparison.

As discussed earlier, the off-diagonal elements of the transfer function matrix must also
be considered to assess the real performances of the controller. Only the coupling terms
between actuator H1 and the inertial sensors VINS1 and HINS2 and VINS2 are discussed
since they are representative of all of them. The magnitude of their transfer function in
the control bandwidth are shown in Fig. 36. Again, the controller damps and isolate the
plant but two orders of isolation is not achieved across the whole frequency range. Indeed,
for the transfer function from H1 to VINS2, the relative isolation order is low. However,
since the magnitude of this transfer function is initially very low at theses frequencies, the
overall isolation achieved is also well below 10−6. This order of isolation has been verified
to be achieved for all the 36 transfer functions of the system. This number can then be
roughly taken as the order of isolation the active platform with LQR control is able to
produce.

Now, the K matrix defined by the LQR design can be combined with the Kalman filter
for state estimation to yield an optimal LQG regulator for the plant. This is carried out
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Figure 36: Bode magnitude plots of the system’s transfer function from actuator H1 to
inertial sensor VINS1, HINS2 and VINS2. Both the open-loop plant (G) and closed-loop
system with LQR (sysLQR) are presented for comparison.

by the lqgreg command on Matlab. This regulator is then used as feedback in a closed-loop
system. The results and performances of this closed-loop system with LQG control are
discussed in Sec. 6 after the implementation of a band-pass filter.

5.4 Band pass filter

As it has already been said, the control bandwidth is [0.1 − 1] Hz. The controller is thus
developed to control the plant in this frequency band and might not be appropriate out-
side of it. Hence, to avoid any unwanted motion amplification at frequencies outside the
control bandwidth, both a low-pass and high-pass filter have been applied to the sensors
used for the feedback control. The reasons for the limitations at high and low frequencies
are discussed below.
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5.4.1 Low pass filter

In fig 37, the amplitude of the transfer function from the first horizontal actuator (H1) to
its corresponding horizontal inertial sensor (HINS 1) obtained from the experiment with
a high frequency excitation is presented.
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Figure 37: Experimental result of the amplitude of the transfer function from the first
horizontal actuator (H1) to its corresponding horizontal inertial sensor (HINS 1).

The peaks corresponding to the resonances of the inertial sensor and to the suspension
modes of the isolator already discussed may again be seen. Though, additional resonances
are present. For instance, around 3 Hz, the peak corresponds to the resonance frequency
of the suspension modes of the passive stage below the isolators that is not represented
in the platform’s model employed. Above 100 Hz, the resonance frequencies of the inter-
nal flexible modes appear. These are high frequency vibration modes that introduce a
deformation of the body. High control gains should not be applied at these frequencies
because stability is not assured. It would therefore excite these modes and amplify the
motion of the platform. To make vibration isolation possible in the control bandwidth,
the platform has been designed to have all its internal modes outside of it.As a result, a
low pass filter must be applied to the sensors to reduce the control gain at high frequency
and not excite the flexible modes. To this end, the following second order low-pass filter
has been applied

LP = (2π ·30)2

s2 +2π · 5
4 ·30 · s+(2π ·30)2 (68)

with w0 = 30 Hz, the characteristic frequency, and Qp = 5/4, the quality factor which
determines the sharpness of the frequency response curve around the characteristic fre-
quency. It provides a cut-off frequency (wc) around 30 Hz and allows to drastically reduce
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the control gain above 100 Hz.

Different methods exist to be able to control the flexible modes at high frequencies. For
example, notches can be used to remove the flexible modes from the transfer function,
actuators can be added to actively control them, or virtual sensor fusion technique can
be applied. Though, none of them will be implemented in this thesis as the focus is on
low frequency isolation.

5.4.2 High pass filter

In the low frequency band, the limitation comes from the sensors. The inertial sensors
resolution, discussed in [33], is greatly reduced below 0.1 Hz. As the excitation’s frequency
decreases, they become less sensitive and can therefore not properly capture the motion
of the platform. In this case, controlling the motion at these frequencies is impossible. As
a result, a second order high-pass filter described by Eq. 69 has been applied to reduce
the control gain at low frequency

HP = s2

s2 +2π · 5
4 ·0.05 · s+(2π ·0.05)2 (69)

with w0 = 0.05 Hz and Qp = 5/4. It provides a cut-off frequency around 0.05 Hz.

5.4.3 Band pass filter

Together, the low and high-pass filter form the band-pass filter shown in Fig 38. The low
and high-pass filters are also represented.
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Figure 38: Band-pass filter implemented in the control loop. LP is the low-pass filter, HP
is the high-pass filter, and BP = LP ·HP is the band-pass filter.

The filter equals unity in the control bandwidth and drops at a rate of two orders of
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magnitude per decade of frequency at low and high frequency. It may be seen that by the
time it reaches the 100 Hz frequency value, its magnitude has already dropped by ten.
The 3-db line defines the frequency at which the power of the signal is reduced by half of
its maximum value. It is often used to define the frequency bandwidth of the filter. In
absolute units, it corresponds to the frequency at which the signal amplitude equals 0.707
times its maximum amplitude. Using this convention, the cut-off frequencies of the high
and low pass filters are 0.009 Hz and 33 Hz respectively. The frequency bandwidth of the
filter is thus [0.045-33] Hz. The band-pass filter is then implemented in the control loop
to limit the controller to the filter bandwidth.

5.5 Noise budget

In practice, noise sources present within the active isolation system limit its performances.
They each impact the system in ways and frequencies that are specific to them. To
identify the limitations introduced by the different noise sources and at which frequencies
they appear, a noise budget is performed. They are many sources of noise but only the
main ones have been studied. The noise taken into account are the sensor noise (ns),
coming from the limited resolution of the inertial sensors, the noise introduced by the
current injector (nci) responsible for amplifying the current between the controller and
the actuators, and finally the ground motion itself (w). With these noises sources in the
feedback loop, the force applied by the actuator on the hexagonal table is expressed as

f = nci −H(x+ns). (70)

Introducing this expression in Eq. (6) describing the dynamic of the active platform, it
becomes

ms2X + cs(X −W )+k(X −W ) = nci −H(x+ns). (71)

Isolating the payload’s motion X on the left hand side of the equation, the following
equation is obtained

X = k + cs

H +ms2 + cs+k
W + H

H +ms2 + cs+k
Nc + 1

H +ms2 + cs+k
Nci. (72)

Assuming that the three noise sources are uncorrelated, the power spectral density (PSD)
of X can be written as

ϕx =
∣∣∣ k + cs

H +ms2 + cs+k

∣∣∣2ϕw +
∣∣∣ H

H +ms2 + cs+k

∣∣∣2ϕs +
∣∣∣ 1
H +ms2 + cs+k

∣∣∣2ϕNci
(73)

where ϕw, ϕs, ϕNci
are the PSDs of the ground motion, the sensor noise, and the current

injector noise respectively. These PSDs are then compared to see what is the source of
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the residual motion of the platform at each frequency. Both an horizontal and vertical
noise budget analysis has been performed since the parameters of the platform and the
noise sources differ for the two components. The noise budget for the horizontal motion
is shown in Fig. 39. The platform’s parameters used for the horizontal noise budget are
the following

m = 250 kg,

k = 8125 N/m,

c = 70 N/m/s.

(74)

The PSD of the ground motion has been obtained from measurements at the Centre
Spatial de Liège close to the university where the isolation platform is stored. The one of
the current injector is an inherent characteristic of the machine. And finally the PSD of
the sensor noise is based on the inertial sensor resolution developed in [33]. As the sensor
noise data were not available, a similar curve has been computed to resemble the results
from the thesis. This curve is actually an upper bound of the real one to simply show
that the controller is not limited by sensor noise in the control bandwidth.
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Figure 39: Horizontal noise budget of the isolation platform. The PSD of the residual
motion of the platform, noted PSDtot is obtained from the addition of the PSDs of the
ground (PSDW), the current injector noise (PSDNCI) and the sensor noise (PSDS).

The graph shows that the PSD of the payload’s motion is dominated by the ground
motion up to 10 Hz and from 103 Hz and above. In between, the current injector noise
dictates the payload’s motion. This implies that the active platform augmented with the
controller designed is not limited by the system’s noises in the control bandwidth.
The similar analysis is done for the vertical motion. The platform’s vertical parameters
are

m = 250 kg,

k = 0.33e5 N/m,

c = 45 N/m/s.

(75)
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The vertical noise budget is plotted in Fig. 40. The results are similar to the horizontal
noise budget apart from the fact that the sensor noise is dominant below 0.04 Hz. Fortu-
nately, this is not in the control bandwidth. The analysis again shows that the system’s
noises are sufficiently low in the control bandwidth for the active system to work efficiently.
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Figure 40: Vertical noise budget of the isolation platform. The PSD of the residual motion
of the platform, noted PSDtot is obtained from the addition of the PSDs of the ground
(PSDW), the current injector noise (PSDNCI) and the sensor noise (PSDS)

The PSD of the actuator force may also be computed. It is given by

ϕf = H2ϕx +ϕNci
. (76)

An interesting quantity to investigate is its cumulative root mean square (R.M.S) value.
It gives a measure of the average energy in the signal. So in the case of a force, it informs
about the force that the actuators need to apply to effectively isolate the platform from
ground motion. From the transducer constant of the actuators, this value, in units of N2,
can be transformed in a value in A2. The latter hence gives an estimation of the current
that will need to be supplied to the actuators to allow them to develop the appropriate
control force. If the system is not able to provide a strong enough current, the actuators
will apply a weaker force than needed to cancel the platform’s motion. As a result,
the active isolation of the platform would not work. The R.M.S values of the amplitude
spectral density (ASD) of the horizontal and vertical actuator force, are plotted in Fig. 41.
The ASDs have been used to have a value in ampere as they are basically the square root
of the PSDs. It shows that the greater control inputs are needed at low frequency than
high frequency. Moreover, the vertical actuators require a stronger current than the
horizontal one. This is partly due to the higher horizontal actuator constant meaning
that the horizontal actuators can develop a stronger force with same input current. In
any case, the R.M.S values of both actuators do not exceed 20 mA. Considering that the
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current amplifier can output a current of up to 1 A, it can be concluded that the existing
components of the system are suitable for the active isolation platform.
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Figure 41: R.M.S values of the amplitude spectral density (ASD) of the horizontal and
vertical actuator force.
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6 Tests and results
The complete LQG controller designed in Sec. 5 is finally implemented as feedback to
the open-loop plant. The isolation performances of the resulting closed-loop system are
discussed in this section. First, Bode magnitude plot comparing the system with control-
off and control-on are presented. Then, the time response of both systems to an input
disturbance simulating ground motion due to seismic activity are analysed. A general
conclusion of the result is finally provided.

In Fig. 42, the Bode magnitude plots of the transfer function from actuator H1 to the
inertial sensor HINS1 as well as from actuator V1 to the inertial sensor VINS1 are shown.

10 -3 10 -2 10 -1 100 101 102
10 -8

10 -7

10 -6

10 -5

10 -4

10 -3

10 -2

(a) H1 to HINS1

10 -3 10 -2 10 -1 100 101 102
10 -8

10 -7

10 -6

10 -5

10 -4

10 -3

10 -2

(b) V1 to VINS1

Figure 42: Bode magnitude plots of the system’s transfer function from actuator H1 to
inertial sensor HINS1 and from actuator V1 to inertial sensor VINS1. Both the open-loop
plant (G) and closed-loop system with LQG (sysLQG) are presented for comparison.

The first one is representative of the interaction of the three horizontal actuator-sensor
pairs. And the second one illustrates the interaction of the three vertical actuator-sensor
pairs. The resonances of the different elements constituting the platform are seen to be
well damped. Moreover, the magnitude of the closed-loop transfer functions are seen to
be at least one order of magnitude lower than the initial plant’s ones across the whole
control bandwidth. Outside of it, the effects of the band pass filter may be seen. At
high frequency, the controller gain is seen to be reduced around 30 Hz and reaches zero
around 50 Hz. However, at low frequency, the controller is not quickly and smoothly
decreased. Indeed, at the crossover frequency of the high pass filter, around 0.05 Hz, the
closed-loop transfer function curve follows a path a bit erratic before meeting the open-
loop one. It creates sharp peaks between 10−2 Hz and 10−3 Hz that is likely due to a bad
phase margin at these frequencies. The controller parameters probably needs a bit more
tuning to attenuate this effect. The overall isolation in the high part of the frequency
bandwidth (from 1 Hz to 10 Hz)) of both the horizontal and vertical components is sim-
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ilar and is comprised between 10−6 and 10−7. Their performances decrease in the low
frequency part (from 0.1 Hz to 1 Hz) especially for the horizontal components. Though,
both have a magnitude below 10−5 in the whole frequency bandwidth and this is true for
the four other diagonal elements of H. This implies that an initial perturbation imposed
to the platform could be decreased by approximately five orders of magnitude whereas
the control-off plant could only achieve about two or three.

The same off-diagonal elements of H discussed in Sec. 5.3 are shown in Fig. 43.
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Figure 43: Bode magnitude plots of the system’s transfer function from actuator H1 to
inertial sensor VINS1, HINS2 and VINS2. Both the open-loop plant (G) and closed-loop
system with LQG (sysLQG) are presented for comparison.

They are the transfer functions from H1 to VINS1, HINS2 and VINS2. The coupling
term that exhibits the worst performances is the one between H1 and VINS2. Indeed,
below 0.3 Hz, the controller doesn’t improve the isolation of the initial plant. Though, the
magnitude still remains below 10−5 so that it does not affect the performances achieved
with the diagonal terms. As before, the isolation increases with the excitation frequency
and reach 10−6. For the two other transfer functions, the magnitude of the closed-loop
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system is below 10−6 at low frequency and 10−7 at high frequency. The magnitude curve
of the controlled system is verified to be lower than 10−5 below 1 Hz and than 10−6 above
it for all the thirty-six transfer functions of the system.

To illustrate the isolation achieved by the active system, the same disturbance with a
frequency swept across the control bandwidth used in Sec. 5.2 is applied to the actuator
inputs to simulate ground motion. The graphs plotted in Fig. 44 are the time response
of the first horizontal inertial sensor obtained by applying the disturbance to its corre-
sponding horizontal actuator (H1). The response of the open-loop plant shows to have an
amplitude around the order of 10−4 and up to 10−3 around 30 s. This time corresponds to
the resonance of the isolator’s suspension mode between 1 Hz and 2 Hz. The response of
the closed-loop system is plotted separately for clarity. Its shape is significantly different
than the open-loop. Indeed, no resonances are to be seen around 1 Hz as these suspension
modes have been completely damped. Instead, the response’s maximum amplitude occurs
at the beginning of the excitation, hence at low frequency. It then decreases exponentially
with the excitation’s frequency. The amplitude peaks around 8 · 10−6 and decreases to
10−7 after 35 s.
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(b) Close up on the control-on system’s response

Figure 44: Time response of HINS1 to a sine disturbance logarithmically swept between
0.1 Hz and 10 Hz and with an amplitude of 1 µm applied to actuator H1. The control-off
(G) and control-on (sysLQG) systems are compared.

The same disturbance has been applied to the first vertical actuator V1 and the response
of its corresponding vertical inertial sensor output is displayed in Fig. 45. The open-loop
response is overall smaller than the horizontal response was when exciting its related actu-
ator. The amplitude is of the order of 10−4 with a peak around 3 ·10−4 appearing between
35 s and 40 s. This one corresponds to the vertical suspension modes of the isolator. The
amplitude of the vertical inertial sensor’s response in closed-loop is unsurprisingly lower
than that of the horizontal sensor. Again, it is greater at low frequency, with an amplitude
of 10−6, and drops to 10−7 at high frequency.
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(a) Control-off and control-on systems’ responses
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(b) Close up on the control-on system’s response

Figure 45: Time response of VINS1 to a sine disturbance logarithmically swept between
0.1 Hz and 10 Hz and with an amplitude of 1 µm applied to actuator V1. The control-off
(G) and control-on (sysLQG) systems are compared.

An actual ground motion disturbance impacts all the actuators instead of only one. Hence,
in order to address the performances of the active platform to ground motion-like per-
turbations, the swept sine signal is now applied to all the six actuators of the system.
The time response of the outputs measured by the inertial sensors are then studied. On
Fig. 46, the response of the three horizontal inertial sensors of the system with control-off
and control-on are compared.
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(b) Close up on the control-on system’s response

Figure 46: Time response of the three horizontal inertial sensors to a sine disturbance
logarithmically swept between 0.1 Hz and 10 Hz and with an amplitude of 1 µm applied
to the six actuators. The control-off (G) and control-on (sysLQG) systems are compared.

The results are very similar than when only one actuator is excited. The resonances of
the isolator’s suspension are still seen to occur around 1 Hz for the uncontrolled plant.
Though, it can be noticed that HINS2 and HINS3 have an amplitude of motion greater
by a factor 2 to 3 than HINS1. The motion amplitude is nevertheless bounded below
10−2 µm and decreases to 10−3 µm at the very ends of the control bandwidth. Despite
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the amplitude difference between the three sensors for the open-loop system, their motion
when in closed-loop are almost identical. They are the greatest at low frequency with an
amplitude order of 10−7 µm and rapidly decreases to 10−8 µm at high frequency.

Regarding the motion in the vertical direction, the time response of the three vertical
inertial sensors are shown in Fig. 47. Similarly to Fig. 45(a), the response’s amplitude
does not exceed 10−3 m with a peak around the resonance frequencies of the isolators’
vertical suspension modes. It is also the third sensor, VINS3, that exhibits the highest
amplitude at resonances whereas it is the opposite at low frequency. When the control
of the system is turned on, the three vertical sensors are subjected to the same motion
which is again higher at low frequency and gradually decreasing as the latter is increased.
The amplitude of their overall motion is limited below 8 · 10−6, just like the horizontal
inertial sensors.
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(b) Close up on the control-on system’s response

Figure 47: Time response of the three vertical inertial sensors to a sine disturbance
logarithmically swept between 0.1 Hz and 10 Hz and with an amplitude of 1 µm applied
to the six actuators. The control-off (G) and control-on (sysLQG) systems are compared.

To summarise, the controller allows to effectively decrease the horizontal and vertical
motion of the platform. And it decreases both motion to the same amplitude even though
the initial amplitude in the vertical direction is lower. Moreover, it is more efficient at
high frequency than low frequency. Indeed, the orders of magnitude of isolation achieved
are about one between 0.1 Hz and 1 Hz and two from 1 Hz to 10 Hz.
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7 Conclusion and future work
This last chapter presents first the final conclusion and then possible future work that
could be carried out to improve what has been developed in this thesis.

7.1 Conclusion

The objective of this work was to design a type of optimal controller, called a linear
quadratic Gaussian (LQG), for an existing hybrid isolation platform. To achieve this,
methods for passive and active isolation have first been reviewed. Then the theoretical
basis related to the active control of systems have been laid out. The concepts of transfer
function, linear quadratic regulator, state observer and Kalman filter were explained.

Next, the existing experimental platform for which the controller is designed have been in-
troduced. Some of its important components as the inertial sensors, the current amplifier
and the isolators have been further discussed. Afterwards, the plant’s model correspond-
ing to the experimental platform to be used for the control design has been described.
Some of its important features for controller design has been discussed. These are its sta-
bility, observability, and controllability. The last two guarantees the possibility to develop
this LQG controller. Some of its transfer function were also presented to learn about its
dynamic in open-loop.

Once all the tools to develop the controller were in hand, the design begun. As the plant’s
state cannot be measured directly, the first step was to design a state observer to recon-
struct its states from the sensors’ outputs. This has been done with the help of a Kalman
filter which takes into account the measurement and process noise present in the system
assuming they have a Gaussian distribution with zero mean. Analysis performed on the
observer showed that it was able to estimate the system’s states with an accuracy of 0.1 %
when the plant is excited at frequencies above 1 H. However its performances are reduced
in the low frequency part of the control bandwidth i.e. from 0.1 Hz to 1 Hz, where it only
has an accuracy of about 1 % for most of the states and drops to 10 % for a couple of them.

The second step is the LQR gain computation. The LQR is another type of optimal con-
troller which assumes perfect knowledge of all the system’s sates. That doesn’t happen in
real life application but when used with a state observer, it can achieve good control per-
formances. Bode plots picturing the performances of this controller were showed to give
insights on the possible performances of the LQG. The overall order of isolation achieved
by the LQR was 10−6 at low frequency and 10−7 at high frequency.

The state observer and LQR gain were then combined to form an LQG regulator to use as
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feedback in the control loop. In addition, a band pass filter to prevent the controller from
acting at frequencies for which it is not appropriate has been designed and implemented
in the loop. Finally a noise budgeting of the various noise sources present within the
system has been performed.

At last, the performances of the closed-loop system with LQG has been investigated.
To this end, a sine disturbance swept from 0.1 Hz to 10 Hz has been applied to the
six actuators to simulate ground vibration. The time response of the control-off and
control-on system have then been compared. From this analysis, it emerged that the
controller allows to increase the isolation performances of the platform by about one order
of magnitude between 0.1 Hz and 1 Hz and by two order of magnitudes from 1 Hz to 10 Hz.
Therefore, it can be concluded that this type of controller is appropriate to provide good
isolation performances to the experimental platform in the control bandwidth [0.1,10] Hz.

7.2 Future work

Several improvements perspectives arise from this work. First of all, this controller should
be implemented in practice to show its real experimental performances. From this study,
its shortcomings can be identified and then improved. For instance, one of the problem
is that the measurement noise covariance matrix of the observer has only been guessed.
As a result, it does not represent the actual noise inherent to the system. It must be
inferred from experimental tests on the platform. Also, the Kalman filtering techniques
used assumes a Gaussian distribution of the noise, limiting the representation of the actual
noises. Instead, other types of filter like the particle filter may be used to represent the
noise distribution as reliably as possible. Moreover, it has been mentioned that the high
pass filter introduces peaks in the transfer functions of the system between 10−3 and
10−2 Hz likely due to a poor phase margin at these frequencies. The parameters of the
controller can be tuned to attenuate this effect.
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