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1
Introduction1

Unmanned aerial systems (UASs) and unmanned aerial vehicles (UAVs), the latter being
commonly known as drones, are today’s main disruptive technology, and will continue to
dominate the future of flight. With their wide span of sizes and shapes, drones are extremely
versatile, offering a large variety of functions, in different areas, ranging from State and Public
applications, to Industrial ones, through Commercial, and even recreational ones, some of which
shown in figure 1.1.

Figure 1.1: Illustration of some of civil drone applications, with emphasis on (a) commercial
(Shutter2U/iStock), (b) industrial (Protek-Labo), (c) agronomic (Guide Drone), and (d) recre-
ational usages (Amazon). Sources last accessed on 27th May 2022.

Those drones offer various advantages, such as (i) a relative low cost, (ii) an arguably long
operating range, (iii) an increase in work productivity, and (iv) a reduced risk to human life in

1In the following, all images are used under the “fair use” licence.
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some situations, which led to their mass production and integration into military planning [1],
[2].

Despite their significant functional, technological, and economical benefits, UAVs pose regu-
lation and oversight challenges, primarily due to their dual-use: drones’ cheapness and user-
friendliness led that technology to nefarious usages. Indeed, terrorists have been dabbling with
drones for various purposes and with varying degrees of success for more than two decades
now: in 1994, a civilian minicopter initially intended for crop spraying was used in an attempt
to disperse sarin gas on Tokyo. Another, more recent, example involves the use of drones to
attempt murder on Venezuelan president Maduro in 2018. Even today, in the Russian-Ukraine
war, drones are being used extensively [3].

Other examples, presumably not terroristic, include several nuclear power plants overflights
in France [4] and Belgium [5], airport traffic disruption, privacy intrusion, and much more,
(non-exhaustive lists of such happenings can be found in [6] and [7], for example). All these
examples tend to converge to the same conclusion: States need regulations and means to enforce
them.

To mitigate, or even prevent, the possible risks posed by rogue drones, some regularisations
have been put into place by States [8]–[10], as well as regulation bodies, such as the European
union aviation safety agency (EASA) in Europe and the federal aviation administration (FAA)
in the United States of America. However, even with these regulation bodies, the enforcement of
these laws and regulations remains a challenge, hence the need for effective and efficient UASs
detection and neutralisation techniques, as the European research call ISFP-2020-AG-CUAS
“UAS Countermeasures” highlights.

Fortunately, with time, more and more solutions have been deployed to either detect, track,
and/or neutralise rogue flying systems. Some of those detection and tracking technology rely on
(i) acoustic [11]–[13], (ii) imaging [14]–[17], (iii) radio frequency (RF) [18]–[20], or (iv) hybrid
[21], [22] technologies, some of which are shown in figure 1.2. Regarding neutralisation, a

Figure 1.2: Different UAV monitoring techniques. Image from [23].

plethora of means and techniques exist, such as (i) electromagnetic pulses [24], [25], aimed at
damaging/destroying internal electronics of the targeted drone (ii) RF jamming and spoofing,
aimed at communication link disruption, (iii) projectiles and missiles, either guided or not, to
completely destroy the drone, and even (iv) prey birds [26], specially trained to attack enemy
drones. Some of these neutralisation techniques are shown in figure 1.3. Recently, the French
MC2-technologies company even developed FlyJam, a flying jamming platform claimed to be
efficient against 95% of commercial drones.

Scope
This master thesis is aimed at implementing a countermeasure to neutralise rogue UASs. Drones
usually have a preprogrammed flight route and use global navigation satellite systems (GNSS)
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Figure 1.3: Some of the possible neutralisation techniques, with emphasis on (a) electro-
magnetic pulse (image from Epirus Systems), (b) RF jamming (image showing the DroneGun
Tactical™ from DroneShield), (c) missile (image showing the Red Sky 2 Drone Defender System
by IMI Systems), and (d) eagle (as used by the French French Air Force) techniques. Sources
last accessed on 27th May 2022.

signals to follow that path, or are being manually piloted using a remote controller. In the
case of a preprogrammed flight trajectory without any feedback signal, the various detection
techniques cited previously can be used (excepted for passive RF spectrum analysis). On the
other hand, in case of a remotely-controlled drone, or if it transmits a video and/or positional
feedback, such signal can be spotted in the RF spectrum, and be acted upon.

This work focuses on the jamming, and subsequent disruption, of a communication link
between a drone and its remote controller, in a typical situation represented in figure 1.4. In
that figure, an external jammer disrupts the communication link between a transmitter (Tx) (a
remote controller in this case) and a receiver (Rx) (a drone in this work).

Tx
(remote controller)

Rx
(drone)communication

Jammer

Figure 1.4: Graphical representation of the communication link jamming between a Tx and a
Rx by means of a third party jammer.

Problem statement
As already stated, the aim of this thesis is to implement a UAS neutraliser by disrupting the
communication link existing between a rogue drone and its remote controller. This is achieved
by inspecting the RF spectrum. In this work, the targets communicate in the 2.4 GHz industrial,
scientific, and medical (ISM) band, chosen due to its widespread use amongst commercially
available and hobbyist UASs [27].
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Considering the wide range of applications using the considered frequency band, the developed
jamming technique should minimise its impact on non-targeted devices. This limits the
employable jamming techniques not only on an efficiency criterion, but also on its impact to
other applications. For example, so-called barrage and sweep jammers have less specificity than
protocol-aware jamming, hence are more prone to interact with untargeted devices.

Figure 1.4 shows a graphical representation of a protocol-aware jamming strategy, where
the jammer synchronises on the frequencies used for the communication between the Tx and
Rx, and emits enough energy at the desired moment so as to increase sufficiently the bit error
rate (BER), ultimately resulting in the UAV neutralisation. More precisely, considering the
widespread use of spread spectrum (SS) methods in controller-drone communications [28], [29],
focus on such method is placed.

Some drones use preprogrammed flight routes using GNSS, under which global positioning
system (GPS), global navigation satellite system (GLONASS), Galileo, or Beidou2, for which
there exist an extensive literature on jamming/anti-jamming [30]–[32]. The jamming and/or
takeover of such signals is out of scope for this work, as are the detection and neutralization of
possible video and telemetry information, which are all left as future prospective works.

Thesis overview
As Sun Tzu taught in his The Art of War : ‘ If you know the enemy and know yourself, you
need not fear the result of a hundred battles. If you know yourself but not the enemy, for every
victory gained you will also suffer a defeat. If you know neither the enemy nor yourself, you will
succumb in every battle. ’ [33], which, once transposed to this work, could be translated to
something like ‘ All drones can be defeated if their strengths, weaknesses, and operating modes
are known. Not understanding UASs will lead to unsuccessful countermeasures ’. By following
this principle, theoretical reminders are given in chapter 2. More specifically, some generalities
about drones are presented in section 2.1, with emphasis on their classification and on their
onboard hardware. The discussion is then extended to general telecommunication principles in
section 2.2, where all the necessary material and vocabulary is introduced to gain further insight
into the jammed link. Further exploring the communication link of interest, SS techniques are
exposed in section 2.3. Finally, section 2.4 discusses some of the existing jamming techniques.

The discussion continues in chapter 3, where both hardware and software platforms are
presented in section 3.1 and section 3.2, respectively. More specifically, generalities regarding
software defined radios (SDRs) are discussed in section 3.1.1, which are then transposed to the
device used in this work in section 3.1.2. In section 3.2, the software platform used to interface
the hardware is briefly presented.

Building upon the previous theoretical reminders, results for software implementation of
various jamming techniques presented in section 2.4 are presented in chapter 4. More precisely,
the experimental setup and signal characterisation are first presented in section 4.1. From there,
the implementation results for barrage, sweep, and reactive jammers are given in sections 4.2.1
to 4.2.3, respectively. Building upon the results, a conclusion with several possible prospective
works is given in chapter 5.

2Beidou is a Chinese GNSS consisting in a satellite constellation, initially functional for most part of the
Asia-Pacific region in December 2012.
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2
Background

2.1 Drone rudiments

2.1.1 General classification
UAVs can be operated remotely by a pilot, or autonomously, through different onboard computers
and navigation systems, to accomplish scores of missions. This wide variety of drone usages
implies a multiplicity of classification criteria: Defense and security UAV operators classification
(a NATO UAVs classification can be found in [34]) differs from ever-evolving civilian ones.
Despite the differences, drones can be classified based either on their size, range, type, number
of propellers, endurance, etc. An extensive classification review can be found in [35], while a
graphical representation of some of the possible classification criteria is shown in figure 2.1.

Figure 2.1: Some UAVs classification criteria, based either on (a) wings and rotors [23], or
(b) various other criteria [36] (“AGL” = Above Ground Level, “FL” = Flight Level).

The goal of this thesis not being to give an extensive overview of the various possible drone
classifications, no further discussion on that subject will be made.

2.1.2 Drone hardware and software rapid analysis
A drone can be seen as the interconnection of different interacting modules, such as (i) power
modules, responsible for power distribution to targeted devices, (ii) sensor module(s), responsible
for feedback provision on various drone parameters and further consequently acting, (iii) a
communication module, responsible for the interaction between the drone itself and external
devices (ground and/or navigation stations), and (iv) one or several control unit(s), used to
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link all the other modules together and ensure correct drone behaviour in various conditions.
A graphical, high-level, representation of those modules and their interconnection is shown in
figure 2.2. The aim of this work lying in the communication link disruption between a drone
and its controller, no extensive discussion on various modules will be given, although a concise
summary overview on some typical drone modules is given in the remainder of this section.

Control
Module(s)

Power
Module

Communication
Module

Sensor
Module

Figure 2.2: Graphical, high-level, representation of a typical UAV module interconnection.

Power module

The (analogue) power module is meant to provide regulated power, usually from a lithium-
polymer (LiPo) battery due to their high energy density for a given weight, as well as current
and battery status monitoring, to the flight controller. Those information sent to the controller
will in turn allow for triggering failsafe warning and other actions in case of a low battery level.

Power modules usually include a backup battery system for increased UAV reliability and (po-
tentially) autonomy. Some drones with advanced power systems implement a power distribution
system, allowing to modulate the power withdrawal per the motor and payload requirements
[37].

Sensor module

As already stated, drone application span is very large, hence a possibly large set of embedded
sensors. Whereas some are mission-specific, others are mandatory for good drone behaviour,
such as (i) electronic speed controllers (ESCs), aimed at regulating the propellers rotation speed,
(ii) gyroscopes, used to acquire information about the drone orientation, (iii) accelerometers,
serving various purposes such as drone orientation evaluation, and feedback provision on
environmental factors (such as wind, for example), (iv) a combination of accelerometers and
gyroscopes (with magnetometers) into a single device known as an inertial measurement unit
(IMU) (the two previous sensors are combined into a new one to correct their weaknesses, i.e.
short-term noise for accelerometers and long-time drift of gyroscopes), and (v) a compass, used
by the drone to know its trajectory and orientation.
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Control module

The control module can be seen as the brain of the drone, serving a plethora of different
functionalities, from which the most fundamental is, unsurprisingly, to control the drone
behaviour. By acquiring and fusing information returned by various onboard sensors, the
controller is able to calculate the desired rotation speed for the propeller(s), send it to the ESCs,
which translates that request into a motor-friendly format.

All the computations, information acquiring and fusing, and drone safety and durability
evaluation, are made in software. Various controller types, linear or not depending on the drone
type, can be used, such as proportional, integral, and derivative (PID), neural network (NN),
sliding mode control (SMC), nonlinear disturbance observer (NDO), amongst others [38].

Communication module

Whether the drone operates autonomously or not, a certain communication with a remote
station is required. The communication usually take place in free ISM bands, such as those at
2.4 and 5.7 GHz [39], through the use of antennas of various types and geometries.

The goal of the communication module is precisely to ensure that communication is effective
and efficient, and implements various ways to achieve its goal. One of these methods consists in
“hiding” narrowband information in a much wider bandwidth, known as SS technique, discussed
more thoughtfully in section 2.3.

2.2 Telecommunication rudiments
The goal of this thesis being to disrupt a communication link, an introduction to digital
telecommunication seems appropriate. A communication chain from information source to
information sink is shown in figure 2.3, where a distinction between optional and essential blocks
is made. Some of those blocks will now be presented and briefly discussed.

Formatting and baseband modulation

First, a source produces information which is formatted into a format suitable for digital
treatment, assuring compatibility between the information and the signal processing steps within
the communication system. Depending on the nature of the information produced by the source,
different steps have to be undertaken, as shown in figure 2.4: digital information bypasses the
formatting block, while textual information has to first be encoded before transmission, and
analogue signals first have to be sampled and quantized, prior to any encoding.

The information is conveyed as a bit stream through the other blocks, up to the modulation
part, where the message symbols (or channel symbols if channel coding is used) are converted
to channel-compatible waveforms, i.e. waveforms compatible with constraints imposed by the
channel. Depending on whether the modulation is applied to binary or non-binary symbols, the
resulting waveform is called either pulse-coded modulation (PCM) (various possibilities being
shown in figure 2.5) or M -ary pulse-modulation waveform, respectively. It should be noted
that PCM waveforms requiring only two levels are particular cases of M -ary pulse-modulation
waveforms (with M = 2).
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Figure 2.3: Block diagram view of signal flow between an information source and sink,
through transmitter and receiver (with intermediate signal processing steps), of a typical digital
communication system. Image from [40].
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Figure 2.4: Formatting and transmitting of baseband signals. Image adapted from [40].

Bandpass modulation

After pulse modulation, each message or channel symbol is represented by a baseband waveform
gi(t) (i = 1, . . . ,M), which then goes through a bandpass modulation block, transforming the
pulse-like waveforms into medium-friendly signals, i.e. baseband pulse-like waveforms are
converted into bandpass waveforms si(t) (i = 1, . . . ,M), obtained by modulating a carrier wave
by the shaped pulses.

In RF communications, the bandpass waveform si(t) can be written as a sinusoid, i.e. under
the form si(t) = A(t) sin [2πf(t)t+ θ(t)], where A(t), f(t), and θ(t) represent the instantaneous
amplitude, frequency, and phase, respectively, hence three different physical characteristics of
the wave can be altered to convey information. Depending whether the information is placed on
the amplitude, frequency, or phase, the bandpass modulation format is known as amplitude
shift keying (ASK), frequency shift keying (FSK), or phase shift keying (PSK), respectively,
and are shown in figure 2.6 for the bitstream 10110. More formally, a bandpass waveform s(t)
can be written under the form

s(t) = Re
{
ψ[m(t)]ej(2πfct+φc)

}
, (2.1)

where fc and φc are carrier parameters, j is the complex number such that j2 = −1, and where
Re {·} represents the real-part operator. The form of the complex function ψ[m(t)], related to
the modulating signal m(t) (i.e. the information-bearing signal), defines the type of modulation:
in the case where ψ[m(t)] is a linear function of m(t), the modulation is called linear, whereas if
ψ[m(t)] takes the form ejφ[m(t)], with φ[m(t)] being a linear function of m(t), the modulation is
of angular type. The expression appearing in (2.1) can be further decomposed into a real an an
imaginary part, i.e.

s(t) = Re
{
ψ[m(t)]ej(2πfct+φc)

}
= ψI [m(t)] cos (2πfct+ φc) − ψQ[m(t)] sin (2πfct+ φc),

known as IQ, or quadrature, decomposition. Before the signal is send in the channel, it has to
be filtered so as to (i) exhibit a finite duration, commensurate with the symbol duration Ts, and
(ii) reduce intersymbol interference (ISI), possibly resulting in a signal corruption. In the case
of a binary FSK signal, the information is encoded onto the frequency of the signal, and can be
written under the form m(t) = ∑

k∈Z akgk(t− kTs), where ak are the bits representation, and
where the shapefunctions gk(·) are usually the same for all symbols, i.e. gk(·) → g(·).
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Figure 2.5: Various PCM possible waveforms, for binary symbols having period T . Image
from [40].
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Figure 2.6: Time representation of amplitude, frequency, and phase shift keying for the 10110
bitstream. Image from [41].

Channel transmission and demodulator input

As the signal si(t) propagates from the transmitter, through the channel, up to the receiver, it
undergoes a series of perturbations, so that the received signal ri(t) reads

ri(t) = si(t) ⊗ h(t) + n(t) (i = 1, . . . ,M),

where h(t) = ht(t) ⊗ hc(t) ⊗ hr(t) is the complete system’s impulse response, consisting of the
combination of the transmitter’s filter impulse response ht(t), the channel’s impulse response
hc(t), and the demodulator’s impulse response hr(t), n(t) is noise (usually additive white
Gaussian noise (AWGN)), and ⊗ is the convolution operator. The principal idea of a jammer
is to increase the noise n(t), so that the received waveform is too different from the sent one,
leading to an incorrect communication between transmitter and receiver or, stated otherwise,
increase the BER above the understanding threshold. This idea comes from the discovery by
Claude Shannon in 1948 that the maximum capacity C of a channel, in terms of information
bits per second, was linked to the signal-to-noise ratio (SNR) through the relation [42]

C = B log2

(
1 + PS

PN

)
= B log2

(
1 + EbRb

N0B

)
, (2.2)

where B represents the channel’s bandwidth, PS and PN the signal and noise powers, respectively,
Eb and Rb the energy per bit and the bitrate, respectively, and N0 the power spectral density of
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Figure 2.7: Model of a spread spectrum digital communication system, where the pseudorandom
pattern generator has to generate the same values at the emitter and receiver, at the right time.
Image adapted from [48].

the AWGN. Per (2.2), irrespective of system’s nature (be it analogue or digital), increasing the
noise level (or, equivalently, the noise power PN ) reduces the channel capacity, meaning that all
excess information with respect to C is lost for the receiver, hence a bigger BER.

2.3 Spread spectrum
Originally developed in 1941 to remotely control dirigible crafts, such as torpedoes [43], spread
spectrum techniques are now ubiquitous in communication systems [44]–[46]. Such techniques
can be decomposed in two main families, namely direct sequence spread spectrum (DSSS) and
frequency hopping spread spectrum (FHSS), the last one being subdivided into slow frequency
hopping spread spectrum (SFHSS) and fast frequency hopping spread spectrum (FFHSS). No
matter the technique used, the general idea is to spread the message to be sent over a bandwidth
much bigger than the information rate, expressed in bit s−1.

The goal of such spectrum spreading techniques is manyfold, and consists in (i) combating
detrimental effects of interference due to jamming, channel sharing, and multipath fading,
(ii) hiding the signal by transmitting it at low power, making it difficult for an external listener
to discriminate between the message and the background noise (in case of DSSS), or rapidly
switching the carrier frequency, swiftly avoiding detrimental spectral bands (in case of FHSS),
and (iii) achieving message privacy in the presence of other listeners. Consequently, in a
seven-layer open systems interconnection (OSI) model, SS techniques can be seen as a layer 0
(PHY layer) encryption method [47].

The last point, message secrecy, is obtained by introducing unpredictability or (pseudo)-
randomness in each of the transmitted coded signal waveforms known to, and hopefully only to,
the intended receiver. A general, high-level, view of such spread spectrum digital communication
system is shown in figure 2.7, where the pseudorandom pattern generator at the modulator and
demodulator sides must generate the same pattern, at the right time 1. The pseudorandom
sequence is usually generated by the output of a feedback shift register, or by combining the
outputs of feedback shift registers.

The working principle between DSSS and FHSS being different, the hardware underlying
these principles must also be, at least partially, different. These differences are schematically
shown in figure 2.8, where it is seen that for DSSS the pseudorandom pattern is directly applied
onto the message before further treatment, while for FHSS it is fed to a numerically controlled
oscillator (NCO), generating a pseudorandom carrier frequency. From that figure, it is now

1Here, "at the right time" means that the receiver must implement some code synchronisation mechanism,
usually split into code acquisition and tracking operations, to precisely or nearly coincide with the instant where
the signal was emitted by the emitter. If the signal at the receiver does not coincide more or less precisely
with what was emitted by the emitter, the resulting misalignment would result in a decreased receiver-signal
amplitude, the amount of which would correspond to the autocorrelation function of the signal.
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Figure 2.8: Main principle behind (a) DSSS, and (b) FHSS communication-enabling hardware.
Images adapted from [49].

(a) Tx (b) Rx

Figure 2.9: Graphical representation of the desired signal and interference spectra of a DSSS
transmission method at (a) the output of the wideband modulator on the transmitter side, and
(b) the demodulator input on the receiver side. Images from [50].

clear that the concept behind DSSS is spectral spreading, as the input and random pattern
multiplication yields a much broader spectrum than that of the sole input, while the working
principle behind FHSS is avoidance, as the result of the random number application on the
NCO results in a carrier change, allowing the signal to quickly change from an unfavourable
frequency band to a better one. In the following, some more precise discussion about direct
sequence spreading and frequency hopping is given.

2.3.1 Direct sequence spread spectrum
The general principle of a DSSS transmitter was shown in figure 2.8a, which highlights the
mixing principle between a high-rate pseudorandom spreading sequence and a lower-rate code
symbol sequence, resulting in a higher-bandwidth transmitted signal (compared to that of the
sole code symbol sequence). At the receiver, mixing the received signal (useful signal + noise)
allows to retrieve the narrowband sent message, as well as decrease the noise importance. The
spreading and despreading operations are both shown in figure 2.9, form which it is clear that
the noise effect is limited by the spreading. By further implementing some sort of envelope or
energy detection mechanism, the noise can be separated from the message, which can then be
further interpreted by the receiver and perform the corresponding action.

2.3.2 Frequency hopping spread spectrum
The general principle of a FHSS transmitter was shown in figure 2.8b, which highlight the fact that
a pseudorandom number is fed to a controlled oscillator, producing a certain carrier frequency.
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The sequence of carrier frequencies produced by such a system is known as the frequency-
hopping pattern, and if M different carrier frequencies are possible, the set {f1, . . . , fM} is
known as the hopset. The rate at which the carrier frequency is changed is the hop rate, and
the frequency band over which the hopping is possible is the hopping band, which includes M
frequency channels (or simply channels). A graphical representation of those concepts is shown
in figure 2.10, for a system in which the hopping band and each channel have a bandwidth of W

Figure 2.10: Graphical representation of a typical FHSS spectrograph, where the hopping
band and each channel have a bandwidth represented by W and B, respectively, and where the
carrier changes every Th second, the hopping time. Image from [50].

and B, respectively, and where the hopping time (i.e. the elapsed time before carrier switching)
is Th. Once again, implementing some sort of energy detector, together with all the required
decoding and demodulation, at the receiver allows to retrieve the message given that the right
carrier frequency is known.

Frequency hopping techniques may be classified as either fast or slow. In the case of fast
hopping, each information symbol is transmitted by multiple frequency hops, while slow hopping
ensues if one or more information symbols are transmitted between each hop. Slow and fast
hopping are schematically represented in figure 2.11 (with data encoded as a binary NRZ signal),
where a symbol is constituted by four bits in the case of slow hopping, and where four hops per
bit are used in the case of fast hopping.

2.4 Jamming techniques
Adversarial parties in a secure telecommunication problem can be split in two different groups,
namely passive or active. The former, called eavesdroppers (or wiretappers), intercept and
overhear the communication, while the later, called jammers, manipulate the message and/or
transmission medium, with the objective of denying communication over a RF link. By emitting
enough power, the jammer ensures the intended message receiver cannot understand requests,
leaving it unable to operate properly. In this work, only jammers will be considered, with focus
on barrage, tone, sweep, and reactive jammers, shown in figure 2.12.

Jamming approximately 30% or more of a voice communication results in a significant
intelligibility degradation, ultimately leading to communication disruption [52]. In case of coded
or uncoded digital communication, jamming substantially less than 30% of the signals delivers
quite satisfactory results in terms of BER, and serves as a reasonable threshold.
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(a) Slow FHSS (b) Fast FHSS

Figure 2.11: Channel structure of (a) slow, and (b) fast frequency hopping systems, where
each bit lasts for a time Tb, and a hop occurs every Th. Images from [51].

2.4.1 Barrage jamming
The principle of barrage jammers is to place noise energy across a given bandwidth of the
frequency spectrum used by the targeted communication system, with a 100% duty cycle, as
shown in figure 2.12a.

Barrage jamming was shown game and information-theoretically to deliver the best jamming
performance in the absence of prior knowledge on the targeted signal (hence theoretically
effective against all transmission means) [53], the downside being that non-targeted devices are
also affected. Moreover, the method suffers from high energy requirement, and high detection
probability (detrimental in most cases, as its detection could result in countermeasures such as
communication adaptation, or even jammer integrity menacing manoeuvres). Spread spectrum
techniques, discussed previously in section 2.3, were designed to increase jamming resistance,
making barrage jamming inefficient against such information transmission means until jamming
margin is overcome.

2.4.2 (Multi)tone jamming
A (multi)tone jammer uses one or more strategically placed tones, the number and placement
of which affect jammer performances. A typical configuration of a N -tone jammer is shown in
figure 2.12b, for which the tone signal takes the form [54]

J(t) =
√

2PJ

N

N∑
i=1

cos (2πfit+ ϕi),

where PJ is the jammer power, fi the frequency of the i-th jamming tone, and ϕi the phase
difference between the i-th jamming tone and the carrier of the hopping frequency slot.

As shown in [51], monotone jamming is ineffective against FHSS systems, be it slow or fast.
The case of multitone is more involved and depends on the number and placement of tones, as
well as type of FHSS. In case of DSSS communication, (multi)tone jamming could be efficient,
under the condition that the processing margin at the receiver (defined as the ratio between
the modulated and original data signal bandwidths) is overcome, in combination with judicious
choice of tone(s) placement.
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Figure 2.12: Different jamming strategies, with (a) barrage, (b) (multi)tone, (c) sweep, and
(d) reactive jammers.

2.4.3 Sweep jamming

Sweep jamming, schematically shown in figure 2.12c, consists in a combination of barrage and
tone jamming, as a relatively narrowband signal is swept periodically across a targeted frequency
band. At any time, the jammer is centred on a specific frequency, and only a narrow spectral
region around that frequency is perturbed. The signal being swept, a broad range of frequencies
can be covered in a short amount of time.

The net effect of the sweep is similar to that of a barrage jammer, except that the full jammer
power can be concentrated in a narrowband channel. It is also possible to split the jamming
strategy and avoid certain bands that might be used by other devices, but such an approach
necessitate a certain level of intelligence on the receiver, as the timing should be tailored to
ensure the right receiver’s dwell time.

The jamming signal can be written under the form

J(t) = PJ cos [2πf(t)t+ ϕ],

where the instantaneous frequency can be written under the form f(t) = fstart + fstop−fstart
Tsweep

,
where Tsweep is the period of the sweep, and fstart and fstop are the two extremal frequencies of
the sweep set.

2.4.4 Reactive jamming

Reactive jamming, known under various other names such as protocol-aware jamming, follower
jammer, or correlated jammer, is schematically shown in figure 2.12d. Multiple implementations
exist, allowing to synchronise the jammer on the targeted signal, hence achieving efficient
jamming, both in terms of achievable BER and power consumption.
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Real-world realisations of protocol-aware jammers have been greatly facilitated by the evolution
towards SDR systems (further discussed in section 3.1.1), driven by the demand for more flexible
and reconfigurable radio systems, as well as the evolution of the enabling technologies, such
as analogue-to-digital converters (ADCs), digital-to-analogue converters (DACs), and field
programmable gate arrays (FPGAs) [55]. The flexibility and reconfiguration opportunities of
SDRs allowed the development of cognitive radios, i.e. environment-aware systems able to adapt
to their surroundings, in which spectrum sensing is crucial.

Despite its supposedly advantages on many aspects with respect to other types of jammers,
some limitations still exist. Considering a FHSS signal to be jammed, physics limit the operating
range of the jammer: the additional required time for the signal to reach the jammer, be
processed and re-emitted, compared to the time needed for the signal to transit directly from
transmitter to the intended receiver, imposes the the jammer to be inside an ellipse (with the
Tx and Rx at its loci) to be effective [56].
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3
Hardware and software platforms

The implementation of the jammers presented in section 2.4, together with the ability to
configure an arbitrarily high number of times their parameters, requires both flexibility and
robustness. Fortunately, SDR systems offers the perfect combination of both requirements with
cost, making them ideal platforms to implement and test jammers in real-world applications.
In the following, the enabling hardware and software platform allowing jammer realisation are
presented.

3.1 Hardware platform

3.1.1 Software Defined Radio
Radios have considerably evolved over time, from the early designs consisting of a tuned antenna
and a diode detector (used for Morse code transmission), to the most up-to-date configurations
where most of the processing is done digitally through digital signal processing (DSP) techniques.
The transition from analogue information treatment, through hardware, to mostly digital
treatment, through software, allowed improvements regarding flexibility, cost effectiveness, hence
powerfulness, of SDRs systems [57].

Basics of telecommunication were exposed in section 2.2, where the transmitter and receiver
have to deal with well-known signals qua bandwidth, modulation, and carrier frequency. Remov-
ing those constraints would allow for universal adaptive platforms, in which a single transmitter
would be able to deal with all type of signals, irrespective of their bandwidth, modulation and
carrier frequency, without changing its hardware composition. This objective can be realised by
moving the digitalization as close to the antenna as possible, as shown in figure 3.1 for a typical
radio receiver (the transmitter being the exact dual).

Today, modern SDRs implement any necessary cryptography, forward error correction (FEC)
coding, as well as source coding, along with various other DSP functionnalities. A more
detailled block-diagram vue of a basic SDR hardware platfom than that presented in figure 3.1 is
shown in figure 3.2, where all the necessary components to define carrier frequency, bandwidth,
modulation, and possibly coding in software is displayed. The figure also highlights the point
that a SDR consists of two main “blocks”, namely an analogue front end, dealing with all signal
acquisition steps, and a digital back end, performing all signal processing steps.

Depending on its operating mode, the modem (modulation/demodulation) block in the device
receives signals, synthesizes them, or do both for a full duplex radio. In receiver mode, the
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Figure 3.1: High-level block diagram representation of the possible places where digitalization
can occur in a typical radio receiver. Image adapted from [58].

Figure 3.2: Basic SDR hardware platform, with enough components to define carrier frequency,
bandwidth, modulation, and possible coding in software. Image from [59].

modem heterodynes the carrier frequency of the desired signal to a specific frequency, and filters
it, allowing spurious signals removal. From there, the signal is (possibly) despread, refiltered so
as to ensure commensuration with the information bandwidth, and time-aligned to the desired
baud rate, ensuring feasible successfull demodulation. A generalized radio receiver designed
for digital system is shown in figure 3.3, where the sampling process for DSP can be placed at
several location, as shown previously in figure 3.1, without dramatic performance degradation.

Figure 3.3: Bloc diagram representation of a generalized radio receiver designed for digital
systems. Image from [59].

The transmitter mode is receiver’s mode dual, and was illustrated in figure 2.3: information
bitstreams are grouped into packets, to which redunduncy is often added (for error correction
purposes), generates symbols, to which waveforms are associated and synthetized, filters it so
as to fit the transmission channel, and possibly spreads it (typically through SS methods, as
exposed in sections 2.3.1 and 2.3.2).
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3.1.2 LimeSDR
In this work, the LimeSDR, a low-cost and open-source SDR platform, is used as target
architecture. Developed by Lime Microsystems, it features a LMS7002SM MIMO RF transceiver
chip, an Altera Cyclone IV EP4CE40F23 FPGA, a Cypress USB 3.0 CYUSB3014-BZXC controller,
10 U.FL connectors, an a lot more, as shown in figure 3.4. The continuous coverage of the 100

LMS7002M

FPGA

RX

TX

USB 3.0 Controller

External DC Power Jack

T Sensor

Figure 3.4: The LimeSDR platform, with some of its components highlighted.

kHz - 3.8 GHz RF frequency range, combined with its 61.44 MHz bandwidth, makes it a good
candidate for 2.4 GHz ISM band jamming, even though a full 83.5 MHz bandwidth coverage
would have been mandatory to ensure full band coverage.

The internal structure of the FPRF LMS7002SM multiple input multiple output (MIMO)
transceiver integrated circuit (IC) is shown in figure 3.5a, where its dual topology is highlighted,
together with the transmission and reception parts, on top and bottom half of the figure,
respectively, and serial peripheral interface (SPI) data exchange between the microcontroller
and various peripherals. The transmission chain first gets samples from the FPGA, processes
them, converts them to the analogue domain, before filtering, amplifying, and mixing them
with a carrier frequency. The reception chain mainly performs the same operations in reverse
order, with the notable exception that the input signal undergoes a preselection, based on its
frequency span, with three possible outcomes: depending whether the bandwidth is low, high,
or wideband, the analogue paths are different.

A more formal description of the different transmit/receive stages can be described based
on figure 3.5b. In transmission, IQ DAC data samples are passed from the baseband processor
to the transceiver, via the LimeLight™ digital IQ interface. Samples are then preprocessed
in the digital transceiver signal processor (TSP) to reduce distorsion, and further applied to
the on-chip transmit DACs, generating analog IQ signals, which are then filtered by transmit
low-pass filters and mixed with phase-locked loops (PLLs) outputs, yielding modulated RF
signals, which are then amplified, and finally sent into the communication channel.

In reception, three possible inputs, each provided with their own low-noise amplifiers (LNAs),
optimised for narrow or wideband operation, are heterodyned to baseband thanks to PLLs.
From there, signals are possible re-amplified and low-pass filtered to remove possible aliases. IQ
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(a) High-level (from [60]) (b) Lower-level (from [61])

Figure 3.5: Block diagram representation of the FPRF LMS7002SM MIMO transceiver, high-
lighting its dual topology.

input samples are further passed through another amplifying stage, and DC-filtered to avoid
saturation and preserve receiver ADCs dynamic range. The analog signals are then passed on to
on-chip ADCs, and further transferred to the TSP„ from which the resulting signals are passed
to the baseband processor via the LimeLight™ interface. Zoomed-in views of the TSP internal
functionning for both receive and transmit operating modes are shown in figure 3.6, where the
upper rectangle corresponds to a reception (RXTSP) and the lower to a reception (TXTSP) mode,
and which shows that both modes are similar.

From figure 3.6, it appears that the Rx and Tx parts of the transceiver feature a decimation
and interpolation block, respectively. Those rate-modifying blocks are crucial parts of SDRs,
as they allow for multiple signals with arbitrary bandwidths and center frequencies to be
correctly processed inside the radio device [58]. In addition to decimation and interpolation,
some coefficient-programmable general purpose finite impulse response filters are present in the
Rx and Tx parts, serving various purposes: for transmission, one filter could be used as a phase
equalizer, one to flatten the amplitude response of the low-pass filter, and the last one to further
enhance channel filtering1. Possible applications of reception filters are similar to transmission
ones.

3.2 Software platform
Based on the general concepts introduced in section 3.1.1, as well as the acronym “SDR” meaning,
the behaviour of a SDR can be software-parametrized. Different software radio development
kit exist, such as (i) LabView, a licensed program developed by National Instrument, widely
used with USRPs, (ii) Matlab and Simulink, for which some free packages can be downloaded,
and used in combination with (paying) other packages, (iii) GNU Radio, a free and open-source
software development toolkit that can be used both with or without external hardware, and
(iv) many others. In addition to those toolkits, some SDR manufacturers propose their own
packages, as is the case for Lime Microsystems: with the free and open-source Lime Suite,
users have access to a collection of software supporting several hardware platforms, including

1If phase equalization is not required, only one filter could be used, reducing delays introduced by the filters.
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Figure 3.6: Zoomed-in view of the LMS7002M transceiver signal processor, for both receive and
transmit modes. Image adapted from [61].
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the LimeSDR, drivers for the LMS7002M RF MIMO transceiver IC, as well as other tools for
developing with LMS7-based harware. In the following, only the GNU Radio software development
toolkit will be considered.

3.2.1 Introduction to GNU Radio
GNU Radio is an open-source software toolkit founded in 1998 by Eric Blossom. The combination
of signal processing blocks with external RF hardware allows for the complete development of
SDR applications ,explaining its popularity amongst researchers, industry, hobbyists, etc. Per
its documentation, last accessed on 11th May 2022, GNU Radio is cross-platform, but running
it on a Linux distribution is advised.

GNU Radio consists of two principal entities, namely blocks and flowgraphs, the latter being
the result of the former interconnection. Blocks are structured to have a certain number of
input, output, and possible message ports, and perform signal processing functions. They can
be categorised as either source, sink, or filter, depending on their behaviour: sources do not
have input ports, sinks do not have output ports, and filters are all the possible in-between
components.

Some existing blocks, such as modulation/demodulation techniques, filters, signal sources, etc.
are integrated within GNU Radio, but the user is free to implement and add new components
inside its application.

To maximise code modularity, flowgraphs are created either as hierarchical or top blocks:
hierarchical blocks contain a certain number of input/output ports, can take parameters, and
their behaviour is forwarded to their parent class through an init() method. Top blocks, on the
other hand, are top-level graphs containing all the other flowgraphs, and have no input/output
ports. Based on that terminology, all signal processing blocks are connected within hierarchical
blocks, themselves embedded in a top block.

Blocks communicate with each other by exchanging data streams, where each stream having
its own type. To ensure block compatibility, the data types for the output of one block connected
to the input of an other one must match, and be either of type (i) bits, (ii) integer, (iii) float, or
(iv) complex.

3.2.2 Introduction to GNU Radio Companion
In order to avoid to have to dive constantly in potentially long code, GNU Radio comes with a
graphical user interface known as GNU Radio Companion (GRC). At flowgraph creation, the
Options window and samp_rate variable are automatically added. The variable samp_rate
is initialised at 32000, and the Options windows features various fields, such as Title, Output
Language, Generate Options, etc. Once the flowgraph is run inside GRC, a file with the extension
corresponding to the selected Output Language is created, the name of which is given by the Id
field inside the Options window.

A typical flowgraph created inside GRC is shown in figure 3.7a, where a FSK emitter
and receiver are illustrated. As can be seen, interconnected blocks have matching colours
regarding inputs and outputs, in good agreement with the explanation provided in section 3.2.1.
Fortunately, the matching is eased in GRC through the use of a colour code, illustrated in
figure 3.7b.
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From figure 3.7a, it appears a typical flowgraph can implement different functionalities in
the same file, one bloc output can be connected to several blocks input, and Async Message
ports can be left empty without compilation error. It should however be noted that a given
input port cannot accept several connections.

(a) FSK emitter and receiver (b) GRC coulour code

Figure 3.7: GNU Radio Companion flowgraph example with matching colour code.
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4
Results

This section is concerned with practical jammers implementation on the hardware platform
presented in section 3.1.2, through the use of GNU Radio, presented in section 3.2.2. First,
experimental setup and system characterization are presented in section 4.1, on the basis of
which a discussion on jammers implementation is given in section 4.2. In that part, a brute
force barrage jammers is first considered, with some theoretical considerations regarding the
required power to reach effective jamming. The discussion is then extended to a sweep jammer,
and a reactive jammer, for which the various constituting building blocks are presented and
briefly described.

4.1 Experimental conditions
The experimental conditions in which the various jammers were tested in shown in figure 4.1,
from which it appears that the Tx is a Taranis X9D Plus 2019, the Rx is a FrSky X8R telemetry

Remote

Computer

X8R

Yagi-Uda Isotropic

Lime SDR

Figure 4.1: Experimental setup, showing the computer, the Lime SDR, and the antennas
configuration to test various jammers.

27



receiver, and that two different antennas are used: one isotropic for signal reception, and one
directional, directed towards the receiver. A preliminary spectrum analysis shown in figure 4.2
performed thanks to a ZNL3 vector network analyzer (VNA) from Rohde & Schwarz, allows

Figure 4.2: Frequency representation of the communication between the Taranis X9D Plus
2019 remote controller and the FrSky X8R receiver, highlighting a FHSS-like information
transmission.

to see that the communication between the remote controller and the receiver lies in the 2.4
GHz ISM band, with a FHSS transmission for which the hopset consists of approximately 50
channels, some of which not used (probably reserved for various purposes, such as firmware
updates and return signal strength information (RSSI)-sending operations). To further get
information on the signal’s modulation, the Lime SDR presented in section 3.1.2 can be used.
Fixing its sample sample rate to 60 Msample s−1, time and frequency representations of the
signals are shown in figures 4.3a and 4.3b, respectively. From figure 4.3a, it appears that the
signals follow an IQ 2-FSK modulation. The spectrogram shown in figure 4.3b further confirms
the use of FHSS to transmit the modulated signals. The maximum bandwidth of the Lime SDR
being 61.44 MHz, the full 83.5 MHz-wide band of interest could not be covered in its entirety,
hence the hopping time could not be determined. Moreover, to discriminate between slow and
fast frequency hopping, a packet analyser should have been used.

4.2 Jammers implementation
The results obtained by a GNU Radio implementation of the techniques exposed in sections 2.4.1,
2.4.3 and 2.4.4 are now presented. For the barrage jammer, a feasibility analysis, based on
simple arguments, is performed prior to software implementation. Regarding the sweep jammer,
only a brief discussion is made, given its ineffectiveness against FHSS systems. For the reactive
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(a) time representation (b) spectrogram

Figure 4.3: Time and frequency representations of the signals send from the remote controller
to the drone receiver.

jammer, the various blocks are presented, with a discussion of the implementation and results
of the various blocks taken independently from one another, when appropriated.

4.2.1 Barrage jammer
The power factor being critical for a jammer implementation (a forciori for a drone-mounted one)
points towards the realisation of a feasibility analysis study prior to any practical elaboration.
Such a study can be made through the Friis equation, relating received power to other quantities.
More precisely, the power received at Rx, denoted PRX, as a function of its antenna gain GRX,
its distance to a Tx, denoted rTX,RX, emitting a power PTX, thanks to an antenna presenting a
gain GTX, is given by [62]

PRX = GRXGTXPTX
1

L(TX,RX)
FS L(TX,RX)

M

(
λ

4πrTX,RX

)2

, (4.1)

where λ represents the wavelength of the emitted signal, and where L(TX,RX)
FS and L(TX,RX)

M are
path and other miscellaneous losses (including fading, polarisation mismatch, body losses, etc.)
between Rx and Tx. Focusing on the real power a system must emit to reach a radiated power
PTX, denoted WTX, the budget link takes the form

ηRXWRX = GRXGTXηTXWTX
1

L(TX,RX)
FS L(TX,RX)

M

(
λ

4πrTX,RX

)2

,

where emission and reception circuit efficiencies are represented by ηTX and ηRX, respectively.

The studied configuration is schematically shown in figure 4.4, where the receiver is the drone,
and the two transmitters TX1 and TX2 are the drone’s controller and the jammer, respectively.
Knowing that TX1 emits in the 2.4 GHz ISM band, the Belgian institute for postal services
and telecommunications (BIPT), i.e. the regulating body in Belgium for matters linked to
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TX1
(remote controller)

RX
(drone)

TX2
(jammer)

rTX2,RX

rTX1,RX

Figure 4.4: Schematic representation of the studied configuration, in which a jammer TX2
has to perturb the communication link between a remote controller TX1 and a drone RX. The
distance between objects a and b is denoted by ra,b.

telecommunications, imposes a maximum mean effective isotropic radiated power (EIRP) of 20
dBm, meaning that PTX1 = 20 dBm is considered in the following. Reexpressing the received
power in dBm yields

PRX [dBm] = GRX [dBi] + GTX1 [dBi] + PTX1 [dBm] − L(TX1,RX)
FS [dB]−L(TX1,RX)

M [dB]

+ 20 log10

(
λ

4πrTX1,RX

)
,

= GRX [dBi] + GTX1 [dBi] + 20 [dBm] − L(TX1,RX)
FS [dB]−L(TX1,RX)

M [dB]

+ 20 log10

(
λ

4πrTX1,RX

)
.

(4.2)

To reach the same (or greater) amount of power, considering that the communication between
the remote and the drone is effective under a SNR of SNR [dB], the jammer TX2 will have to
radiate a power PTX2 [dBm] ≥ PRX [dBm] − SNR [dB]. Combining that constraint with (4.2)
yields

PTX2 [dBm] ≥ GRX [dBi] + GTX1 [dBi] + 20 [dBm]−L(TX1,RX)
FS [dB] − L(TX1,RX)

M [dB]

+ 20 log10

(
λ

4πrTX1,RX

)
− SNR [dB].

(4.3)

Since the losses L(TX2,RX)
FS and L(TX2,RX)

M can be different from those between TX1 and RX, the
combination of (4.3) with (4.1) allows for the determination of a proportional distance relation
reading (

rTX1,RX

rTX2,RX

)2

≥ GTX1

GTX2

100L(TX2,RX)
FS L(TX2,RX)

M

SNRL(TX1,RX)
FS L(TX1,RX)

M
.

For a system in which losses can reasonably be considered equal, i.e. L(TX1,RX)
FS ≈ L(TX2,RX)

FS
and L(TX1,RX)

M ≈ L(TX2,RX)
M , where GTX1 = 1 [dBi] and GTX2 = 3 [dBi], and where the SNR is
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SNR = −6 [dB] ≈ 0.25, the relative distance between the jammer to the drone, compared to
that between the drone and its remote controller, should approximately be rTX2,RX

rTX1,RX
≲ 0.06,

highlighting the impracticalness of using a (drone-mounted) barrage jammer to disrupt the
communication between a drone and its controller.

The ineffectiveness of the method was experimentally verified through a GNU Radio imple-
mentation, in which a AWGN was emitted over the full Lime SDR bandwidth, as shown in
figure 4.5. It was experimentally determined that the jammer had to be approximately one hun-
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Figure 4.5: Power spectral density of the noise emitted by the barrage jammer.

dred times closer to the receiver than the remote, i.e. rTX2,RX ≈ 0.1 [m] while rTX1,RX ≈ 10 [m].
This discrepancy between the predicted and measured values could be explained by several
factors, such as the violation of the same-loss hypothesis, “inefficient” electrical circuits, or the
fact that PTX1 is less than the expected 20 dBm, due to its unknown antenna gain.

4.2.2 Sweep jammer
The ineffectiveness of the barrage jammer, demonstrated both analytically and experimentally
in section 4.2.1, leads to the conclusion that a more involved configuration is required. A direct
improvement of the barrage jammer could consists in sweeping periodically a signal across a
given bandwidth, known as a sweep jammer, in agreement with the preliminary discussion given
in section 2.4.3. As for the barrage jammer, the results of a GNU Radio implementation are
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given in figure 4.6, in which a sine is swept across a 16 kHz-wide1 bandwidth, for illustrative
purposes, with a real-time configurable sweep rate. The ineffectiveness of the method suggests a

Figure 4.6: Frequency representation and spectrogram of the implemented sweep jammer.

yet more complex jamming strategy is required, which is discussed next.

4.2.3 Reactive jammer
The jammer implementations of sections 4.2.1 and 4.2.2 not delivering satisfactory results, a
more involved method is required, which idea is schematically shown in figure 4.7. The signals

Rx
PFB

Channelizer

C → ∥·∥2 Moving Average Signal Selector

C → ∥·∥2 Moving Average Signal Selector

C → ∥·∥2 Moving Average Signal Selector

Compute Average Power
Power Computation

Σ Tx

Constant
Source

Bandpassed
Gaussian
Noise

Threshold

MUX

Average Power

Power

Figure 4.7: Graphical representation of a reactive jammer, highlighting its spectral occupancy
analysis triggering (or not) the emission of a jamming signal.

present in the band of interest are first acquired through a Rx block, and are then separated into
1Sweeping across the band of interest, 83.5 MHz wide, would require too much computations for a classical

computer CPU.
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subbands through a polyphase filter bank channelizer. The energy contained in each subband is
computed by averaging of the samples modulus, in agreement with Parseval’s identity, which is
then forwarded to a dynamic threshold-computing block in parallel to signal-selecting blocks
where, depending on the input relative to the fed threshold, emits either a constant (null) signal
or a jamming signal. The results for each individual subband are then summed, the result of
which is then emitted through a Tx block. In the following, the various blocks are presented
and discussed.

Polyphase channelizer

As stated in section 3.1.1, one the biggest advantages of SDRs is their ability to deal with varying
signal parameters. In practice, the variation of, say, signal bandwidth, can be realised through
the use of a polyphase channelizer, for which two operating modes exist: in analysis mode, a
wideband input signal is decomposed into a subset of smaller bandwidth signals, easier to analyse.
Such a segmentation is realised by implementing a prototype filter, which is then split among
M channels. In synthesis mode, several narrowband signals are assembled together, yielding
a wideband signal. Only the analysis mode is considered here, with a subsequent synthesis
serving as filter parameters confirmation. The reader interested in the working principles behind
channelisation are redirected to dedicated literature, such as [63]–[68].

In the case of interest here, considering the maximum 60 MHz bandwidth of the Lime SDR,
together with the 50-channel hopset, the number of channels in the channelizer is put to M = 50.
The chosen filter is lowpass, designed at the maximum sample rate, with a cutoff frequency
fcutoff = 60 MHz

50 = 1.2 MHz, a transition bandwidth Wtrans = 0.01fcutoff, and an attenuation of 80
dB, split amongst the 50 channels, and is shown in figure 4.8. The signals resulting from such
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Figure 4.8: Prototype lowpass filter used in the 50-channel polyphase channelizer, with a cutoff
frequency fcutoff = 1.2 MHz, a transition bandwidth Wtrans = 0.01fcutoff, and an attenuation of
80 dB.
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a splitting would have a much lower bandwidth, allowing to drastically decrease the required
sample rate to analyse them. To validate the filter design parameters, a synthesising operation
could be performed, consisting in bringing the various channels together: if no attenuation is
present, the signal integrity is guaranteed. The result of such a synthesising operation is shown
in figure 4.9, showing virtually no attenuation over the 60 MHz bandwidth. The seemingly
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Figure 4.9: Signal synthesis from channelized spectrum.

very good filter comes with a catch, namely its high number of taps: given the requirements, it
was found numerically that the filter features 36363 taps which, once split among the M = 50
channels, leads to a 728-taps-long filter for each channelizer arm. Let alone the high resources
required to acquire and deal with the full 60 MHz, the lengthy filters hints that a traditional
computer implementation is not enough, and that a FPGA-based solution is required.

Power and dynamic threshold computations

Once the wideband signal has been split into many narrowband components, the power contained
in each of those bands can be computed. In this work, using Parseval’s identity, an estimate
of the power is computed by taking the average of the modulus of the signal coefficients, i.e.
the power contained in band Q is computed as PQ ≈ 1

N

∑N
n=1 |x[n]|2, where the average is taken

over N samples. Taking the average of those averages gives an estimate of the total power,
which can serve as a (dynamic) threshold. Such an approach allows, in principle, to discriminate
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between the presence of mere noise and signal plus noise combination. This distinction amounts
to a binary hypothesis test problem, and can be written under the form

H0 : r(t) = n(t) (noise only)
H1 : r(t) = n(t) + s(t) (signal and noise),

and consists in maximizing the correct guess, i.e. maximize the likelihood of not emitting a
jamming signal when there is nothing but noise or, on the contrary, jam a signal only when it is
present. A graphical representation of the threshold placement, and its influence on the decision
making, is shown in figure 4.10, where the false alarm and miss probability are highlighted.
The case where the noise only probability density function is above the threshold corresponds

threshold

Noise only

Noise + signal

β
(miss)

α
(false alarm)

ζ

Probability
density p(ζ)

Figure 4.10: Graphical representation of the threshold placement and how it influences the
false alarm and miss probabilities. Image adapted from [51].

to a false alarm, as there is only noise present but the signal level is above the threshold. On
the other hand, the case where the noise + signal probability density function lies below the
threshold corresponds to a miss, as no signal is declared present, even if the is one. The detection
probability is given by the area under the red curve up to the threshold.

Signal selection

The average power contained in the signal serves as a dynamic threshold, and is fed into a
custom GNU Radio block, in which either nothing or a bandpassed white Gaussian noise is
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emitted. Noise bandwidth is the same as that of the different channels of the channelizer, with
a centre frequency centred around that of the considered channel (known in virtue of frequency
wrapping inside the channelizer).

A graphical representation of typical GNU Radio flowchart for a signal selector is shown
in figure 4.11a, with typical outputs shown in figures 4.11b to 4.11d. When the input has a
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Figure 4.11: GNU Radio flowchart and output for the signal selector.

power greater than a threshold (represented by a constant source in the above illustration), a
bandpassed AWGN is emitted. When the power is below the threshold, nothing is emitted. For
the sake of illustration, the Gaussian noise is centred around a frequency fcentre = 3 kHz with an
arbitrarily chosen bandwidth of 2 kHz. As stated previously, those parameters should be chosen
such as to respect the constraints of the studied situation (a bandwidth of 1.2 MHz, centred
around the the frequency of the channel containing the biggest power).
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Everything together

Putting all the blocks together would lead to a scheme analogous to that shown in figure 4.7. Due
to the high bandwidth to acquire (and subsequent computational load for a computer CPU), no
practical implementation of the complete jammer could be realised in software. The interaction
of the different blocks can nevertheless be simulated with parameters making the computations
bearable for a computer. The flowgraph used to test the various blocks interconnections is
shown in figure 4.12. It consists in a signal switching periodically between a single sinusoid at
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Figure 4.12: GNU Radio flowchart of the complete reactive jammer.

31 kHz or a sum of three sinusoid at frequencies of 11 kHz, 21 kHz, and 31 kHz, to which an
AWGN is added. The resulting signal is then fed to a 5-arm polyphase filter bank, and for which
the prototype filter is a lowpass filter, with a cutoff frequency of fcutoff = 1 kHz and a transition
bandwidth ten times smaller, i.e. Wtrans = 100 Hz. The power contained in each channel is
then computed, and sent to signal selectors, which outputs were schematically represented in
figure 4.11. The average power contained in all the channels is also computed, the result of
which is fed as dynamic threshold for the signal selectors, in agreement with the discussion given
in section 4.2.3. The circuit presented in figure 4.12 could be refined, by including the various
signal selector blocks into a so-called hierarchical GNU Radio block, for example. Unfortunately,
for reasons unknown to the author, this solution proved ineffective, as no filtering of the AWGN
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inside those blocks could be achieved.

Figure 4.13 shows the relation between the input and output signals (both software simulated
rather than experimentally acquired). It appears from the figure that when a signal with a given

Figure 4.13: Graphical representation showing the (simulated) received signal on the input,
and the corresponding (simulated) signal emitted at the output of the jammer.

centre frequency is detected with a power above the average power contained in all the channels,
a bandpassed AWGN is emitted, centred around the centre frequency of that channel (i.e.
centred around a frequency fcentre = k samp_rate

M
for the kth channel in a M -channel channelizer).

It should be noted that the sine with frequency 31 kHz appear at -19 kHz in the left-pannel
of figure 4.13, due to spectral folding inherent to DSP techniques, which does not preclude
the technique to detect several occupied bands simultaneously. From the same figure, it also
appears that some delay between the input and output exists, due to computations required for
the AWGN filtering.
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5
Conclusion

The combination of today’s UASs pervasiveness, coupled with lack of clear regulating laws,
leads to increasing fears regarding various aspects of life, ranging from mere privacy issues, to
State safety integrity. In those regards, the scope of this work was to investigate the feasibility
of a (drone-mounted) telecommunication jammer, to respond to those potential threats.

The investigation was initiated with some theoretical reminders in chapter 2, mainly aimed
at introducing fundamental concepts and vocabulary used throughout the remainder of the text.
More specifically, a rapid overview of drones was given in section 2.1, with a brief discussion
on their classification, as well as some of their embedded hardware. The discussion was then
extended in section 2.2, where some (digital) telecommunication principles ware presented
and reviewed. Building upon those telecommunication aspects, some technicalities about SS
techniques were presented in section 2.3, with focus on both direct-sequence and frequency-
hopping, in sections 2.3.1 and 2.3.2, respectively, due to their well-studied characteristics and
intensive use in drone remote controller communications. A final touch of reminders was provided
in section 2.4, where various jamming techniques were presented and briefly discussed, with
emphasis on barrage, (multi)tone, sweep, and reactive jammers in sections 2.4.1 to 2.4.4.

Building upon the theoretical reminders, a presentation of both hardware and software
platforms used in this work were presented in chapter 3. The discussion in section 3.1 concerns
hardware considerations, with first general principles of SDRs presented in section 3.1.1, and
concrete considerations regarding the Lime SDR in section 3.1.2. The GNU Radio software
platform was then presented and discussed in section 3.2.

Experimental implementations and results were then presented in chapter 4 for some of the
jammers discussed previously. The discussion, initiated with a presentation of the experimental
setup and signal characterisation in section 4.1, from which it was observed that the communic-
ation between a drone and its remote controller used a FHSS transmission technique, was then
extended to results from some of the previously-presented jammer implementations in section 4.2.
More specifically, the results of the ineffective barrage jammer implementation are first given in
section 4.2.1, in which a preliminary mathematical model backs up the experimental conclusion
that such a technique is ineffective against frequency hopping systems. The subsequent jammer
configurations are then presented in sections 4.2.2 and 4.2.3, where no “real” application could
be tested, due to high computational requirements (no better explanation to that fact can be
given than the quote from [69]: “At high sample rates, even the simplest digital filtering task
may saturate the hardware processing limit. This is because the hardware operation speed is
limited by its clock rate, and the number of operations required per clock interval is directly
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related to signal’s sampling rate or bandwidth.”). Despite not being able to confirm/infirm the
proposed methods, simulations for a reactive jammer highlight its potential to detect and jam
dynamically the occupied channel(s) only when a signal is detected.

Despite not being able to clearly answer the question to know whether a (drone-mounted)
jammer is practically realisable or not, this work lays the foundations to further subsequent
works. More precisely, as shown in section 4.2.3, the proposed scheme seems to bear interesting
results. Consequently, a direct extension of this work, consisting in translating the GNU Radio
codes into a hardware description language such as VHDL or Verilog, could allow to test in
real-world conditions the feasibility of the project. A lot of other works can also be thought
of, such as implementing a packet analyser, allowing to focus on a specific drone in a swarm
configuration or, as stated in the introduction, additional frequency ranges to the 2.4 GHz could
be targeted, allowing to disable potential video and/or GNSS links.
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