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Abstract

Aiming to increase aircraft fuel efficiency, Ultra High By-pass ratio (UHBR) engines are gaining

popularity. When operated under static or near static conditions, subject to crosswind, UBHR

engines can experience a lip separation on the windward side of the intake and the formation

of a ground vortex extending from the stagnation point on the ground into the intake called a

ground vortex. These vortices create considerable stagnation pressure losses and flow distortion

at the engine fan face affecting the efficiency of the engine and structural integrity of the fan.

Furthermore, the ground vortices can generate forces that can suck debris from the ground

into the intake, mainly over poorly maintained runways. This Foreign Object Digestion (FOD)

can lead to compressor blades’ erosion, reducing the engine’s service life. Considering the

advantages of numerical analysis over full and scaled model experiments, the ground vortex

ingestion is studied numerically. Present work aims to provide the best numerical setup to

analyse this phenomenon using the experimental data for validation.

Initially, a few studies are conducted to determine the appropriate turbulence model and the

significance of the boundary layer profile for simulations. A grid sensitivity study is performed

using steady-state RANS, and the vortex is learned to be stable in low crosswind conditions.

URANS is solved for medium and high crosswind conditions to fully understand the vortex’s

unsteadiness using coarse mesh. The temporal convergence study determines the time stepping

for the unsteady simulation. This research demonstrated periodic vortex motion in medium and

high crosswind conditions at ≈10Hz, and ≈22Hz, respectively. Furthermore, the separation

exists in high crosswind conditions, and the shear layer oscillates at a broadband frequency

rather than a single or narrow band. Good agreement is found between the time-averaged

URANS results and the experiment data using coarse mesh. The proposed numerical setup can

therefore be used for further analysis of ground vortex ingestion studies.

Keywords: Ground vortex ingestion, unsteady distortion, crosswind conditions,

Numerical setup.
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Chapter 1

Introduction

One of the aspirational goals set by the International Civil Aviation Organisation (ICAO) in

2019 is to increase the fuel efficiency of the engines by 2% [1]. In the light of making aircraft

engines more fuel efficient, Ultra High By-pass Ratio (UHBR) turbofans (as explained by Bar-

bosa [2]) are considered a way to achieve this goal. The UHBR turbofan configuration comes

with large intake diameters, which severely affects the flow entering the intake of the aero en-

gine when operated close to the ground. Because of the larger intake, the distance between

the intake and the ground is reduced for conventional wing-mounted engines. When this type

of engine is operated under static or near static conditions, there is a possibility that a strong

ground vortex can be ingested into the intake (Fig. 1.1).

Under these circumstances, this ground (or inlet) vortex can be a big problem. It stretches all

the way from the ground plane into the inlet and can erode the blade by lifting ground debris

or foreign particles into the intake [3],[4]. Besides, ingesting the inlet vortex will create non-

uniform inflow in front of the aero engine, referred to as inlet distortion [5],[6]. The performance

of the fans and compressors can be grievously affected by inlet distortion in terms of efficiency,

performance, life and stability. During an intake design, the inlet flow distortion is calculated

at the Aerodynamic Intake Plane (AIP), which is the crossflow plane located close to the engine

fan. Ideally, the inlet flow conditions at the AIP should be uniform; however, inlet distortion is

omnipresent during usual engine operation owing to the variations in air pressure, temperature,

wind speed and directions.

With fan diameters growing larger and larger, fan vibration has been recognised as an addi-

tional repercussion of the ground vortex ingestion [8],[9]. The distorted flow associated with

the ground vortex entering the intake introduces pressure, momentum losses, and large velocity

gradients, which can seriously alter the inlet flow angle seen by the fan blade. This can poten-
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Figure 1.1: Visualisation of an ingested ground vortex ©Keith Blincow [7]

tially lead to a high level of vibrations and the possible failure of fans due to high cycle fatigue.

Considering all the ill effects of inlet distortion and the challenges faced by engine manufac-

turers, understanding inlet distortion is paramount. On top of that, the current knowledge on

distortion is inadequate; therefore, further research on this front is required.

The full-scale tests with the engine are mostly expensive, and the small-scale models fail to re-

produce the entire flow field of the real engine. Moreover, the experiments studying the effects

of the ingested vortex can damage the engine and prove very costly. In contrast, Computa-

tional Fluid Dynamics (CFD) simulations provide an economical and faster alternative. With

the advancement in numerical algorithms and computational capability, CFD is becoming a

favourable alternative to experimental studies.

1.1 Current Knowledge

The mechanisms of vortex formation and ingestion have been a popular research subject since

the 1950s [4]. Since then, the inlet-vortex phenomenon has been examined by several investi-

gators because of the ingestion problems initially and later motivated by the engine instability.

Several experiments both small-scale ([10], [3]) and full-scale ([4],[11]) have been performed to

understand the formation of the ground vortices.

It is identified that the existence of a stagnation region in front of the intake is believed to

be required for the vortex to appear. Rodert and Garrett [4], in his work, found that the air

entering the engine from all directions creates a region on the ground close to the intake where

there is no flow creating a stagnation region. This has been recognised to depend on two key
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non-dimensional parameters fundamentally. The first one is the ratio of intake centreline height

to inlet diameter (H/Dl), and the second one is the ratio of the inlet throat velocity to the

free-stream velocity (Ui/U∞). For this to happen, the capture streamtube must interact with

the ground surface, H/Di must be small, and Ui/U∞ must be enormous. This requirement is

later experimentally confirmed by Brix et al. [12].

Today’s design trend in the industry to avoid ingestion of inlet vortices depends on the vortex

map where the previous researchers have correlated combinations of H/Dl vs Ui/U∞ for when

vortices are observed, and no-vortices are identified. This led to establishing two regions with

and without the vortex as a function of ground clearance and velocity ratio. However, this

graph doesn’t provide any details on what happens to the vortex characteristics as the engine

operates in the vortex region.

Several researchers have tried different methods to eliminate the stagnation point on the ground,

which is the main reason for the existence of the ground vortex, were documented [13]. Most

mitigation methods used a jet of air from the compressor and pointed at the vortex formation

region to eliminate the Foreign Object Debris (FOD) issue. However, after review, these meth-

ods were not very effective and created more problems than the vortex itself. Despite the flow

control methods being developed, the current design trend of increasing the size of the engine is

going to make the intake susceptible to ingesting the ground vortex. Therefore it is becoming

vitally important to analyse and understand the severity of the vortex when it is formed.

1.2 Objectives

This current work mainly aims to numerically understand the vortex characteristics during

different crosswind conditions. The main objectives of this project are:

1. To study and understand the unsteadiness of the ground vortex motion on the intake in

crosswind conditions using numerical analysis.

2. To find out the best numerical setup to reproduce the experimental testing conditions.

3. To assess the accuracy of the current solver, HADES®(see § 4.1) in simulating the aero-

dynamic impact of ground vortex ingestion on inlet performance.

1.3 Outline

The introduction presented in this chapter is followed by a survey of current literature available

regarding the ingestion of ground vortex in chapter 2. Chapter 3 explains the experimental data

3



used to validate the results from the current work and the essential non-dimensional parameters

used. Then, the computational methods employed in this thesis, providing insight into numerical

modelling and setup, are explained in chapter 4. Chapter 5 discusses the steady state results,

followed by unsteady results presented in chapter 6. Finally, chapter 7 concludes the work

by summarising the most relevant conclusions, discussing the shortcomings of this work and

providing recommendations for future work.
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Chapter 2

Literature Review

A brief review of the published work concerned with the formation of the ground vortex is

presented in this chapter. In the first section, the cases of real-life ground vortex ingestion are

introduced. Then in section 2.2, the mechanisms involved in forming vortices are presented

based on the previous research. Followed by the criteria for the formation of the vortex that

has been established to date. Finally, a concise discussion of the available CFD studies in the

public domain is reviewed.

2.1 Inlet vortex occurrence

Since the beginning of jet engines in large commercial airlines in the mid-twentieth century,

ingestion of foreign objects has been an exciting topic of study. In time, the inlet-vortex phe-

nomenon has been examined by several investigators because of the ingestion problems initially

and later motivated by the engine instability. In the beginning, the studies have been primarily

concerned with predicting the suction force of the ground vortex. However, a vortex also repre-

sents a severe flow distortion at the inlet of the fan leading to a loss in total pressure and even

fan damage. It is therefore highly desirable to understand the conditions at which the vortex

is formed, to evaluate the susceptibility of an installation for ground vortex ingestion.

The ground vortex is generally not visible in normal atmospheric conditions. However, in a

humid climate, due to the high velocities within the vortex core, the temperature of local flow

can go below the dew point, encouraging condensation of the associated flow [14]. Moreover, if

water or sand is present on the ground around the stagnation region, it can be sucked into the

vortex and thus outline the ingestion.

Figure 2.1 shows the examples of inlet vortex formation and ingestion in four distinct real-life

scenarios: (a) shows the ingestion of propulsion-induced vortex flows into the inlet of YC-14

5



(a) YC-14 during high thrust (b) Asuka STOL aircraft at static conditions

(c) Rolls-Royce RB211-524G ©P. Thomas 2005 (d) C-130 transport aircraft

Figure 2.1: Ground vortex ingestion observed in real life engines (images
(a),(b),(d) are from [14])

during high thrust conditions (the engine is placed on top of the wing), (b) shows the ground

vortex ingestion among engine intake, ground and the adjacent engine for Asuka STOL (Short

Take-Off and Landing) research aircraft during static conditions, (c) shows the vortex ingestion

into the intake of Rolls-Royce RB211-524G engine during the crosswind conditions, and (d)

represents the ingestion of ground vortex generated by an outboard propeller for C-130 trans-

port aircraft. These figures demonstrate that the ground vortex can occur in a wide range of

operating and design scenarios.

2.2 Mechanisms for Vortex Formation

The mechanisms of vortex formation and ingestion have been a popular research subject since

the 1950s [4]. Initially, experiments were conducted using the engines on the test beds to study

the inlet vortices ([4],[11]). Since it is very costly to conduct full-scale experiments, scaled model

inlets were tested in wind tunnels [3] towards the beginning of the 1970s. In the last decade
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with the advancement of numerical algorithms and computational capabilities, CFD is used to

understand this complex phenomenon [15],[16],[17].

To understand the reason behind FOD ingestion into jet engines, Rodert and Garrett [4] per-

formed experiments with an axial flow jet engine and found out that the ground vortices were

the main reason for FOD in the engines. This formation of the ground vortices was found to

be dependent on the engine speed, engine height and surface speed. Rodert and Garrett also

stated that the air entering the engine from all directions creates a region on the ground close

to the intake where there is no flow creating a stagnation region. This acts as a focal point for

the vorticity upstream to be concentrated and stretched into the intake. Then Klein [10] Kline

[18] performed a series of experiments and proposed two more conditions for the formation of

inlet vortices:

1. The existence of ambient vorticity (independent of the presence of inlet at the ambient

location) in the fluid drawn into the intake.

2. There must be an updraft from the stagnation point to the inlet.

Klein also proved that the boundary layer on the ground is not an important source of vortic-

ity. Fig. 2.2 is a model proposed by Colehour and Farquhar [19], and they stated that if the

circulation of the flow at the stagnation region is not zero, then the flow field will extend to

infinity, creating a vortex. Since, in the case of an intake, an inlet suction is present above the

stagnation region, the vortex will enter the intake from the stagnation region.

Later De Siervi et al. [20] performed some pioneering experiments using scaled nacelle models

in a water tunnel. Hydrogen bubbles were used in his experiments to visualise the vortices in

the flow. De Siervi et al. famous experiment with a twin-inlet model in which one engine acted

like a mirror image of the other instead of the ground is shown in Fig 2.3. This experiment,

performed in steady state crosswind conditions with the irrotational upstream flow, revealed

a new mechanism for vortex formation, which was not recognised before. Their experiments

revealed two important conclusions about the formation of a vortex:

1. The ground boundary layer is not needed.

2. The presence of ambient vorticity is not essential.

The circulation of the inlet and the trailing vortices are roughly equal in magnitude but opposite

in sign because there was essentially no circulation around the intake at a location far from the

lip [20]. The fact that the vortex appeared in an irrotational flow field with no upstream vorticity

sources disproves the first condition proposed by Klein. De Siervi et al. suggested that vortex
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Figure 2.2: Inlet vortex flow model [19]

is produced due to the asymmetry produced by the inlet flow, but the vorticity source was still

not found. By studying the case in transient conditions, it was concluded that the source of

vorticity was created by the viscous effects of the boundary layer formed outside the inlet. This

work was complemented by Liu et al. [21] in his work using smoke flow visualisation to provide

some quantitative data in the crosswind inlet conditions.

2.3 Criteria for Vortex Formation

The sucked (or captured) streamtube of air is defined as the streamtube which divides the flow

into internal that is ingested into the intake and external flow that travel downstream outside

the intake. The characteristics of the sucked streamtube can be estimated from the conservation

of mass as follows:

ρ∞A∞U∞ = ρiAiUi

A∞
Ai

=
ρi
ρ∞

Ui

U∞

For an incompressible flow this area ratio (or capture ratio) A∞/Ai will be equal to U
∗. De Siervi

et al. [20] performed some experiments with the inlet in an irrotational flow by varying U∗, and

at high values of approximately 20, he observed a vortex in the lower part of the inlet at a 6’O

clock position with a clockwise sense of rotation when viewed looking into the inlet. Further

8



Figure 2.3: Streamlines associated with twin inlets at 90’ of yaw in an
irrotational upstream flow [20]

examination of the flowfield revealed another important feature, the presence of a trailing vortex,

on the downstream side (outside) of the inlet lip region, as shown in Fig. 2.4. From the hydrogen

bubble visualisation of the flow, he concluded that the trailing vortex is considerably larger than

the inlet vortex in diameter and rotates in the clockwise direction when viewed from upstream.

Since the flow is irrotational, to begin with, there cannot be only a single vortex because of the

large net circulation around the inlet at any station along the inlet. So, the presence of the inlet

vortex requires the presence of a trailing vortex with a circulation of comparable magnitude

and the opposite direction. Furthermore, De Siervi et al. observed a change in circulation along

the length of the inlet by examining the separation of the flow as it passed over (or under) the

inlet from outside. This change in circulation was linked to a skew in the separation line, which

is qualitatively represented in Fig. 2.4.

At the far-field inlet section, the vortex was almost at a 12’O clock position, which settled

roughly at a 4’O clock position at the lip of the inlet with an increase in the velocity. This

combination of a shift in the position and the increase in the velocity implied a substantial

circulation at the lip was due to the non-symmetric pressure field resulting from the ground-

plane-cylinder interactions at high U∗. However, this variation in the circulation along the inlet

is directly linked to the formation of the trailing-vortex system and thus led to the generation
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’far-field’ inlet section

Figure 2.4: Streamlines associated with inlet at 90◦ of yaw in an irrotational
upstream flow [20]

of the inlet-vortex.

De Siervi et al. [20] went on to perform another experiment on the same configuration by

varying the U∗ and established a relationship between the capture area and the velocity ratio

as illustrated in Fig. 2.5. The velocity ratio U∗ determines the projection of the captured

streamtube at the far field relative to the intake dimension. When the Crosswind velocity (U∞)

is large, the engine mass flow demand will decrease; as compensation, the Area of captured

streamtube (A∞) also decreases to match this demand. In this case, from Fig. 2.5a, no ground

vortex is observed when the sucked streamtube has no ground plane contact. However, two

contra-rotating vortices will trail from the leeward side of the intake.

As the velocity ratio gradually increases, the captured area of the streamtube will also

increase. Eventually, the sucked streamtube becomes large enough and comes into contact with

the ground plane, as shown in Fig. 2.5b. Then the ground vortex, the trailing vortex system,

abruptly appears. This intermittent attachment behaviour of the ground vortex and the abrupt

behaviour by which the vortex attaches to the ground was also observed by Brix et al. [12]. All

the water tunnel experiments performed by De Siervi et al. [20] were only qualitative in nature.

Moreover, the influence of the distance between the inlet and the ground, H, can play a part in

the interaction between the sucked streamtube and the ground plane. This introduces another

significant non-dimensional parameter, H/D, alongside the U∗.
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Figure 2.5: Flow regime at (a) low U∗ and (b) high U∗ , in an irrotational
upstream flow [20]
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Subsequently, Liu [22], Shin et al. [23], provided quantitative measurement data for the inlet

vortex formation through their experimental investigation. The dependency of H/D, and U∗

was graphically illustrated by Liu by correlating the two non-dimensional parameters for cases

with and without vortices. The no-vortex/vortex map in Fig. 2.6 presents two regions; the

conditions where a vortex can be observed and cannot. Based on this Shin et al. constructed a

vortex map around all the existing data from the previous researchers. Additionally, Nakayama

and Jones [24] presented an empirical criterion based on previous research in Eq. 2.1 which is

also included in the Fig. 2.6

Ao/Ai = 24 (H/Di)− 17 (2.1)

Nakayama and Jones [24] performed their experiments on recent high-bypass ratio engines for

small H/D, and the results contradicted all the aforementioned boundaries. His data indicates

that a vortex can form lower than reported velocity ratios. It should also be noted that all the

experiments performed by Liu et al. [21] and Shin et al. [23] were purely crosswind configura-

tions, and the estimations were based on flow visualisations only.

Vortex No-vortex

Figure 2.6: Correlation of U∗ and H/D combinations revealing a region of vortex
formation and no-vortex formation (with filled and unfilled markers respectively)

In the early 2000s, Brix et al. [12] presented a vortex formation map with a criterion for

crosswind conditions, extracted approximately and included in Fig. 2.6. It is unknown whether

this criterion was based on quantitative visualisation results, but he proposed a considerable

difference between his established boundary under crosswind conditions and the existing thresh-
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olds. This disparity can be attributed to potentially different experimental conditions and the

different methods used to detect a vortex. But, on the whole, it can be noted that for higher

U∗, the intake doesn’t have to be very close to the ground for the existence of a ground vortex.

More recently, Murphy [5] during his PhD studies, conducted an extensive study on a scale

model for a wide range of experimental conditions. He varied both the non-dimensional param-

eters (U∗, H/D) under headwind, crosswind, quiescent and take-off conditions. Furthermore,

he was one of the first researchers to use Stereoscopic Particle Image Velocimetry (SPIV) to

study the inlet vortex and provide some quantitative data regarding the vortex on the ground

plane (more details of the experiment are provided in § 3). His data revealed that the inlet

vortex strength increases with a reduction in the U∗ for a constant h/Dl, and the strength of

the vortex will reduce (or will disappear) as the h/Dl is increased for a constant U∗ (shown in

Fig 2.7). These results are consistent with the mechanism proposed by De Siervi et al. [20] that

the strength of the vortices depends greatly on the vorticity generated along the inlet body and

consequently on the approaching freestream velocity.

(a) (b)

Figure 2.7: Contours of total pressure at the fan face for (a) h/Dl = 0.25
and (b) h/Dl = 0.40 at a comparable velocity ratio of U∗ ≈ 6.2 and at

constant δ∗/Dl = 0.93. [5]

Moreover, Murphy concluded that the vortex formed in crosswind conditions is much stronger

than the ones formed in headwind conditions, which led to distortion at the fan face of up to 40

times stronger than in the latter case. Besides, faster crosswinds will yield a stronger ingested

vortex with high core vorticity and can lead to separation on the windward side of the intake

lip. This provides all the more reason to investigate the ground vortices in crosswind conditions

numerically.
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2.4 Past CFD studies

There has been increasingly more published literature to study the behaviour of ground vortices

using CFD in the last 12 years. Karlsson and Fuchs [25],[26] were one one of the first to study

the ground vortex using Large Eddy Simulations (LES). They performed computation under

headwind and crosswind conditions at a fixed H/D of 1 at a U∗ of 10, with a Re of 55000

based on inner diameter (Di). Their data reveal a sequence of flow modes with time. They

classified these large vortex structures with their characteristic frequency and their shape. Fur-

ther analysis showed the presence of multiple ground vortices, stream-wise vortices and traces

of horseshoe vortices from the ground. Karlsson and Fuchs note that the ground vortex would

break down without any change in the test parameters and would start forming again as de-

scribed by Bissinger and Braun [27].

Consequently, Secareanu et al. [28] has performed LES to study ground vortices and validated

his data against Laser Doppler Anemometry (LDA) and 2D Particle Image Velocimetry (PIV)

data at the same operating conditions. He obtained data on the ingestion of particles by

a vortex-inlet system. Despite the difficulties, the datasets showed a very good agreement.

Therefore, from these studies, it can be said that the LES technique correctly predicted the

flow physics.

Yadlin and Shmilovich [29] performed some Reynolds-Averaged Navier–Stokes equations (RANS)

simulations of ground vortex formation for an extensive range of configurations, including multi-

ple intakes. The results agree with the general full-scale observations of intake-to-intake vortices

and fuselage to intake vortices. Jermy and Ho [30] performed computational studies using RANS

equations in ANSYS Fluent solver to study the ground vortex under headwind conditions. The

results correctly predicted the basic flow phenomenon, but the usage of incompressible flow

equations (though the flow speed is in the compressible range). Additionally, a grid size of

0.1− 0.2 million was used for the simulations, implying a low domain and boundary layer reso-

lution. This parameter choice affected his results near the lip and AIP regions.

Green [8] conducted a numerical investigation on a large civil fan assembly and found the pres-

ence of the ground vortex (Fig. 2.8). The movement of the ground vortex on the ground is

the major cause of resonant vibration in the fan blade. He also found that the strength of the

vortex is directly related to the level of force seen on the blade. Whereas the location of the

vortex (in terms of spanwise position on the blade) influences the interaction of the modeshape.

Furthermore, the size of the vortex had an impact on the harmonic content of the excitation

force. Large vortices generate stronger excitation on the low engine modes and small vortices
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Figure 2.8: Flow into intake for 20 kts headwind + 4.4 kts crosswind [8].

influence the high engine orders.

Trapp and da Motta Girardi [15],[16] performed steady-state RANS computations on DLR-FR

nacelle with almost 5 millions elements. The simulations were performed using different types

of wall boundary conditions, slip and no-slip, and found that there has to be at least one no-

slip boundary condition for the ground vortex to exist. Furthermore, he performed simulations

considering viscous and inviscid flow and concluded that only viscous flow produces a ground

vortex even though vortical flows are generally considered inviscid. Though the flow physics

from all these published results agree with the mechanisms proposed by De Siervi et al. [20],

there was no experimental data to validate their numerical solutions.

Zantopp et al. [31],Mishra et al. [32] have also studied the ground vortex formation computa-

tionally by using Murphy [5] data for validation purposes. The formerly performed simulations

under headwind and crosswind conditions, while the latter performed simulations under a wide

range of yaw angles (ψ). Zantopp et al. found that under most headwind conditions, the flow

field is unsteady, and the unsteady characteristics were affected both by the U∗ and H/D. Fur-

thermore, using URANS, Zantopp et al. produced good qualitative results of the basic trends of

the ground vortex flow field for both headwind and crosswind conditions. Moreover, his results

show that the vortex strength decreases as the yaw angle ψ 90° to 30° (at a step of 10°). This

is further complemented by Mishra et al. computations at different ψ, revealing the strongest
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vortex systems under tailwind and crosswind conditions.

More recently, Horvath [33] performed URANS simulations to study the transient formation

process of the inlet vortices and used Murphy [5] experimental data for validation. The fun-

damental flow physics of the trailing, ground and secondary vortices were captured, and the

behaviour of the vortices with time was studied. The near-ground static pressure from the

results supported the coexistence of multiple weak inlet vortices that merge into a strong inlet

vortex. The author also suggested that velocity ratio correlation for a given H/D ([20]) is not

applicable for the unsteady vortex formation process. Considering that the results are numerical

and, in the author’s words, ”quantitatively, comparing the numerical data with the experiments

is not accurate enough”. The validity of his conclusions could be questioned.

Chen et al. [17] investigated the ground vortex field and nacelle inlet flows both experimentally

and numerically using steady-state RANS at a low engine speed of 26 and 32 m s−1. The results

suggested that the ground vortex intensity increases and decreases with U∗ for a constant Ui.

While the ground vortex frequency is inversely related to its intensity, it ranges from 9Hz to

22Hz. The authors also observed that the ground vortex is blown away with an increase in U∗

and provided four ground vortex blown-away phases, namely the encouraging phase, the initial

blowing phase, the rapid blowing phase and the end blowing phase, depending on the variation

of vortex intensity on the ground and its influence on the inlet distortion.

Considering the seriousness of the ground vortex ingestion and the unavailability of extensive

computational research in this area, the society of American Institute of Aeronautics and As-

tronautics (AIAA) has conducted a Propulsion Aerodynamic Workshop [34] based on Murphy

[5] experiments under crosswind conditions in November of 2020. The objective is to assess

the accuracy of existing computer codes and modelling methods in simulating the aerodynamic

impact on the inlet performance by ground vortex ingestion. The summary of all the work

done as a part of the workshop is presented in §3.8 after the experiment details for a better

understanding of the reader.

2.5 Chapter Summary

This chapter presents an overview of the ground vortex problem, recapitulating the basic mech-

anisms of vortex formation from literature, several observations made by the previous inves-

tigators and their conclusions. Researchers postulated some conditions for the existence of a

ground vortex which were later complemented by experimental and numerical results. This is

the summary of the current knowledge on ground vortices in aircraft:
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1. Two fundamental requirements for the formation of the ground vortex are:

• A ground plane stagnation point ahead of the intake suction.

• A source of vorticity in the flow.

2. The dependency of the non-dimensional height h/Dl and velocity ratio U∗ on the forma-

tion of the inlet vortices during crosswind conditions.

3. Under crosswind conditions, the vortex system comprises a strong ground vortex and a

trailing vortex from the leeward lip of the intake.

4. The vortex formed in crosswind conditions has a more severe effect on the fan than the

ones formed in headwind or tailwind conditions.

2.6 Deficiencies in Existing Literature

Ground vortex ingestion is still not well understood despite having been an interesting research

topic for almost seven decades. While efforts are increasingly devoted to the research of under-

standing its motion using CFD, several challenges and unknowns still exist in this area. These

can be outlined as:

1. Axiomatically, the motion of the ground vortex is very complex; most of the results

available in CFD literature are not validated against the experiments to establish the

accuracy of their method or solver.

2. Conventionally, Direct Numerical Simulations (DNS) can predict the behaviour better, but

considering the computational cost, a cheaper alternative should be tested and employed

to study this problem for industrial purposes.
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Chapter 3

Experimental Data

3.1 Introduction

One of the objectives of this project is the validation of the developed CFD code (HADES®) for

the numerical study of distortion on intake geometry in crosswind conditions. This validation

is performed based on the experiment carried out on an intake geometry. These experiments

were performed in a low-speed wind tunnel by Dr John Murphy as a part of his PhD work at

the Cranfield University in 2008 [35]. This data was also recently used for 5th AIAA Propulsion

Aerodynamic Workshop (PAW05) 2020 [34] to assess the accuracy of the existing computer

codes and modelling techniques in simulating the impact of ground vortex ingestion on the

performance of inlet.

It consisted of a cylindrical intake mounted in the centre of the wind tunnel working section

close to the ground plane. The experiment was performed under different crosswind conditions.

The time average pressure distribution was extracted using the pressure taps, and the velocity

was calculated using SPIV during the measurements.

This chapter initially presents the important non-dimensional parameters vital in under-

standing the formation and the characteristics of the ground vortex. Followed by a description

of the experimental model, wind tunnel and the measurement techniques used in the experi-

ments. Then the testing conditions provided by the AIAA PAW-05 [34] are presented and the

results recreated from the data are analysed. Finally, the work performed by the participant

companies are research institutes in the workshop is summarized.
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3.2 Non-dimensional variables

This section explains some of the relevant parameters used in Murphy’s PhD thesis [5] and other

non-dimensional variables used in this report. The variables used in this report are consistent

with the experiments for clarity and validation.

Non-dimensional vorticity: In this study, the instantaneous vorticity component, ω, is

non-dimensionalised by the Intake centerline velocity (Ui) and the Intake lip diameter (Dl).

Throughout this report, the non-dimensional vorticity is denoted by ω∗ and is used as the

primary descriptor to characterise the vortex. Particularly, since the behaviour of the vortex is

studied on the ground plane (parallel to x− y), the out-of-plane vorticity component (ωz) (Eq.

3.1) is often used to understand the behaviour of the vortex.

ω∗
z =

ωzDl

Ui
(3.1)

Intake Pressure Recovery: IPR is the non-dimensional pressure term which is the ratio

between the total pressure at that location on AIP, P0,AIP to the Free-stream total pressure

(P0,∞). This non-dimensional quantity will help in understanding the impact of the ingested

vortex on the intake AIP (Eq. 3.2). The lesser the value indicates, the more equivalent total

pressure loss is present in the AIP region.

IPR =
P0,AIP

P0,∞
(3.2)

Ground Clearance: In this report, the ground clearance is described as the shortest distance

between the intake lip and the ground, h, normalised by the intake lip diameter. Dl (Fig. 3.3).

This parameter is of great importance to this study. As mentioned in § 2, the distance between

the ground clearance decreases with the increasing design trend of high-by-pass ratio turbofans.

Making the intake more susceptible to ingesting a ground vortex over a wider range of operating

conditions. For this entire report, the ground clearance, h/Dl, is a constant of 0.25.

Velocity Ratio: U∗ is the ratio between the Ui and the Crosswind velocity U∞. It is derived

from the law of conservation of mass. As explained in the previous section, with increasing the

U∗ for given ground clearance, the sucked streamtube will also increase. This streamtube is

more likely to interact with the ground, promoting vortex formation.

Distortion coefficient: Another parameter used in conjunction with IPR is distortion co-

efficient, DC60. This distortion descriptor is based on the difference between the area-weighted

average total pressure at AIP, and the worst average 60◦ sector total pressure, P̄0,min,60 divided
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by the average dynamic head at the AIP, q̄f .

DC60 =
P̄0,avg − P̄0,min,60

q̄f

Where q̄f can be simplified as the difference between the weighted average total pressure and

the static pressure at AIP. Therefore, the above equation modifies as:

DC60 =
P0,avg − P0min,60

P0,avg − Pavg
(3.3)

It should also be noted that, while DC60 is used a lot by aerodynamicists in studying or mea-

suring distortion, it is by far not the best representation of the severity of distortion.

Non-dimensional Circulation: The circulation can be calculated by integrating the vor-

ticity over the circular areas with increasing radial distance from the vortex centre (see [5]). It

is related to vorticity by the following relation:

Γ̄ =

∫
ωzdA

It is expected that by non-dimensionalising the circulation (Γ∗), it will remain constant if the

intake velocity (Ui) or the intake diameter (Di) is altered (see [5]). Therefore, Γ∗ takes the

form:

Γ∗ =
Γ̄

DlUi
(3.4)

Boundary layer thickness: This parameter is characterised using the displacement thick-

ness of the boundary layer, δ∗, normalised by the intake lip diameter, Dl. The boundary layer

profile was provided by the experiments, and a small study was performed in the § 4.4.1 to

study its effect on the vortex characteristics.

3.3 Experiment Intake Model

The intake geometry was axisymmetric, cylindrical in shape and an approximate 1/30th scaled

model. A schematic of this model is given in fig. 3.1. This model did not include any central

hub or a rotating fan. The inner diameter (Di) of the intake is 0.1m with a ratio to the outer

diameter (D/Di) equal to 1.4. The lip diameter, often referred to as intake diameter (Dl), is

1.2 times the inner diameter of the intake (Di). The intake length (Li) is 7Dl, and the elliptical

lip has an axis ratio of 2.
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Figure 3.1: Schematic of intake illustrating the model dimensions [5].

3.4 The 8′ × 6′ Wind Tunnel

These experiments were performed in a low-speed wind tunnel owned by Cranfield University. It

has a working section of 2.4m×1.8m, and it is a closed return, closed test section wind tunnel.

The operating wind speeds of the tunnel range from 5m s−1 to 50m s−1 with low incoming

turbulence flow (Ti < 0.1%)[36]. However, the operating speed in the experiments was limited

to a maximum of 40m s−1. This wind tunnel has the capability of changing its floor; using this

feature, and a ground plane was installed on the floor of the tunnel to perform the measurements

for the ground vortex in crosswind configurations. The intake model was supported by two ring

mounts, which themselves are attached to variable height strut extension. This helped in varying

the ground clearance of the model as per requirement. For this project, the ground clearance

(hl) is kept at a constant of 0.083 times the lip diameter (Dl), as shown in Fig. 3.4. The variable

height strut is connected to the tunnel mounting plate, which can be rotated through 360° in

steps of approximately 1°. For the crosswind conditions, the mounting plated was rotated ninety

degrees from the flow direction.

3.5 Measurement Techniques

The objective of this experiment was to measure the unsteadiness of the ground vortex and the

distortion caused by it in the intake. Hence, two main parameters were of interest when the

experiment was performed: (a) the total pressure on the AIP plane to understand the effect of

distortion on intake and (b) the velocity on the PIV plane (see Fig. 3.4) to study about the

ground vortex.
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The measurement techniques used in the experiment are explained here briefly; Murphy’s PhD

presents more detailed information. [5].

3.5.1 Pressure Measurement

For total pressure measurement, the intake is equipped with four stationary rakes with nine

probes on each rake, as shown in Fig. 3.2. Each probe has a head diameter of 1.5mm which

is 1.25% of the lip diameter. This rake is placed, so the probe inlets are aligned in a single

plane to coincide with the equivalent fan face location. That is at a distance of 0.7Dl from the

lip of the intake in the y − z plane. This plane will be often referred to as AIP. The entire

assembly is rotated along the centerline axis of the intake to sample additional data inside the

intake circumferentially. As mentioned before, there is no hub or a fan, as the flow is driven by

a vacuum chamber.

Figure 3.2: Front view picture of intake model, with the total pressure rakes
installed.[5]

The total pressure was recorded at 342 locations inside the intake during the crosswind

conditions. In Fig. 3.3, the total pressure probe locations are mentioned using the black dots.

36 equispaced static pressure ports were also positioned inside the intake at an axial distance of

0.65Dl in line with the AIP. The static pressure probe is shown using red dots in Fig. 3.3. All

these pressure ports are connected to differential pressure transducers with a range of ±5 psi.
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For the experiments, an acquisition time of 5 seconds was used with a sampling frequency of

600Hz. Therefore, the total pressure data is an average 3000 sample collected over a short span

of 5 seconds.

Figure 3.3: Total pressure measurement point within the intake duct for
crosswind conditions (h/Dl = 0.25)

3.5.2 Velocity Measurement

Stereoscopic Particle Image Velocimetry (SPIV) is used to measure the three components of

velocity (u, v, w) in the plane of interest. It is a non-intrusive, global flowfield, optical, quan-

titative flow visualization technique, and it is widely used in fluid dynamics research [37]. A

TSI spectroscopic PIV system was used to acquire the three components of velocity on a plane.

This PIV system used two four-mega pixel cameras with 60mm focal length positioned under

the wind tunnel floor. They were arranged at ±45° to the measurement plane. A high-powered

double pulsed laser with a wavelength of 532 nm and pulse energy of 120mJ was used. The

details about the cameras and laser positioning for SPIV are found in Murphy [5]. For all the

experiments performed, a light sheet was placed in a plane parallel to the ground (x− y plane)

at the height of hl as seen in Fig. 3.4, and all the velocity components were extracted on this

plane.
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Figure 3.4: Measurement planes used in the experiments (hl = 0.083Dl)

3.6 Testing conditions

The presence of crosswind makes the intake more susceptible to lip separation, and the in-

teraction of this separation with the ingested ground vortex could have severe effects. The

experiment was performed at a range of crosswind airspeeds aiming to determine the effect of

ground vortex ingestion caused on the intake. However, the experiment data is only available

at three operating conditions tabulated in Tab. 3.1 from the AIAA workshop [34], [38]. These

inlet conditions are derived from the inlet static and total pressure measurements assuming

constant temperature. Under these conditions, the intake Reynolds number ranged between

0.3 − 1.26 × 106 based on the intake model. Due to the low Reynolds number, strips were

placed inside (Fig. 3.2) and outside of the intake lip to promote transition and avoid premature

laminar separation.

Table 3.1: Crosswind Operating Conditions of intake at h/Dl = 0.25

Case P∞, Pa T∞, K U∞, m/s U∗, - ṁi, kg/s

1 100882.7 290 9.917 18.339 1.46
2 100910.5 290 20.004 9.095 1.46
3 100994.6 290 35.458 5.249 1.46
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3.7 Experiment results

For all the three working conditions listed in Tab. 3.1, total pressure and static pressure

measurement were provided on the AIP in the AIAA workshop [34]. Using this data, the IPR,

distributions across the AIP for individual test case are recreated and are presented in Fig. 3.5

for low (U∗ = 18.3), medium (U∗ = 9.1), and high (U∗ = 5.2) crosswind velocities.

(a) Test case – 1 (b) Test case – 2

(c) Test case – 3

Figure 3.5: Total pressure contours at the AIP for increasing crosswind speed (images recreated
from the data provided in AIAA Workshop [34])

The wind is coming from the right-hand side onto the intake, which is placed at a constant

height (hl) from the ground. Due to the ingested ground vortex, one can see a total pressure
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loss in the contours presented in Fig. 3.5 on the windward side of the intake. The white region

in the figure corresponds to no pressure loss. For the lowest crosswind case, it can be seen that

there is an ingested vortex at the 4 O’clock position, which is indicated by a total pressure

loss created in that region. For the medium crosswind case, the position of the vortex did not

change a lot, but the vortex core became stronger, indicating the increase in total pressure loss.

Finally, the total pressure loss increased further for the high crosswind condition, and the vortex

moved close to the 6 O’clock position. Therefore, as the crosswind speed increases, the total

pressure loss also increases. Furthermore, for the case–3, there is flow separation observed on

the AIP at the 3 O’clock position. This flow separation could interact with the vortex, thereby

increasing the unsteadiness of the vortex, pushing it away from the windward side.

Under these testing conditions, it was also observed that the boundary layer in the exper-

iments was found to be replicated by the Eq. 3.5, with an average δ of 0.104m and n of 8.28.

Therefore, the ground plane boundary layer profile would be Eq. 3.6.

y

δ
=

(
u(y)

U∞

)n

(3.5)

u(y) = U∞

( y

0.104

) 1
8.28

(3.6)

AIAA recommended to use this profile in the numerical simulations since the ground boundary

layer can play an important role in the formation of the inlet vortex.

3.8 Summary of AIAA PAW-05 results

Following the 5th Propulsion and Aerodynamics workshop (PAW-05) in November 2020, several

researchers started investigating the axisymmetric intake used by Murphy [5] in his studies,

using a variety of numerical modelling techniques starting from RANS up to high-fidelity meth-

ods like very large eddy simulations (VLES) [39, 40, 41, 42, 43] for three particular operating

conditions provided in PAW-05 workshop [34]. The three conditions are at a U∗ of 18.3, 9.1

and 5.25 for a constant h/Dl of 0.25 above ground. Broadly, the physics of the inlet vortex

ingestion predicted by all these investigators match well with the experiment results. But, the

accuracy of the results was highly dependent on the type of numerical model, grid density and

the software used. A huge inconsistency was observed in the distortion descriptor, DC60, for

the three conditions, with a general trend of increasing with a decrease in U∗. For the smallest

crosswind case (U∗=18.3), the flow was observed to be steady by Selvanayagam et al. [39]. As

the U∗ decreases, the vortex becomes unstable due to the oscillatory behaviour of the ground
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Figure 3.6: Instantaneous isosurfaces of velocity magnitude of Case–1 using
VLES by Ribeiro [40].

vortex for the other two cases. Furthermore, for U∗ of 5.25, lip separation on the windward

side of the intake is observed, leading to an increase in distortion on AIP alongside an increase

in the size and unsteadiness of the vortex compared to low crosswind speed conditions.

Ribeiro [40] used VLES and found good agreement with the experimental data for the vortex

locations and the total pressure plots across the AIP concerning the PIV data from the experi-

mental studies. Figure 3.6 depicts the path traced by the ground vortex as it enters the intake

by the velocity isosurfaces and some secondary vortical structures around the ground vortex like

a spiral. Though the results from his work exhibit a very good match, the eddy level calculation

used by VLES is computationally expensive.

Potturi et al. [42] achieved grid convergence between 128 million and 414 million cells for the

lowest crosswind, implying that grid convergence for this problem is not easily achievable. He

also studied the effects of four different turbulent models in CFD++ and concluded that k− ϵ,

SARC-QCR, and Hellsten realisable k − ϵ models predicted good results while Menter’s SST

couldn’t predict the behaviour well for low and medium crosswind speeds. However, none of

the turbulence models predicted the presence of ground vortex for high crosswind case of U∗ =

5.25.

Harjes et al. [44] performed a methods assessment of an aero-engine intake in crosswinds,

and they quantified the impact of the Reynolds number and turbulence modelling approach

for a realistic geometry. Hysteresis was observed in their RANS simulations when the intake

mass flow was increased or decreased, resulting in different topologies; one had an intake flow
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separation on the windward side while the other had a homogeneous intake flow. The impact

of the incoming boundary layer was studied in a wind tunnel by Mouton [45]. He found out

that the intake operation range is increased when the higher turbulence intensity is generated

by the uniform grid. While the crosswind velocities and the movement of the ingested vortex

change a lot when an atmospheric boundary layer is generated in the wind tunnel. Therefore,

the incoming velocity profile can alter the flow dynamics of an aero-engine.

Babcock et al. [43] summarises the PAW-05 workshop by mentioning some very important con-

clusions. He acknowledged that the accurate prediction of the ingestion of inlet ground vortex

is a very complex task, but CFD has proven to be a very useful tool in studying this kind of

flow. This successful workshop with a total of 12 participants involved more than 200 individual

runs using 9 different solvers, and different meshes and turbulence models tended to predict the

smoother features of the vortex and the separation region. The CFD’s lower crosswind case

was less challenging than the higher crosswind flows. Furthermore, Babcock et al. stated that

the two-equation turbulence models tended to perform better than one-equation models in pre-

dicting DC60, though neither of the models accurately captured the depth of the total pressure

loss. Unsteady results did not benefit any better results, despite the inherent unsteadiness in

the flow. Finally, he suggested that the initial studies focus on the lower velocity conditions to

avoid the added complexity of the vortex and separation flow interaction.
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Chapter 4

Computational Methodology

4.1 Aerodynamic Flow Solver

The flow solution is numerically computed using the in-house code HADES®, which is a 3D

time-accurate, compressible, viscous, finite volume, hybrid RANS/LES flow solver for unstruc-

tured meshes. The flow variables are represented on the nodes of a generic mesh, and the

numerical fluxes are computed along the edges of the grid. The Solver is based on the one-

equation Spallart-Allmaras turbulence model [46]. At viscous wall boundaries standard wall

function Pope [47] is used. The overall solution method is implicit, with second-order accuracy

in space and time. It has to be noted that in this work, the compressible solver is employed.

For steady-state flow computations, the solution is advanced in pseudo-time using local time

stepping and solution acceleration techniques; dual time stepping is used for time-accurate un-

steady computations. Unsteady flow computations can be computed using unsteady Reynolds-

averaged Navier-Stokes (URANS) equations. Validation and verification of HADES®in various

2D canonical flows and high-speed 3D compressible applications can be found in past publica-

tions by He et al. [48],[49]

4.2 Computational Domain

The geometry chosen for this study is the simplified intake proposed at the 5th PAW by AIAA

[34]. For the CFD simulations, the intake geometry was placed inside a computational domain

of length 25Dl, width 25Dl and height of 12.5Dl as shown in Fig. 4.1. The intake is placed

0.25Dl above the ground plane and is 7Dl long, extending downstream to improve the numerical

stability of the model. The centre-line cross-section of the intake along the x − z plane is

equidistant from both the inlet and the outlet wall (12.5Dl from either wall). As shown in
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Fig. 4.1, the intake exit extends all the way to the end of the domain, maintaining a clear

distinction from the domain back-wall. This acts as a different surface to help generate an

independent flow inside the intake irrespective of the domain walls.

Figure 4.1: Computational domain used for simulations

4.3 Grid and boundary conditions

The mesh used for simulations in this thesis is obtained from Cranfield university. To access

the influence of the mesh size on the results, three grids were generated using the computation

domain shown in Fig. 4.1. The three grids are labelled coarse, medium and fine mesh with 7.1,

17.2 and 41.1 million elements, respectively. Structured multi-block grids were generated with

multiple inflation layers using hexahedral cells. To capture the viscous effects near the wall,

the nearest layer to the wall is at a non-dimensional distance of y+ ≈ 1 for all the grids. These

small values of y+ will also help accurately resolve the boundary layer near the ground plane

and around the intake surface.

The boundary conditions used for the initial computations are tabulated in Tab. 4.1. In

the next section, several studies are performed to optimise the conditions and arrive at the best

approach to set up the computational domain for crosswind conditions. The velocity at the inlet

was computed based on the preferred U∗. The flow inside the intake is regulated by changing

the boundary conditions at the intake exit (seen in Fig. 4.1). For all the simulations in this

30



Table 4.1: Initial boundary condition used for the simulations

Domain Boundary Conditions

Inlet Boundary Velocity Inlet
Inlet Velocity Profile None
Outlet Boundary Velocity Outlet

Intake wall No-slip
Ground plane No-slip
Side walls Symmetry

Intake Outlet Mass Flow Outlet

report, the mass flow at the intake exit is set to a constant value of 1.46 kg s−1. The ground

plane and all the walls are set to no-slip boundary conditions, while all the remaining domain

wall boundaries are defined as symmetrical.

4.4 Setup optimisation

4.4.1 Impact of inlet velocity profile

In this section, a small study is performed on the coarse mesh to understand the importance

of providing an inlet velocity profile for this problem. The experiment is performed in a wind

tunnel with a long duct section upstream to the intake, a boundary layer could develop. Since

the long duct is not included in the domain, a boundary layer has to be provided at the domain

inlet. Initially a uniform velocity profile (U/U∞ = 1) was used at the inlet. By default, in any

numerical software, there will be a BL profile corresponding to a no-slip boundary condition. In

HADES®, the velocity in the BL develops to its free stream velocity very close to the ground,

as seen as Uniform profile in Fig. 4.2. It is compared with the BL profile extracted from the

experiments (Eq. 3.6), and it is clear that the BL from the experiments develops much farther

from the ground than the default HADES BL profile. In this study, the intake is placed close

to the ground; therefore, the experiment BL profile covers almost half the height of intake.

No major changes were observed for the low and medium cases during RANS simulations. For

high crosswind speed as seen in Fig. 4.3, with the imposed BL profile, the mean Navier-Stokes

residuals doesn’t converge while for the case with uniform BL profile, the residuals converges.

This implies that there is presence of unsteadiness in the former case.

Figure 4.4 compares the experimental results with the numerical results using uniform and

imposed BL profile. From qualitative visualisation, one can say that for the lowest crosswind
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Figure 4.2: Comparison of inlet BL for Uniform and imposed profile at
25Dl/3 from intake centreline.

speed, the BL profile has no effect on the location of the vortex but has a better total pressure

prediction. The same effect is seen for the medium crosswind speed with almost no change in

the position of the vortex but a slight decrease in the total pressure loss. However, for the high

crosswind with uniform intake profile condition, the vortex and the separation did not appear,

contradicting the experimental results. But, for the case with imposed intake BL profile, the

vortex is present while the separation is still not seen at U∗ = 5.2. Since the flow develops fully

very close to the ground in the case of uniform intake BL profile, the vortex could have been

blown away by the high crosswind very close to the ground. While for the other case, the wind

speed inside the BL (< U∞) is not strong enough to blow the vortex away from the ground

plane in front of the intake. Therefore, the influence of the vortex is still clearly visible at the

AIP in terms of pressure loss. The presence of the vortex in the latter case is the unsteadiness

that is responsible for the residuals not being converged for this case.

The phenomenon mentioned above can be supported by normalised vorticity contours in Fig.

4.5 a,b. it is clear that for the case with uniform inlet profile, the vortex on the ground is not

present and is blown away by the strong crosswinds (U∗). The vorticity levels (pink contour)

present in Fig. 4.5a could be misunderstood for a vortex, but the out-of-plane velocity flow

field presented in Fig. 4.5 c denies its presence. However, in the case of the intake profile, the

vortex is very strong (compared to the former case), and it is right in front of the intake on the

ground plane affecting the flow inside the intake. This can also be verified by Fig. 4.5 d, where

one can see a higher w velocity component in the location of the vortex.

Due to the fully developed velocities close to the ground, the vortex estimated could be stronger

for the first two cases with uniform BL profile; the solver predicted a better total pressure

contour on AIP. This is not a better prediction of the current condition; instead, it is equivalent
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Figure 4.3: Mean Navier-Stokes residual of ρux for high crosswind with
uniform and imposed BL profile at inlet.

to a condition with higher H/D. The uniform boundary layer setup fails to predict the presence

of the vortex entirely for the high crosswind case. In contrast, the setup with the intake boundary

layer predicted the existence of the vortex in the intake. So, from this study, one can see the

significance of the intake BL profile in this problem. Henceforth, all the simulations performed

in this report use a standard boundary layer profile shown in Eq. 3.6.

4.4.2 Turbulence model

The turbulence model plays a vital role in RANS modelling. Since SA is a one equation model,

it might not be capable enough to pick up the severe unsteady effects of ground vortex ingestion.

Over the years, several approaches (flavours) have been studied to address this complicated fluid

flow to increase the SA turbulence model’s prediction capabilities. Considering that HADES

only offers Spalart–Allmaras (SA) turbulence model, few of these flavours were employed in

this case, and the results are studied in this section to find the best turbulence model for this

problem.

The SA turbulence model is a linear eddy viscosity model based on Boussinesq assumption [50].

The standard linear eddy viscosity model may fail to predict the rotation effects accurately or

may not be able to predict at all [51]. Due to the presence of a rotating vortex in this problem,

the standard SA model might not be able to predict the effects properly. Therefore an ’RC’

flavour of the standard SA model [52] is studied for this problem. The term ’RC’ stands for

system rotation and streamline curvature inherent in this case. So, for sensitisation of the SA
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(a) Experimental (b) With uniform profile (c) With imposed profile

Figure 4.4: Comparison of IPR contours for with uniform and imposed BL profile with increasing
U∗ (Experimental (recreated from [34],[5]) on left and Numerical on centre and right)
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(a) (b)

(c) (d)

Figure 4.5: The vortex-aligned average vector flow-field (a,b) with contours of normalised vor-
ticity and (c,d) out-of-plane velocity flow-field for cases with uniform (left) and imposed (right)
intake BL profile at U∗ = 5.2
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model to RC effects, a simple rotation function which is a combination of second derivatives of

the velocity field, is multiplied by the eddy viscosity transport function [53].

Another highly employed modification with linear eddy viscosity turbulence model is quadratic

constitutive relation (QCR) [52]. Implementing this flavour changes the linear SA model non-

linear. The missing feature of the Boussinesq eddy-viscosity approximation is to predict the

secondary flow of second-kind induced by the anisotropy of the Reynolds-stress tensor. To in-

troduce this anisotropy, nonlinear constitutive relations were used for Reynolds stress without

adding additional differential equations. This enhances the capability of linear turbulence mod-

els to improve prediction for several kinds of flows [54]. To achieve this, Spalart [55] proposes a

simple quadratic constitutive relation (QCR) that can capture the secondary flow of the second

kind. Significant qualitative improvement from QCR2000 flavour is seen in other separation

flow studies [56]. When used in conjunction with Spalart–Allmaras turbulence model with ro-

tation/curvature correction, this model produced excellent results for separation flow [57]. Since

the problem studied in this report has a separation flow, QCR2000 was also considered for this

study.

Figure 4.6 represents the use of different flavours of the SA model to predict the separation

flow overlooked by the standard SA model. The SA–RC model predicted the separation flow

on the windward side, while the QCR2000 model failed to do it. But the combination of both

the flavours in Fig. 4.6d predicted a similar result as SA–RC model. However, qualitatively

speaking, it is not exactly the same; the SA–RC–QCR2000 model predicted a stronger vortex

presence. Considering the success of RC–QCR2000 flavour observed with the separation flows

in the past [57], the said model is used for all simulations presented in this report.

4.5 Chapter Summary

In this chapter, the computational domain, mesh and the setup are described in detail. Then

from the inlet boundary layer study, it is concluded that the boundary layer plays an important

role in the prediction of the ground vortex. Therefore, the BL profile measured in the exper-

iments is considered for the numerical simulations. Finally from the turbulence model study,

SA-RC-QCR2000 is considered the best model for the problem studied in this work.
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(a) SA (b) SA – RC

(c) SA – QCR2000 (d) SA – RC – QCR2000

Figure 4.6: IPR contours for different turbulence models at h/Dl = 0.25 for U∗ = 5.2
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Chapter 5

Steady state analysis

Steady-state RANS simulations performed with the domain and methodology explained in the

previous chapter are analysed and discussed here. These simulations were performed using

coarse, medium and fine grids, divided based on their grid densities. A study is performed to

see the effects of grid density on the numerical solution, and these results are validated using

the experimental test data from AIAA PAW-05 [34].

As we have seen in the literature, two vortices exist, one on the ground and the other trailing

from the lip on the leeward side of the intake. Since the ground vortex significantly impacts the

total pressure at intake, it is of paramount importance, and the trailing vortex is not studied

in this work. The non-dimensional parameters described in § 3.2 are used to provide a valid

comparison between the experiment and the numerical data.

5.1 Grid Independence Study

An initial grid sensitivity study was carried out among the three grids to determine the impact

of the grid resolution on several phenomena of interest. Mainly the ground vortex properties,

intake distortion, and separation at the intake lip. For this purpose, open-source data from

the PAW-05 workshop was used, and the IPR plots were recreated. For credible comparison

between the numerical and experimental data, the pressure recovery at the intake and pertinent

ground vortex vorticity are calculated using the method described by Murphy [5]. The IPR on

the AIP plane and the ω∗
z on the PIV plane are compared for the three different grid sizes.

By looking at the initial Navier-stocks mean residual plot using fine mesh for three crosswind

cases in Fig. 5.1, it is clear that as the crosswind speed increases, the level of convergence

decreases. This implies that the unsteadiness present in the system is also increasing. Therefore

it can be considered that the the solution is not converged in steady state.
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For case-1, the lowest crosswind case, IPR is shown in Fig. 5.2a-d. The white region in the plot

Figure 5.1: Mean Navier-Stokes residual of ρux for Low, Medium and High
crosswind cases using fine mesh.

is associated with no pressure loss, and qualitatively it is clear that the vortex has an effect on

the AIP in the form of a total pressure loss at a 5’O clock position. The numerical prediction

of the stagnation pressure is improving with the increase in grid density. The line plot shown

in Fig. 5.2e is plotted by probing circumferential at a fixed radial position of highest stagnation

pressure loss (essentially the core of distortion). Experimentally, there was a total pressure loss

of about 24% which is predicted very closely by the fine mesh (20% loss). Furthermore, it can

be seen that the location of the vortex circumferentially is estimated better by the medium

mesh and fine mesh with a difference up to 5◦ from the experiment data (at 230◦). Finally, the

small total pressure loss (about 3%) at the 11 O’clock position inside the intake is the impact

of the trailing vortex on the leeward side.

Fig. 5.3 is the plot of normalised out-of-plane vorticity (ω∗), where the white region (no

colour) is linked with the absence of out-of-plane vorticity. The in-plane velocity vectors present

a swirling motion around the plot’s pink contour, denoting the ground vortex’s existence on the

PIV plane. It can be seen that the appraisal of the vortex intensity is predicted best with fine

mesh, which results in higher inlet distortion on AIP, as observed before. However, the different

grids predicted no significant change in the vortex core location. Also, the vortex core is at a

distance of 0.2Dl in the x direction from the intake lip, represented by the dotted line. From

these figures, it is clear that the vortex on the ground is present close to the centre-line, slightly

towards the windward side and extending almost vertically into the intake.
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(a) Experimental (b) Coarse Mesh

(c) Medium Mesh (d) Fine Mesh

(e) Azimuthal IPR distributions at a fixed radial position crossing the peak loss flow
regime

Figure 5.2: IPR contours for a h/Dl = 0.25 and Mi = 0.55 for U∗ = 18.3 (Experiment data is
recreated from [34])

Finally, the values of Distortion coefficient (DC60) and Γ∗ are tabulated in Tab. 5.1. The value

of DC60 doesn’t change much among the three different grids, but it is almost half as much

as the experiment value. Here, it has to be noted again that DC60 parameter is not highly
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(a) Experimental (b) Coarse Mesh

(c) Medium Mesh (d) Fine Mesh

Figure 5.3: u− v vector and vorticity field for a h/Dl = 0.25 and Mi = 0.55 ((a) is taken from
[5])

regarded by the researchers in the field of aerodynamics since it doesn’t exactly represent the

distortion present in the system, but it is mostly used because a better alternative doesn’t exist.

The non-dimensional circulation (Γ∗) from the experimental data agrees well with the numerical

results.

For Case–2 with medium velocity ratio of 9.1, IPR plots are presented in Fig. 5.4. Firstly,

the location of the vortex is changing a lot among the solutions from the three grids. While the

coarse mesh has done a very good job predicting the location, the medium and the fine mesh

are far from the experiment data. This is evident from Fig. 5.4e. Though the total pressure

loss increases with the increase in grid density, the vortex is moving away. For the coarse mesh,

Table 5.1: Non-dimensional parameters for different mesh sizes at U∗ = 18.3

Parameter Experimental Coarse Mesh Medium Mesh Fine Mesh

DC60 0.116 0.0575 0.0529 0.0512
Γ∗ 0.256 0.3105 0.3017 0.3079
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Table 5.2: Non-dimensional parameters for different mesh sizes at U∗ = 9.1

Parameter Experimental Coarse Mesh Medium Mesh Fine Mesh

DC60 0.217 0.107 0.119 0.135
Γ∗ 0.288 0.209 0.256 0.275

a region of total pressure loss is seen at a 5 ’o clock position inside the intake. But for medium

and fine mesh, it is almost past the 6 o’clock position. This is attributed to the convergence

level of the numerical simulations. The residuals of the Navier-Stokes equation are converged

for the coarse mesh, whereas for the medium and fine mesh, they did not. This could mean that

the vortex is starting to become unsteady, so the steady state was not able to find a particular

solution. Therefore, the solutions presented for medium and fine mesh is not converged. For the

coarse mesh, since the mesh density is large, the small unsteadiness must have been numerically

dissipated, resulting in a converged solution.

Fig. 5.5 shows the vortex locations on the PIV plane from the top view. Firstly, as expected,

the non-dimensional vorticity (ω∗) is better predicted by the fine mesh than the medium and the

coarse mesh. Whereas the predicted location of the vortex did not change at all with different

grids. The experiment data suggests that the vortex extends from the leeward side of the ground

to the windward side of the intake. The vortex from the numerical results extends to different

locations inside the intake from one location on PIV. The values of DC60 are under-predicted

again as in the previous case by almost 50%, with the values being almost constant among the

different grid densities. On the flip side, the normalised circulation is predicted to be very close

to the experimental results as tabulated in Tab. 5.2.

For Case–3, Fig. 5.7 represents the IPR on the AIP, and an additional phenomenon apart

from the distortion is observed on the intake. It is the intake lip separation on the windward

side. As the crosswind speed is high, the flow coming into the intake doesn’t have contact long

enough with the intake wall to enter inside smoothly; therefore, a separation can be seen when

the flow enters the intake. This is a very complex case because of the interaction of the separated

flow and the ground vortex entering the intake. For this case, the Navier-stokes residuals for

neither of the grids were converged as shown in Fig. 5.6. In contradiction to what one might

expect, the coarse mesh has performed better in predicting the location and total pressure loss

inside the intake than the denser grids. This could be mere coincidence. It can also be seen

that the separation is over-predicted compared to the experiments, not just the total pressure

loss in the separation region but also the extent of separation. All these observations can be
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(a) Experimental (b) Coarse Mesh

(c) Medium Mesh (d) Fine Mesh

(e) Azimuthal IPR distributions at a fixed radial position crossing the peak loss flow
regime

Figure 5.4: IPR contours for a h/Dl = 0.25 and Mi = 0.55 for U∗ = 9.1 (Experiment data is
recreated from [34])

quantitatively seen in Fig. 5.7e.

From the qualitative comparison of the PIV plane shown in Fig. 5.8, the vortex location was

predicted differently by different grids in the steady state simulations. It can also be noted that
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(a) (b)

(c) (d)

Figure 5.5: u− v vector and vorticity field for a h/Dl = 0.25 and Mi = 0.55 ((a) is taken from
[5])

Figure 5.6: Mean Navier-Stokes residual of ρux for U∗ = 5.2.
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(a) Experimental (b) Coarse Mesh

(c) Medium Mesh (d) Fine Mesh

(e) Azimuthal IPR distributions at a fixed radial position crossing the peak loss flow
regime

Figure 5.7: IPR contours for a h/Dl = 0.25 and Mi = 0.55 for U∗ = 5.2 (Experiment data is
recreated from [34])

the location of pressure loss on the AIP is changing with the vortex location on the ground.

For the coarse mesh, the vortex on PIV is more central; therefore, the vortex in the intake was

towards the windward side. This is completely opposite to the fine grid where the vortex moved
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towards the leeward side. Since the experimental data shown here was a snap-shot at a random

time instant, one cannot indicate which grid predicted the location better; it could be that the

vortex is hovering over all these locations. Therefore, from these results, it is clear that the

motion of the vortex has become highly unsteady, and the steady state cannot estimate the

phenomenon properly.

The DC60 values for this case are tabulated in Tab. 5.3. The coefficients predicted are higher

than the experimental data, which differs from the previous cases. This is due to separation;

the 60◦ sector for minimum pressure is considered in the separation zone; therefore, the average

total pressure is much less, leading to high DC60 values. The non-dimensional circulation values

for this case are scattered about the experiment data.

(a) (b)

(c) (d)

Figure 5.8: u− v vector and vorticity field for a h/Dl = 0.25 and Mi = 0.55 ((a) is taken from
[5])
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Table 5.3: Non-dimensional parameters for different mesh sizes at U∗ = 5.2

Parameter Experimental Coarse Mesh Medium Mesh Fine Mesh

DC60 0.300 0.510 0.491 0.495
Γ∗ 0.422 0.433 0.417 0.395

5.2 Discussion

The coarse mesh predicted all the flow phenomena predominantly observed during the experi-

ments. Although fine mesh produces an accurate quantitative result, the coarse mesh is capable

of producing the flow topology in these simulations. All three meshes have under-predicted the

pressure loss effects of the ground vortex on the intake. However, the fine mesh results were the

closest to the experimental data in the converged cases. Furthermore, the grid resolution had

less influence on the location of the vortex on the ground plane for low and medium crosswind

conditions from steady state results. It has to be noted that all the numerical simulations did

not converge in the steady state. Furthermore, from the literature, it is clear that the ground

vortex is highly unsteady at high crosswind speeds, and evidently, we have different results with

different grids in the steady state RANS computations.

For case–3, the vortex was highly unsteady, and the location of the vortex on the ground plane

changed a lot among the three grids. All three locations could be correct because the vortex

might be hovering over these positions due to the unsteadiness. The additional inward flow

separation observed is substantially over-predicted by all the numerical simulations compared

to the experimental data. These phenomena were quantified using the numerical DC60 coeffi-

cient, and the non-dimensional circulation are tabulated above; it shows the partial capability

of RANS to quantify the intake distortion.

The main conclusion from the steady state analysis are:

1. In terms of flow field topology, the influence of the spatial resolution is not very significant.

Therefore, the coarse mesh of 7.1 million cells can be used to study the flow inside the

intake for further cases, considering the computation costs with a fine mesh of 42.1 million.

2. For low crosswind speed, with an increase in grid density, the estimation was getting closer

to the experimental data because of low unsteadiness.

3. The capability of RANS methods could be further investigated by a denser grid on the

AIP and on the ground plane for the low crosswind case.

4. For cases with a medium and high crosswind, because of high unsteadiness in the vortex,
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RANS is not the correct way to proceed with the study. Therefore, to study the grid

independence properly, URANS simulations are performed and presented in the following

section.
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Chapter 6

Unsteady analysis

In this chapter, the Unsteady RANS equations are solved for both medium and high crosswind

conditions. Coarse mesh is chosen for these simulations since the flow topology is not dependent

on the mesh resolution. A flow field characterisation is made by showing IPR and out-of-

plane vorticity contours at AIP and PIV for certain selected time steps to represent the vortex

motion. Time-averaged results are compared with the experimental data to check the validity

of the numerical solutions. The time series signal is also analysed in frequency domain to

understand any particular insights into the characteristics of vortex motion. Comprehending

these frequencies could be particularly very important in the usual case when there is a fan in

the intake. This unsteadiness of the ground vortex, if periodic in the long run, could lead to

fan failure by HCF.

Keeping the trend of working with non-dimensional parameters, the time evolution of the IPR

and ω∗
z at several points on AIP and PIV planes will be analysed. The periodicity of the vortex

is studied using frequency-based analysis using the FFT procedure.

6.1 Analysis of Unsteady Simulations

For performing unsteady simulations, the same boundary conditions were used that were deter-

mined for the steady state simulations (listed in Tab. 4.1). Initially, a time independence study

was performed. After establishing temporal convergence, the most effective time step is used

to run URANS simulations for the remaining cases.

6.1.1 Temporal convergence

Since there were no previous studies analysing the frequency of the ground vortex for this case,

the initial time step was chosen depending on the grid size and the velocity magnitude inside
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(a) 2 probe locations on AIP (b) 2 probe locations on PIV plane

Figure 6.1: Snapshot of contours of IPR and ω∗
z of the case–3

the intake. Then the remaining two-time steps were obtained by halving the previous ones. The

unsteady simulations were performed at ∆t1 =5×10−6 s, ∆t2 =1×10−5 s, and ∆t3 =2×10−5 s.

A high crosswind case (U∗ = 5.2) was considered for this study owing to its complex distortion

at the inlet due to the presence of both separation and intake vortex. It can be safely assumed

that if temporal convergence has been achieved for this case at a particular time step, it can

also be used to study the remaining cases. Since this inlet distortion is a complex phenomenon,

the FFT of the area average IPR value of the entire plane might not provide good information

about the vortex frequencies. So, few locations are chosen on the AIP, PIV planes depending

on the motion of the vortex. Frequency analysis of the non-dimensional quantities on these

probe locations is compared at different time steps to show the temporal convergence.

In Fig. 6.1 the locations of the probe used in this study are presented at a random instant. On

the AIP plane, probe one is picked in the centre of the plane (0, 0) to get clear time series data,

while the second probe is picked in the path of the vortex to capture any important frequencies

left out in probe–1. On the PIV plane, two probes are picked in the vortex path at either

extreme.

Figure 6.2a has the IPR time series data (fluctuation about the mean) at probe 1 in the

bottom plot; the signal is periodic. Upon the frequency analysis, it can the seen from the

frequency domain plot that the 5× 10−6 s and 1× 10−5 s have a very similar result compared to

2× 10−5 s. The first two signals have a common significant peak (highlighted) at ≈315Hz, and

their harmonics. From Fig. 6.2b, one can infer the same observation that 5× 10−6 s, 1× 10−5 s

frequency domain signals look very similar. The troughs in the time series plot represent the
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drop in total pressure attributed to the vortex hovering over the probe. These troughs occur

periodically, and from the frequency domain, the first peak at ≈22Hz represents the vortex

motion. Then, one can also see a significant ≈315Hz peak similar to probe–1 data, and it could

be because of the intake lip separation that is seen as the high-frequency spikes in the time

series data.

(a) Probe–1

(b) Probe–2

Figure 6.2: Frequency domain analysis on top and IPR time series data on
bottom for porbes on AIP

In Fig. 6.3, the signal is clearer on the PIV since there is no influence of the intake lip
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Figure 6.3: Probe–1 on PIV with FFT analysis on top and time series data
of ω∗

z in the bottom

separation. Therefore, there are no high-frequency spikes in the time series data of ω∗
z shown in

the bottom Fig. 6.3. Moreover, there is a clear drop in the values of ω∗
z , indicating the presence

of the vortex in that particular period. This signal is fairly periodic, and this corresponds to a

frequency of ≈22Hz similar to one extracted from the AIP probe data. Therefore, the ground

vortex moves at a frequency of ≈22Hz. Also, the frequency close to 315Hz is driven by the

boundary condition at the intake exit as it is present on the ground plane but visible on AIP.

This is investigated and explained further. Finally, it can be concluded that the FFT of the

probe data from AIP can provide all the required frequency information of the ground vortex

motion.

This small study shows that this case reached a temporal convergence with time steps of ∆t1

and ∆t2. Since ∆t2 is larger than ∆t1, it takes less computational resources to acquire the

same length of the time signal. Therefore, a time step of 1× 10−5 s is considered for all further

unsteady simulations.

6.1.2 High Crosswind Case

To understand the behaviour of the ground vortex for high crosswind case, further unsteady

simulations were performed, and some important observations were made. Five important

positions of the ground vortex motion and its influence on the intake for this case are shown in

Fig. 6.4. The vortex is exhibiting a periodic motion from the left extreme (downstream edge of
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intake) to the right extreme (centreline of intake). As the ground vortex is moving, its strength

and influence on the AIP plane vary depending on its position relative to the intake.

At instant t1, one can see the weak ground vortex, positioned at the left extreme on the leeward

side, almost blown away by the strong crosswind extending all the way into the intake. Since

the vortex core on the ground plane is far from the bottom of the intake, it has a very small

influence on the total pressure on AIP(almost 6 O’clock position).

Next, at t2, the ground vortex is at the mid position of its path, axially a bit further away

from the intake growing stronger in strength. Consequently, on the AIP, the intake distortion

has increased in strength and moved from the bottom of the intake towards the windward side

(5 ’O clock position). At t3, the ground vortex is very close to the intake both in x and y

directions, appearing to be very strong in this configuration. At this vantage position, the

ground vortex significantly affects the intake inlet. The core of total pressure loss has moved

completely to the windward side leading to a total pressure loss of more than 30% on AIP.

This variation of the strength of the vortex with the location on the ground is linked to its

location inside the sucked streamtube. As discussed in the literature (see Fig. 2.5), the ground

vortex is created by the interaction of the sucked streamtube with the ground, and the size of

the streamtube depends on the crosswind velocity. For constant U∗, the size of the streamtube

is constant; therefore, when the vortex is at the extreme on the leeward side of the intake, it is

almost very close to the edge of the streamtube. At this location, as it can be seen in Fig 6.6,

the velocity of the flow entering the vortex at t1 is almost half that of t2, creating a very weak

vortex. This could also be seen as the vortex is close to being blown away, leading to the almost

disappearance of its influence on AIP. On the flip side, when it is at the right extreme, the

vortex is comfortably located inside the streamtube with the flow at high velocity, entering the

vortex and leading to its maximum strength.

Apart from this motion between extremities, the ground vortex also makes another periodic

motion with a shorter amplitude presented in Fig. 6.4d,e. Both the minor and major locations

are clearly represented in Fig. 6.5. From its position at the instant t3, the ground vortex

enters its shorter periodic motion, with its left extreme at time t4, and right extreme at t5.

In this period of time, the total pressure loss on the intake is not severe but considerable at

15%. The existence of two different periodic motions for high crosswind case could be due

to the complex interaction of the ground vortex with separation. Both the oscillations occur

successively; therefore, they have the same frequency of about 22Hz.

No particular inference could be made about separation, as it doesn’t seem to follow any trend.

But, two things about the separation can be observed. The strength of the separation is not
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(a) t1 = t0 (b) t2 = t0 + T/4 (c) t3 = t0 + T/2

(d) t4 = t0 + T (e) t5 = t0 + 3T/2

Figure 6.4: Variation of IPR (top) and ω∗
z (bottom) at the AIP and PIV respectively at five

instants of time for U*=5.2
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t1 t4 t5 t3

Figure 6.5: The vortex location superimposed on PIV plane to represent
vortex major and minor motion

Figure 6.6: u− v velocity vector plots and the vortex locations on PIV at t1
(left), and t3 (right)

over-estimated as in the steady state simulations. Secondly, it has a broadband frequency, and

the shear layer is unstable. The pink pulsation of the entire intake surface is due to the boundary

condition at intake exit leading to the high-frequency content (at ≈315Hz) in the time series

signal discussed before.

6.1.3 Medium Crosswind Case

The medium crosswind case is studied with URANS under the same boundary conditions at

a time step of 1 × 10−5 s to understand the unsteadiness of the ground vortex. This case is

expected not to show any separation on the windward side of the intake.

Figure. 6.7 represents the ground vortex extreme locations, with t1 being the right and t2 being

the left extreme. There is no significant vortex movement on the ground that can be observed
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(a) t1 = t0 (b) t2 = t0+ T/2

Figure 6.7: Variation of total pressure (top) and vorticity (bottom) at the AIP and PIV
respectively at five instants of time for U*=9.1

here, but there is a difference noticeable on the AIP with the core of the total pressure loss

moving between 6 ’O clock and 4 ’O clock position. Upon FFT of the data, Fig. 6.8a shows

the analysis of IPR on the AIP plane at two different probe locations, same as the case–3, the

ground vortex frequency is found to be 8.4Hz.

Since probe–2 is located in the path of the vortex picks up a stronger amplitude at 8.4Hz

compared to probe–1. This frequency of the vortex is almost one-third compared to the high

crosswind case. This frequency can be confirmed from the probe data on AIP plane shown in

Fig. 6.8b. However, another significant peak in the frequency domain at 325Hz corresponds to

the high-frequency spike present in the time series data. This high frequency is not physical

since there is no separation present in this case which is evident from Fig. 6.7. Also, there is still

a pulsation (represented by the pink contour) observed on the AIP periodically at the different

time instants shown in Fig. 6.7.

Upon further investigation, it was found that this pulsation present in the intake was nu-

merical and emerged from the mass flow boundary condition used at the intake outlet. Since

the mass flow boundary condition is a weak condition, implying that the imposed mass flow is
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(a) Probe–1,2 on AIP

(b) Probe–1 on PIV plane

Figure 6.8: FFT analysis (top) of the time series data from probe (bottom)

maintained by regulating the static pressure. Therefore, mass flow boundary conditions don’t

directly influence the flow. It can be seen in Fig. 6.9a that the mass flow on the intake exit

oscillates a lot about the imposed mass flow rate of 1.46 kg s−1. This change is almost 8%, and

the frequency of oscillation is approximately 321Hz. Similar behaviour was observed in the

case of high crosswind conditions; it was assumed that the high frequency of 315Hz was the

separation frequency rather it the flow pulsation due to the reflection from mass flow boundary
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conditions.

(a) Mass flow rate fluctuation on intake exit plane

(b) Streamlines tracing the vortex travelling from ground to intake exit through
AIP

(c) Centreline velocity contour for the plane (z = 0) passing through the centre of
intake for U∗ = 9.1 at snapshot

Figure 6.9: Mass flow boundary condition influence on numerical solution for U∗ = 9.1
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Figure 6.9b shows how the vortex is convected from the ground plane to the intake exit

inside the intake. The intake exit has a reflective boundary surface; when the ingested vortex

hits the exit surface, acoustic signals are transmitted from the intake exit. The mass flow

boundary condition calculates the corresponding back pressure and assigns it uniformly on the

entire exit surface. But, it can seen in Fig. 6.9b that the ingested vortex travels downstream

and hits the intake exit it creates a pressure difference on the surface leading to a non-uniform

boundary. Therefore this difference makes the solution numerically unstable alongside the

inherent unsteadiness caused by the vortex and separation. From the instantaneous flow solution

inside the intake cylinder, a planar wave can be seen moving through the intake between the

intake outlet and the highlight plane in Fig. 6.9c showing this instability. Therefore, the mass

flow boundary condition is not the appropriate method to numerically solve the ground vortex

unsteadiness problem. Hence, a better boundary condition (numerically) has to be employed

to solve this pulsation issue.

6.2 Static pressure boundary condition

To tackle the problem of the reflecting acoustic back from the intake exit, the simulations are

performed using static pressure boundary condition. In theory, it doesn’t reduce the reflection

completely but controls the amplitude of oscillation in the mass flow at the intake exit, thereby

restricting the numerical instabilities of the flow solution. Though this boundary conditions

specifies uniform back pressure on the intake exit, it has better control over the flow than the

mass flow boundary condition.

The main problem with this boundary condition is that mass flow at the intake exit cannot

be directly imposed. Therefore a corresponding static pressure has to be calculated from the

previous simulation data and, using the trial and error method, the required mass flow rate

close to 1.46 kg s−1 is achieved. Acquiring the correct mass flow is important for two reasons,

one being for the comparison with the experimental results, and the other is that the separation

and the ground vortex might not occur at different mass flow rates. Since the ground vortex

presence depends on the interaction between sucked streamtube (which can be smaller) and the

ground, acquiring a correct mass flow is essential.

While the rest of the boundary conditions remain the same, the intake exit is changed to outlet

static pressure with different values of static pressure for different crosswind conditions. The

static pressure values and the acquired average mass flow rate for the three cases are tabulated

in Tab. 6.1. The mass flow rate at the intake exit in all three cases is very close to the required
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Table 6.1: Imposed static pressure boundary condition values at intake exit

Case Static Pressure, kPa Mass flow rate, kg s−1

1 79.04 1.46
2 78.56 1.47
3 74.82 1.47

mass flow (and the difference is less than 1%). All the unsteady simulations are performed again

using these new boundary conditions.

6.2.1 Medium Crosswind Case

The medium crosswind case simulation is performed using static pressure as a boundary con-

dition at the intake exit. Similar observations have been made as the mass flow boundary

condition, except for the pulsation on the AIP plane due to the reflective boundary condition

disappearing shown at random instant in Fig. 6.11a. The instantaneous locations of low IPR

values for both the boundary conditions are plotted in Fig. 6.11b. It can be seen that without

the presence of the reflected acoustic wave in the intake, the vortex movement inside the intake

has increased. However, the vortex on the ground plane was fairly steady similar to the mass

flow boundary condition.

Figure 6.10: FFT analysis of probe–1 on AIP on top and time series data of IPR in the
bottom

It can be seen from the FFT analysis shown in Fig. 6.10 that there is only one peak at
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9.9Hz which corresponds to the ground vortex frequency. Moreover, even if the influence of

the boundary condition is not entirely eliminated, it is at least three orders of magnitude lower

than the mass flow boundary condition case. There is no high-frequency content in the time

data signal of IPR measured at probe–1.

(a) IPR contour plot at random time instant for
U∗ = 9.1

(b) Comparison of instantaneous vortex core
location for different boundary conditions

Figure 6.11: Vortex influence on AIP

6.2.2 High Crosswind Case

With the new boundary condition, the pulsations inside the intake are also absent for this case,

and some differences in the motion of the ground vortex are observed. This case still has two

different periodic motions one with a longer amplitude (represented in t1 to t3) and other with

a shorter amplitude (presented in t4 and t5) as seen in Fig. 6.12. The frequency of occurrence of

these motions has changed compared to the mass flow boundary condition. The shorter motion

frequents once after every long-term motion; therefore, the longer amplitude motion has twice

the frequency of the short-term motion.

From the FFT of the probe–1 on the ground plane shown in Fig. 6.13, the frequency of 15Hz

corresponds to the shorter (or secondary) motion, making the frequency of the longer (or pri-

mary) motion as 30Hz. The frequency peak at 60Hz corresponds to this primary motion; since

the probe is located in the middle of the longer path, each oscillation is counted as two in FFT.

It must be noted that these frequency values should not be followed to the decimal; due to the

shorter time signal, it is good to assume a ±10% range at each frequency obtained here.

Figure. 6.14 presents the instantaneous location of the vortex core for different different bound-
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(a) t1 = t0 (b) t2 = t0+ T/4 (c) t3 = t0+ T/2

(d) t4 = t0+ 2T (e) t5 = t0+ 5T/2

Figure 6.12: Variation of IPR (top) and ω∗
z (bottom) at the AIP and PIV respectively at

five instants of time for U∗ = 5.2

ary conditions. On the AIP plane, the amplitude of the vortex motion has increased compared

to the mass flow boundary condition, and the vortex followed almost the same path. Fig. 6.14b

shows the path the vortex tracks on the ground, and it is not a straight path but rather a

curved path between the leeward side and the centre of the intake from t1 to t3 respectively.

The path of the ground vortex is almost the same, with the amplitude being slightly larger for
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static pressure boundary conditions. It is also clear that the amplitude of the shorter motion is

half that of the longer one.

Another important flow phenomenon in the high crosswind condition is the presence of intake

Figure 6.13: Probe on PIV with FFT analysis on top and time series data of
ω∗
z in the bottom

t1

t4

t2

t5

t3

Figure 6.14: Comparison of instantaneous vortex core location representing the minimum
IPR on AIP on the left, maximum ω∗

z on PIV plane on the right

lip separation on the windward side. The literature confirms that the separation has a high fre-

quency compared to the ground vortex. Frequency domain analysis of the time data signal from

probes taken inside the intake separation did not produce any single or narrow band frequency,

thus it is a broadband range of frequencies. Furthermore, from Fig. 6.12, the separation shear
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layer looks very peculiar. Several irregular-shaped structures are visible inside the separation

zone on AIP which don’t portray a clear separation. To understand this 3-dimensional separa-

tion inside the intake, a plane parallel to the ground passing through the centre of the intake is

considered to see how the separation looks and propagates downstream. Moreover, three more

planes parallel to AIP are considered one very close to the lip and two downstream of AIP plane

at a distance of d = 0.416Dl apart from each other.

(b)

(c) (d)

Figure 6.15: Variation of IPR at several x–planes parallel to AIP (top) and z=0 plane
parallel to ground (bottom) through the intake at four random time instants

The plane–1 in Fig. 6.15 shows a clear separation shear layer at all the time instants that

looks more physical than at AIP. This separation is highly unstable and sheds at various

frequencies; therefore, the snapshots were presented randomly. The shedding is propagated
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downstream into the intake and can be observed as blob-like shapes on AIP and further planes.

Even at the time instants where a strong separation bubble is seen on the z–plane, the flow

re-attaches before reaching plane–2. Furthermore, the vortex extends from the leeward side into

the intake; as it travels downstream, it can be seen moving towards the intake’s windward side

and interacting with the separation. So, even though the vortex is away from the separation

region on AIP, it interacts with the shed separation downstream.

Since the separation is a complex 3D phenomenon, more advanced data processing techniques

such as Proper Orthogonal Decomposition (POD) has to be conducted to investigate the fre-

quency and energy content.

6.3 Comparison with experimental data

The experiment data provided in the AIAA PAW-05 is a time average plot over a period of 5 s

with a sampling frequency of 600Hz. Therefore time average URANS solution can be compared

with the experimental data. It has to be noted that URANS simulations are performed using

coarse mesh. It was concluded from the steady state results that coarse mesh could reproduce

all the flow topology seen in the experiments.

Figure. 6.16a,b shows that URANS for high crosswind condition has done a much better job

in predicting the flow inside the intake better than RANS analysis. The most improvement

can be observed in the prediction of the separation region for high crosswind case; while the

steady-state had predicted a very huge separation zone, URANS time average results shows a

gradual increase in total pressure loss from the centre to the intake walls. However, the pressure

loss in the separation zone and the extent of the separation is slightly over-predicted, whereas,

inside the vortex core, the total pressure loss is under-estimated.

The x − y line plot in Fig. 6.16c compares the IPR at all the circumferential locations at the

radius of maximum pressure loss. It can be seen that there is an over-prediction in the separation

region, both in the magnitude and the outset of total pressure loss which can be likely due to the

coarse mesh, better agreement with fine mesh can be expected. Furthermore, this loss is spread

over a wide range of 70° angle, implying a larger motion of the vortex inside the intake. This

large amplitude results from the extensive movement of the vortex on PIV plane starting from

the centre till the leeward side of the intake, as seen in Fig. 6.18. Since the standard deviation

in y of both the data for this case looks the same, which could mean that the amplitude of

the ground vortex motion is almost the same, the average of vortex movement is off by 0.1Dl,

suggesting that the vortex in the experiments is going even further in the leeward direction of
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intake. From Fig. 6.17, at medium crosswind on AIP the results are fairly comparable, the

Comparison of IPR contours on AIP (a) Experiment data, and (b) URANS result with
coarse mesh for U∗ = 5.2

(c) Azimuthal IPR distributions at a fixed radial position crossing the peak loss flow regime

Figure 6.16: Comparison of time average data for U∗ = 5.2 (Experiment
data is recreated from [34])

total pressure loss at vortex core is under-evaluated, and the location of vortex core is predicted

to be at an offset of 10° compared to the experiments. Since it is a time average result, the

circumferentially earlier existence of the vortex conveys that it is going further upward, close to

the windward side of the intake. The complementing effect can be observed on the PIV plane,

where the vortex has a larger movement in the experiments than in numerical simulations (see

Fig. 6.18). From the experimental data, the standard deviation in the y axis looks the same as

the high crosswind case; it can be inferred that the vortex is moving a lot in PIV plane, which

is not seen numerically.

Concerning low crosswind speed, the steady state has provided a very good solution; it is

established that at low crosswind speeds, the vortex is stationary on the ground plane. It is

66



evident from Fig. 6.18 that vortex is almost stationary numerically. Because of a stationary

ground vortex, there is no vortex motion in the AIP as well. The average location of the

predicted vortex is off by ≈ 0.15Dl close to all the other cases. Since the vortex motion for this

case is almost negligible, no extensive study is presented in this report.

Comparison of IPR contours on AIP (a) Experiment data, and (b) URANS result with
coarse mesh for U∗ = 5.2

(c) Azimuthal IPR distributions at a fixed radial position crossing the peak loss flow regime

Figure 6.17: Comparison of time average data for U∗ = 9.1 (Experiment
data is recreated from [34])
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Figure 6.18: Averaged ground vortex core locations at the vortex measurement plane
(experiment data highlighted in ovals) with markers representing the average location,

bars indicate the standard deviation in x− y plane

6.4 Chapter Summary

In this chapter, Unsteady simulations were performed in HADES®for the medium and high

crosswind cases using coarse mesh. Firstly, a study was performed to acquire results independent

of the time step used for URANS simulations. Frequency domain analysis of the time data of

probes on AIP and PIV planes was used to establish the temporal convergence. For the high

crosswind case, ∆t = 1 × 10−5 s produced converged results. Using this time step, unsteady

simulations were performed on the case–2,3 and observed two dominating frequencies. Out

of these two, the smaller one corresponds to the ground vortex oscillation. The higher one,

initially considered separation frequency, transpired to be a numerical acoustic wave. Upon

further investigation, it emerged from the mass flow boundary condition imposed at the intake

exit.

Later, the numerical acoustic wave propagating inside the intake was attenuated using static

pressure boundary conditions at the intake exit. The medium crosswind case was found to have

a small vortex oscillation on the ground. This ground vortex frequency is learned as 9.9Hz.
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For the high crosswind case, there is an influence of both ground vortex and separation on the

intake. In this case, the ground vortex exhibits two motions of different amplitudes and different

frequencies along the same path. The frequencies of 15Hz and 30Hz correspond to the shorter

and the longer motion, respectively, with the short one being almost half the amplitude of the

longer motion. This was not observed in the medium crosswind case; therefore, this secondary

could have been manifested due to the complex interaction between the vortex and the intake

lip separation.

To understand the separation in 3D, several other planes were sliced inside the intake. From

the study, it can be concluded that this is indeed a very complex behaviour that does not occur

at one particular frequency but in an extensive range.

Finally, the time average results from URANS are compared with the experimental data. A

very good match of the flow field results was observed on the AIP for both the medium and

high crosswind conditions. These results defined the separation region in the experiment more

clearly; since the shear layer was always oscillating, the time average gave a proper gradient

of the pressure loss that matches the experiment data. There was no motion of ground vortex

in the low crosswind case using URANS, and the study is not presented in this chapter. Then

regarding the accuracy of prediction, the numerical simulations were a little off, but that should

be fixed when the simulations are performed using a fine mesh. In this chapter, finer meshes

are not explored because of the time constraint.
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Chapter 7

Conclusions and Recommendation

The characteristics of intake ground vortices have been investigated for low, medium and high

crosswind velocities with U∗ = 18.3, 9.1 and 5.2 respectively, using RANS and URANS-based

computational methods in HADES®. These calculations were validated against the experi-

mental data set provided by the AIAA PAW-05 workshop and the experiments conducted by

Murphy [5] at Cranfield university. The prime objective is to validate HADES and see how

accurately it can predict this highly unstable and complex ground vortex motion and its effects

on intake. Furthermore, a proper numerical setup and the influence of several modelling pa-

rameters and non-dimensional parameters are studied in this work.

The numerical research has been performed sequentially. Firstly, a steady state URANS study is

performed to learn the effect of the incoming boundary layer and different turbulence models on

the intake. Then with an established numerical setup, a mesh convergence study is performed,

and the results are validated against the experimental results. Then URANS simulations are

performed using these steady state results and compared with the time-average experimental

data. Finally, frequency domain analysis has been performed to understand the motion of the

ground vortex in front of the intake.

7.1 Conclusions on the Project

Boundary conditions of the numerical setup play a vital role in the analysis of the intake in

crosswind conditions.

Firstly, the boundary layer plays a very important role in predicting the ground vortex since the

intake is placed very close to the ground. From the study performed in § 4.4.1, the vortex did

not appear in the high crosswind case when using uniform profile at inlet boundary condition.
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This is because the boundary developed very close to the ground and blew the vortex away

from the intake. Hence, the boundary layer profile measured from the experiments is used.

Furthermore, different turbulence models were studied and found that the Spallart-Allmaras

method coupled with rotation and curvature corrections (RC) and QCR produced the best flow

topology close to the experiments.

Using the steady state RANS simulations, it is understood that low crosswind conditions are

fairly steady. In this case, the results obtained by the fine mesh compare very well with the

experimental data but are not entirely. Therefore, a finer grid can be investigated using this

numerical setup for more accurate results. The medium and high crosswind conditions have

inherent unsteadiness, which was not properly predicted by the steady-state calculations. In

the high crosswind case, the total pressure loss and the extent of the separation region in the

separation zone are over-predicted. Therefore, the grid independence study using steady state

computation is inconclusive. To achieve grid independence, unsteady computation is required,

which is outside the scope of this project.

Subsequently, URANS computations were conducted to investigate the behaviour of ground

vortex and intake separation. Due to time constraints, preliminary computations were carried

out using the coarse mesh. From the initial study, it is learned that there is a numerical acoustic

wave coming from the intake exit tampering with the flow solution. This is because of the mass

flow boundary condition used at the intake exit. This is attenuated by using the static pressure

boundary condition, which has stronger control over the flow than the mass flow boundary

condition. The static pressure is adjusted for different cases to acquire the desired mass flow

rate inside the intake.

For high crosswind conditions, the ground vortex has two motions named in this work primary

and secondary motion. The trajectory of this motion is the same, whereas the amplitude and

frequency of the secondary motion are half that of the primary one. The primary frequency

of the ground vortex is roughly found to be 30Hz. It is also learnt that the intensity of the

vortex on the ground plane depends on its location in the sucked stream tube interacting with

the ground. With its intensity at maximum when it is far inside the streamtube, closer to

the intake, the ground vortex is weakest at the edge of the stream tube. This vortex intensity

directly influences the intake AIP.

The intake separation has a very complex motion and does not exhibit periodic behaviour.

Therefore frequency analysis could not produce any frequency related to separation in high

crosswind conditions. Also, the secondary motion of the vortex is not seen in the medium cross-

wind case; this could be a result of the complex interaction between the vortex and separation.
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For the medium crosswind condition, the ground vortex has a low frequency of 10Hz, and the

location of the vortex on the PIV plane is stationary. Finally, using coarse mesh in the low

crosswind case, the solver predicted a steady vortex with no oscillations. Therefore, it can be

concluded that with the decrease in crosswind speed, the frequency of the ground vortex oscil-

lation decreases.

The time average results from URANS go hand in hand with the experimental results in the

flow topology prediction. For a better quantitative match, the finer mesh could produce much

better results with URANS using the current numerical setup.

7.2 Recommendations for future work

CFD remains the best and least expensive approach to studying the phenomenon of the ingested

ground vortex. In light of this fact, here are a few suggestions:

1. A better boundary condition at the intake exit, like the chocked nozzle, should be studied

to address the non-uniform flow present at the intake exit due to the convected vortex,

thereby nullifying the effects of numerical reflection.

2. Grid independence study should be conducted using URANS.

3. DES (Detached Eddy Simulations) could be performed using the final numerical setup

and compared with URANS results.

4. Advanced data processing techniques (eg. POD) should be used to study the frequency

content and mode shape of intake separation.

The ground vortex has a frequency of oscillation, and the unsteady separation has a wide range

of shedding frequencies. In the usual case of a fan present at AIP, it will experience unsteady

excitations at these frequencies. Therefore :

5. A fan can be placed inside the intake to see if there is any change in the aerodynamic flow

features.

6. Forced harmonic response analysis can be performed on the fan to study the impact of

the unsteadiness on its aeroelastic stability.
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