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#### Abstract

This master's thesis describes a new data structure called Discrete Polyhedron Decision Diagram (DPDD), suited for representing symbolically meshed polygons, i.e., the intersection between a discrete mesh and a convex polygon. We develop algorithms for manipulating the data structure such as performing the intersection of a meshed polygon with a set of constraints, or adding points to the structure. Each algorithm is thoroughly explained and presented in pseudo-code. Some examples are also given to illustrate important properties and operations. This master's thesis provides as well a prototype of the data structure in which all the main operations have been implemented.

The data structure is based on the double description method and automata-based representations. DPDD then explicitly stores the face lattice of the polygon while each of its faces also contain meshes. An advantage of this is that we can retrieve the canonical form of any meshed polygon thanks to a rounding process. This leads us to have more efficient operations over the data structure. We are able to easily and efficiently check whether two meshed polygons are equal, as example, and as we have the submesh of each face, we can avoid redundant computations.
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## Introduction

Computer-aided verification is a branch of computer science that aims to verify the correctness of computer systems and software in an automated way. Verification is then the process of checking algorithmically whether the system or software satisfies a set of properties, in all of its executions. To be verified, a program first needs to be written in an abstract formalism before being analyzed [4]. One way to create an abstract model is through state machines: the program is represented as a state machine where each state represents a certain control location, while the actions of the system correspond to the transitions of the machine. It is then possible to verify the program by exploring the reachable states to check whether a given property is violated or not. However, as the number of states of the state machine created may grow exponentially with the description of the system, we may need an additional abstraction to prevent the exploration of each state by the model checker.

Symbolic state-space exploration consists in symbolically representing states to avoid enumerating each one individually. It is then possible to use a specific kind of verification technique called Symbolic Model Checking 11. Polyhedra, which correspond to finite Boolean combinations of linear constraints, are often used for representing sets of systems of configurations for such state spaces. Symbolically representing polyhedra then plays an important role in symbolic state-space exploration, as it allows efficient algorithms for performing the operations needed during the analysis of systems.

Several symbolic representations of different types of polyhedra have already been covered by Boigelot et al.[5], for Nef polyhedra[3], or I. Mainz[19] with convex polyhedra in high-dimensional spaces. This master's thesis aims to focus on representing symbolically meshed polygons, i.e., 2-dimensional polyhedra. Meshed polygons can be defined as convex sets of integers with discrete periodicities. They may be used to represent state spaces of systems relying on integer variables and that perform linear operations on them. This variant of a convex polyhedron, stemming from the intersection between a polygon and a mesh, can be bounded or not. This master's thesis covers bounded and unbounded meshed polyhedra.

Polyhedra can be symbolically represented in several ways, such as the double description method, and the automata-based representation. The double description method consists in describing polyhedra by two representations: a set of inequalities, and the combination of their set of vertices and extreme
rays. Keeping both these two representations helps speeding up operations over polyhedra.

There are several automata-based representations suited for polyhedra, such as Real-Vector Automaton (RVA), Implicit Real-Vector Automaton (IRVA) [5], Convex Polyhedron Decision Diagram (CPDD), Decomposed Convex Polyhedron (DCP), or Internally Decomposed Convex Polyhedron (IDCP) 19. These representations already combined the double description method with the concept of face lattice. The face lattice of a polyhedron represents a partial ordering of its faces. RVA and IRVA can represent convex and non-convex, bounded and unbounded polyhedra. CPDD, DCP, and IDCP only represent convex polyhedra but address one of the main drawbacks of RVA and IRVA, which suffer from combinatorial explosion in high dimensional spaces like the double description method 19.

This master's thesis introduces an original data structure, called the Discrete Polygon Decision Diagram (DPDD), to symbolically represent meshed polygons. The data structure, which can be considered as an automata-based representation of meshed polygons, combines the double description of polyhedra, its face lattice, and the notion of submeshes of faces to represent meshed polygons. This data structure presents two main advantages. First, as it is based on the face lattice representation, the data structure allows us to easily compute the canonical form of a meshed polygon. The advantage of having canonical representations can be seen during some operations. As an example, equality testing between two meshed polygons amounts to just performing a syntactic check between the two representations. Another example of this advantage is the point membership operation that consists in checking whether the point belongs to one of the faces of the face lattice. Another advantage of the data structure is that each face contains its own submesh. By including the mesh into the face lattice, the data structure allows us to perform operations such as finding the appropriate rounding of the given meshed polygon more easily, and saves unnecessary computations that would have occurred if the mesh was stored separately from the face lattice of the polygon.

We first present the basic notions used in this master's thesis in Chapter 1 . This chapter is divided in two main sections. The first one focuses on linear algebra. We define concepts such as vector and affine spaces, and the representation of such spaces. This section also presents useful theorems and properties used in this work, such as the change of basis, or the decomposition of a vector with respect to a basis. The second section introduces polyhedra. We first express the notion of convex sets and cones before presenting convex polyhedra and a list of operations that can be performed over them. This section also introduces the notion of face lattice which is fundamental in this master's thesis, as well as the definition of meshes.

Chapter 2 first defines the different representations that are the basis of the data structure created in this master's thesis. Meshed polyhedra are defined before explaining the canonical representations of polyhedra, meshes, and meshed polyhedra. Thanks to these representations, we then describe the original data structure called Discrete Polygon Decision Diagram (DPDD) by giving a formal
definition. This definition is based on the notion of face lattice and submesh. Indeed, the data structure represents the face lattice of the given polyhedron, where each face corresponds to a subset of the constraints and mesh of the meshed polygon. This chapter also develops algorithms for several operations that can be performed on the data structure.

Chapter 3 presents a prototype implementing the data structure as well as the operations presented as algorithms in Chapter 2. The chapter focuses on the implementation issues, presenting how the different operations work on the data structure through Python code.

Eventually, Chapter 4 concludes this master's thesis with a summary of its contributions, as well as some perspectives for future work.

## Chapter 1

## Basic notions

In this chapter, we introduce the basic notions that one needs in order to fully understand this master's thesis. We give definitions, theorems and properties on specific topics of linear algebra. Furthermore, we define polyhedra as well as their major operations and further concepts used for the conception of a data structure and its operations.

### 1.1 Linear Algebra

In this section, we introduce linear algebra definitions, properties, and theorems. The different subsections will help the reader to have the needed background on linear algebra concepts used in this master's thesis.
We also introduce vector and affine spaces and their properties as well as useful theorems that have been used in this work. We also present a canonical representation of vector and affine spaces that has been used in order to develop the data structure created in this master's thesis.

We based the definitions, theorems, and propositions on papers and lectures of E. Charlier [10], M. Rigo [20], I. Mainz [19], Dodson et al. [13], and R. Beezer [2].

### 1.1.1 Vector Spaces

Definition 1.1.1 $A$ vector space on $\mathbb{R}$ is a set $E$ associated with two operations:

$$
+: E \times E \rightarrow E
$$

and

$$
\cdot: \mathbb{R} \times E \rightarrow E
$$

that satisfies the following properties:

1. There exists an element 0 of $E$ neutral for $+: \forall \vec{e} \in E, \vec{e}+0=0+\vec{e}=\vec{e}$
2. For any element of $E$ there exists an inverse one: $\forall \vec{e} \in E, \exists \vec{f} \in E \mid$ $\vec{e}+\vec{f}=\vec{f}+\vec{e}=0$
3. The addition operation is associative: $\forall \vec{e}, \vec{f}, \vec{g} \in E,(\vec{e}+\vec{f})+\vec{g}=\vec{e}+(\vec{f}+\vec{g})$
4. The addition operation is commutative: $\forall \vec{e}, \vec{f} \in E, \vec{e}+\vec{f}=\vec{f}+\vec{e}$
5. For any element $\vec{e}, \vec{f}$ of $E$ and $k, \ell \in \mathbb{R}$, we have:
a) The multiplication by a scalar operation is associative: $k \cdot(\ell \cdot \vec{e})=$ $(k \cdot \ell) \cdot \vec{e}$
b) The scalar multiplication operation is distributive when used with the addition of two reals: $(k+\ell) \cdot \vec{e}=k \cdot \vec{e}+\ell \cdot \vec{e}$
c) The scalar multiplication operation is distributive when used with the addition operation: $k \cdot(\vec{e}+\vec{f})=k \cdot \vec{e}+k \cdot \vec{f}$
d) The element 1 is neutral for the scalar multiplication operation: 1 . $\vec{e}=\vec{e}$

If $E$ is a vector space on $\mathbb{R}$, then the elements of $E$ are called vectors and the elements of $\mathbb{R}$ are called scalars.

### 1.1.1.1 Linear Dependence

Definition 1.1.2 Let $n \in \mathbb{N}$, and $E$ be a vector space. A linear combination of the vectors $\overrightarrow{x_{1}}, \ldots, \overrightarrow{x_{n}}$ of $E$ is a vector of the form:

$$
k_{1} \overrightarrow{x_{1}}+\ldots+k_{n} \overrightarrow{x_{n}}
$$

with $k_{1}, \ldots, k_{n} \in \mathbb{R}$. The scalars $k_{1}, \ldots, k_{n}$ are called coefficients of this linear combination. A linear combination of linear combinations of vectors $\overrightarrow{x_{1}}, \ldots, \overrightarrow{x_{n}}$ is still a linear combination of $\overrightarrow{x_{1}}, \ldots, \overrightarrow{x_{n}}$.

Definition 1.1.3 The vectors $\overrightarrow{x_{1}}, \ldots, \overrightarrow{x_{n}}$ of $E$ are linearly independent if

$$
\forall k_{1}, \ldots, k_{n} \in \mathbb{R}, k_{1} \overrightarrow{x_{1}}+\ldots+k_{n} \overrightarrow{x_{n}}=0 \Rightarrow k_{1}=\ldots=k_{n}=0
$$

If vectors are not linearly independent, they are linearly dependent. Therefore, $\overrightarrow{x_{1}}, \ldots, \overrightarrow{x_{n}}$ are linearly independent if the only way to obtain 0 as a linear combination of $\overrightarrow{x_{1}}, \ldots, \overrightarrow{x_{n}}$ is to take all the coefficients equal to 0 . These vectors are linearly dependent if there exist non-zero scalars $k_{1}, \ldots, k_{n}$ such that $k_{1} \overrightarrow{x_{1}}+\ldots+k_{n} \overrightarrow{x_{n}}=0$.

### 1.1.1.2 Vector Subspaces

Definition 1.1.4 Let $E$ be a vector space. A vector subspace of $E$ is a part of $E$ which contains all the linear combinations of the vectors of $E$.

Proposition 1.1.5 Let $E, F$ be two vector spaces with identical definitions of vector addition and scalar multiplication. If $F$ is a subset of $E(F \subseteq E)$, then $F$ is a subspace of $E$.

Definition 1.1.6 Let $E, F$ be two vector spaces and $F \subseteq E$. The span of $A$ $(\operatorname{span}(A))$ is the set of all the linear combinations of vectors of $A$.

Formally, the span of $\overrightarrow{x_{1}}, \ldots, \overrightarrow{x_{n}}$ is the set:

$$
\operatorname{span}\left(\overrightarrow{x_{1}}, \ldots, \overrightarrow{x_{n}}\right)=\left\{\sum_{i=1}^{n} k_{i} \overrightarrow{x_{i}} \mid k_{1}, \ldots, k_{n} \in \mathbb{R}\right\}
$$

Definition 1.1.7 Let $E$ be a vector space and $F_{1}, F_{2}$ be vector subspaces of $E$. The sum of these vector subspaces is defined as the set: $F_{1}+F_{2}=\left\{\overrightarrow{f_{1}}+\overrightarrow{f_{2}} \mid\right.$ $\left.\overrightarrow{f_{1}} \in F_{1}, \overrightarrow{f_{2}} \in F_{2}\right\}$. This sum represents the smallest vector space containing $F_{1}$ and $F_{2}$.

Definition 1.1.8 Let $E$ be a vector space, $F_{1}, F_{2}$ be vector subspaces of $E$, and $F$ be the sum of $F_{1}$ and $F_{2}$. Let us suppose that every $\vec{f} \in F$ can only be uniquely written as $\vec{f}=\overrightarrow{f_{1}}+\overrightarrow{f_{2}}$, then $F$ is called the direct sum and can be written as $F=F_{1} \oplus F_{2}$. In other word, if there is no intersection of $F_{1}$ and $F_{2}\left(F_{1} \cap F_{2}=0\right)$, then $F=F_{1} \oplus F_{2}$ is the direct sum of $F_{1}$ and $F_{2}$.

### 1.1.1.3 Basis and Dimension

Definition 1.1.9 Let $E$ be a vector space. The set $B \subseteq E$ is a basis of $E$ if any element of $E$ can be written as a linear combination of vectors of $B$ and the elements of $B$ are linearly independent. In other words, a basis is a linearly independent spanning set.

Proposition 1.1.10 If the vector space $E$ is spanned by a finite number of vectors, then the basis of $E$ consists of this finite number of vectors.

Definition 1.1.11 Let $E$ be a vector space spanned by a finite number of vectors, the dimension of $E(\operatorname{dim}(E))$ corresponds to the unique number of basis elements of $E$ and $E$ is called finite dimensional. If $E$ is not spanned by a finite number of vectors, $E$ is called infinite dimensional and $\operatorname{dim}(E)=\infty$.

Proposition 1.1.12 Let $E, F$ be vector spaces. Let us assume that $E$ is finite dimensional and $F \subseteq E$, then:

- $\operatorname{dim}(F) \leq \operatorname{dim}(E)$
- $\operatorname{dim}(F)=\operatorname{dim}(E) \Longleftrightarrow E=F$

Proposition 1.1.13 Let $E$ be a vector space of dimension $n \in \mathbb{N}$ and $F \subseteq E$ of dimension $m \in \mathbb{N}$. Given a basis of the vector $E$, the subspace $F$ can be described as a system of $n-m$ independent homogeneous linear equations: $a_{i 1} \overrightarrow{x_{1}}+\ldots+a_{i n} \overrightarrow{x_{n}}=0$.

Theorem 1.1.14 (Decomposition of $a$ vector in a basis) Let $B=\left(\overrightarrow{b_{1}}, \ldots, \overrightarrow{b_{n}}\right)$ a basis of $E$. Every vector of $E$ has a unique decomposition in the basis $B$ : $\forall \vec{x} \in E$, there exist unique scalars $x_{1}, \ldots, x_{n} \in \mathbb{R}$ such as $\vec{x}=x_{1} \overrightarrow{b_{1}}+\ldots+x_{n} \overrightarrow{b_{n}}$.

Definition 1.1.15 Let $B=\left(\overrightarrow{b_{1}}, \ldots, \overrightarrow{b_{n}}\right)$ be a basis of the vector space $E$, and $\vec{x} \in E$. The coefficients $x_{1}, \ldots, x_{n} \in \mathbb{R}$ of the unique decomposition of $\vec{x}$ in the basis $B$ are called the coordinates of $\vec{x}$ with respect to the basis $B$.

Theorem 1.1.16 (Change of basis) Let $B=\left(\overrightarrow{b_{1}}, \ldots, \overrightarrow{b_{n}}\right)$ and $B^{\prime}=\left(\overrightarrow{b_{1}^{\prime}}, \ldots, \overrightarrow{b_{n}^{\prime}}\right)$ two bases of the vector space $E$ and $\vec{e}, \overrightarrow{e^{\prime}}$ be elements of respectively $B$ and $B^{\prime}$, we obtain:

$$
\overrightarrow{e^{\prime}}=\mathcal{M}\left(B, B^{\prime}\right) \vec{e},
$$

where the matrix $\mathcal{M}\left(B, B^{\prime}\right)$ is called the coordinate transformation matrix from the basis $B$ to the basis $B^{\prime}$ and always exists.

### 1.1.2 Affine Spaces

Definition 1.1.17 Let $E$ be a vector space, and $A$ be a non-empty set. Let us define as well the operation $p+\vec{x} \in A$ for any vector $\vec{x} \in E$ and element $p \in A$ such that it satisfies the following conditions:

- $p+0=p$
- $(p+\vec{x})+\vec{y}=p+(\vec{x}+\vec{y})$
- $\forall q \in A, \exists \vec{x} \in E: q=p+\vec{x}$, where $\vec{x}$ is unique.

An element $p \in A$ is called $a$ point and $p+\vec{x}$, where $\vec{x} \in E$, is the translation of the point $p$ by the vector $\vec{x}$.

Definition 1.1.18 Let $p_{1}, \ldots, p_{n} \in A$. An affine combinations of $p_{1}, \ldots, p_{n}$ is a linear combination:

$$
\sum_{i=1}^{n} k_{i} p_{1}=k_{1} p_{1}+\ldots+k_{n} p_{n} \text { such that } \sum_{i=1}^{n} k_{i}=1
$$

Definition 1.1.19 Let $p_{1}, \ldots, p_{n} \in A$. The affine hull of this set is:

$$
\left\{\sum_{i=1}^{n} k_{i} p_{i} \mid k_{1}, \ldots, k_{n} \in \mathbb{R} \text { and } k_{1}+\ldots+k_{n}=1\right\}
$$

In other words, the affine hull of a set is the set of all its affine combinations.
Definition 1.1.20 The points $p_{1}, \ldots, p_{n} \in A$ are affinely dependent if one of them belongs to the affine hull of the others. If not, they are affinely independent.

### 1.1.2.1 Affine Subspaces

Definition 1.1.21 Let $A$ be an affine space over a vector space $E$. Then $A^{\prime} \subseteq A$ is an affine subspace of $A$ if there exists $p \in A$, and a vector subspace $F \subseteq E$ of $E$ such that $A^{\prime}=p+F=\{p+\vec{x} \mid \vec{x} \in F\}$.

The set $F$ is called the direction of $A^{\prime}$.
Proposition 1.1.22 The intersection between two affine subspaces is either empty or an affine subspace.

Definition 1.1.23 Let $A=p+F$ and $A^{\prime}=p^{\prime}+F^{\prime}$ be two affine subspaces. If $F \subseteq F^{\prime}$ or $F^{\prime} \subseteq F$, then $A$ and $A^{\prime}$ are parallel. This is denoted by $A \| A^{\prime}$.

Definition 1.1.24 Let $E$ be a vector space, $A$ be an affine space and $A^{\prime}$ an affine subspace of $A$ over $E$. The dimension of $A$ corresponds to the dimension of its direction. If $A^{\prime}=p+F$ where $\operatorname{dim}(F)=1$, then $A^{\prime}$ is called a line. If $\operatorname{dim}(F)=2$, then $A^{\prime}$ is called a plane. Finally, if $\operatorname{dim}(F)=n-1$, where $n=\operatorname{dim}(E)$, then $F$ is called an hyperplane.

### 1.1.2.2 Coordinates

As affine spaces are translated vector spaces, we can describe them thanks to the description of their vector space and its translation. Vector spaces can be described thanks to their basis. The elements of an affine space are characterized by affine coordinates, defined as follows:

Definition 1.1.25 Let $A$ be an affine space and $E$ a vector space. The affine coordinates of $A$ over $E$ consists in a point $o \in A$ (origin), and a basis $B=$ $\left\{\overrightarrow{b_{1}}, \ldots, \overrightarrow{b_{n}}\right\}$ of the vector space $E$. The coordinates of a point $p \in A$ are the coordinates of the vector $\overrightarrow{p o}$ with respect to the basis $B$.

Proposition 1.1.26 Let $A$ be an affine space over the vector space $E$ of dimension $n$ and an affine subspace $A^{\prime} \subseteq A$ of dimension $m . A^{\prime}$ can be described as a system of $n-m$ independent linear equations: $a_{i 1} \overrightarrow{x_{1}}+\ldots+a_{i n} \overrightarrow{x_{n}}=b$. The direction of $A^{\prime}$ can also be described as: $a_{i 1} \overrightarrow{x_{1}}+\ldots+a_{i n} \overrightarrow{x_{n}}=0$.

### 1.1.3 Representations of Vector and Affine Spaces

Definition 1.1.27 Let $M \in \mathbb{R}^{n \times m}$ be a matrix. Let $m_{i j}$ be an element of $M$. $m_{i j}$ is a pivot if and only if $m_{i j}=0$ and $m_{k \ell} \neq 0$ when $i \leq k, \ell \leq j$ and $(i, j) \neq(k, \ell)$.

Definition 1.1.28 Let $M \in \mathbb{R}^{n \times m}$ be a matrix. $M$ is said to be in row echelon form iff all its non-zero rows contain a pivot, all its zero rows are located below the non-zero rows, and each pivot is strictly to the right of the pivot of the previous non-zero rows.

Definition 1.1.29 Let $M \in \mathbb{R}^{n \times m}$ be a matrix. $M$ is said to be in reduced row echelon form if:

- The pivot of each non-zero row is 1 .
- $M$ is in row echelon form and has no zero rows.
- The pivot of each row is the only non-zero element of each column.

Theorem 1.1.30 (Gaussian Elimination) Thanks to elementary row operations, any matrix representing an equation system can be transformed to an equation system under its unique reduced row echelon form.

Thanks to Theorem 1.1.30, and Propositions 1.1.13 and 1.1.26 stating that any vector or affine space can be described as systems of linear equations, it is possible to create a canonical representation. Canonical means that there is a unique way to represent this matrix. It is then possible to compare them as they have to be represented identically to be equal.

### 1.2 Polyhedra

We introduce polyhedra in this section. We start with a definition and description of convex sets, and then cones which are specific types of polyhedra. We also present the bounded and unbounded forms of polyhedra. Polygons, i.e., two-dimensional polyhedra, were the main focus of this master's thesis as the
data structure and operations were based on these two-dimensional polyhedra. After introducing the different representations of polyhedra, we compare their theoretical complexity on multiple operations on polyhedra. We then introduce the notion of face lattice of polyhedra as well as the components of the structure such as the faces of polyhedra. We then conclude this section with the notion of meshes. The two last notions are a really important part of this master's thesis as the data structure developed as well as its operations deeply depend on these principles.

We based the following definitions, theorems, and properties on papers of I. Mainz [19], W. Fenchel[14], Boyd et al.[7], A. Brøndsted[8], B. Grünbaum [16], and lectures of Gallier et al. [15] and KC. Border [6].

### 1.2.1 Convex Cones

Before defining convex cones we need to introduce the definition of convex sets. Once done, we give definitions, and properties of cones as well as examples of some particular convex cones.

Definition 1.2.1 $A$ set $S$ is convex if, for any point $x_{1}, x_{2} \in S$, the segment $\left[x_{1}, x_{2}\right] \in S$. In other words, a set is convex if any segment between two points in the set is entirely within the set.

Definition 1.2.2 Let $x_{1}, \ldots, x_{n} \in \mathbb{R}^{m}$. The convex combination of these points is the point $\sum_{i=1}^{n} k_{i} x_{i}$, where $k_{1}, \ldots, k_{n} \in \mathbb{R}_{\geq} 0$ and $\sum_{i=1}^{n} k_{i}=1$.

Definition 1.2.3 Let $C$ be a convex set. The convex hull of $C(\operatorname{conv}(C))$ is the set of all the convex combinations.

Definition 1.2.4 Let $C$ be a convex set. A point $p \in C$ is an extreme point of $C$ if there does not exist two points $q, r \in C$ such that $p \in[q, r], p \neq q$ and $p \neq r$.

Definition 1.2.5 Let $E$ be a vector space on $\mathbb{R}^{n}$ with $O$ as origin. A subset $C$ of $E$ is a convex cone if $O$ is in $C$, and there exists $\vec{x}, \vec{y} \in E$ such that if $\vec{x}, \vec{y} \in C$, then $k \vec{x}+\ell \vec{y} \in C$ for any $k, \ell \in \mathbb{R}_{\geq 0}$. In other words, if the vectors $\vec{x}, \vec{y} \in C$, then the linear combination of non-negative coefficient is also in $C$. The vectors $\vec{x}$ and $\vec{y}$ are called rays of $C$.

Definition 1.2.6 Let $S \subseteq \mathbb{R}^{n}$. $S$ is a generalized cone if there exists a cone $C \subseteq \mathbb{R}^{n}$, and a point $p \in \mathbb{R}^{n}$ such that $S=p+C$.

Definition 1.2.7 Let $x_{1}, \ldots, x_{n} \in \mathbb{R}^{m}$. A conic combination of these points is a point $\sum_{i=1}^{n} k_{i} x_{i}$, where $k_{1}, \ldots, k_{n} \in \mathbb{R}_{\geq 0}$ and $\sum_{i=1}^{n} k_{i}=1$.

Definition 1.2.8 Let $C$ be a convex set. The conic hull of $C$ (cone $(C))$ is the set of all the conic combinations.

Definition 1.2.9 Let $C$ be a convex cone. A point $x \in C$ is an extreme ray of $C$ if there does not exist any linearly independent $y, z \in C$, and $k, \ell \in \mathbb{R}_{\geq 0}$ such that $x=k y+\ell z$.

Note 1.2.10 Here are some particular (convex) cones:

- The empty set $\emptyset$.
- The singleton $O$.
- Any closed (half)-line whose origin is 0 .
- Any closed (half)-line passing through $O$ is a generalized cone.
- Any affine subspace is a convex cone.


### 1.2.2 Polyhedra

Convex polyhedra are convex sets. We introduce here the reader to unbounded and bounded polyhedra as well as polyhedral cones. We end this section with a quick definition of polygons and provide some examples.
Definition 1.2.11 $A$ set $P \subseteq \mathbb{R}^{n}$ is a (convex) polyhedron if it is a non-empty finite intersection of closed halfspaces - i.e. the sets of the form $A \vec{x} \leq \vec{b}$ when $\vec{x} \in \mathbb{R}^{n}$ which is the set of solutions to a finite system of linear inequalities, or the convex hull of a finite set of points.

Definition 1.2.12 $A$ set $P \subseteq \mathbb{R}^{n}$ is a polytope if it is the convex hull of a non-empty finite set. In other words, a polytope is a bounded polyhedron.

Figure 1.1 shows an example of a two-dimensional polytope defined by the set of inequalities:

$$
3 y \text { geq } x+2, y \geq 2 x-6,3 y \leq-x+17, \text { and } y \leq 4 x-3
$$



Figure 1.1: Polytope in dimension 2.
Definition 1.2.13 The set $C \subseteq \mathbb{R}^{n}$ is a polyhedral cone if it is a cone that is also a polyhedron.

Figure 1.2 represents a polyhedral cone defined by the set of inequalities:

$$
4 y-x \leq 0,5 y-4 x \geq 0
$$



Figure 1.2: Polyhedral cone.

Theorem 1.2.14 (Minkowski-Weyl) Every polyhedral cone in $\mathbb{R}^{n}$ is a finitely generated convex cone. Let $C \in \mathbb{R}^{n}$ be a polyhedral cone, then $C$ can be written as $C=A \vec{x} \leq \vec{b}$, where $A \in \mathbb{R}^{m \times n}, \vec{b} \in \mathbb{R}^{n}$, and $m \geq 0$. In other words, $C$ corresponds to the intersection of a finite set of closed half-spaces, which corresponds to a finitely generated convex cone.

Definition 1.2.15 Let $P$ be a polyhedron on $\mathbb{R}^{n}$. Let us suppose that $P$ is not a cone and $P=P(A, b)=\{A \vec{x} \leq \vec{b}\}$, with $A$ a $m \times n$ matrix and $\vec{b} \in \mathbb{R}^{m}$. Its homogenization is defined as

$$
C(P)=P\left(\left(\begin{array}{cc}
A & -b \\
0 & -1
\end{array}\right),\binom{0}{0}\right),
$$

which is a polyhedral cone in $\mathbb{R}^{n+1}$

Proposition 1.2.16 Let $P \subseteq \mathbb{R}^{n}$ be a polyhedron. $P$ can be represented as a convex cone in $\mathbb{R}^{n+1}$.

Figure 1.3 shows a polytope in two dimensions and its representation by a cone in three dimensions.

(a) Polytope in dimension 2
(b) Cone of the polytope in dimension 3

Figure 1.3: A 2D polytope and its cone representation in 3D.

In this master's thesis, we only consider polygons, i.e., 2-dimensional polyhedra. Now that we have defined polyhedral sets and their properties in any dimension, we can easily define polygons as two-dimensional polyhedra, keeping then the same properties given to polyhedra in this section.

### 1.2.3 Representation of Polyhedra

In Definition 1.2.11, we defined polyhedra in two ways. We will now describe in detail these two representations and show that they are equivalent.

Definition 1.2.17 The half-space representation (H-representation) of a polyhedron is defined as the non-empty finite intersection of finite set of closed halfspaces. Let $A$ be a matrix $n \times m$ and $\vec{b} \in \mathbb{R}^{n}$. The H-representation of the polyhedron $P$ is the system of $n$ inequalities $A \vec{x} \leq \vec{b}$, with $\vec{x} \in \mathbb{R}^{n}$.

Definition 1.2.18 The vertex representation ( $V$-representation) of a polyhedron is defined as the convex hull of a finite set of points. Let $P$ be represented by $n$ vertices $x_{1}, \ldots, x_{n}$ and $m$ rays $r_{1}, \ldots, r_{m}$. The $V$-representation of the polyhedron $P$ is $P=\operatorname{conv}\left(x_{1}, \ldots, x_{n}\right)+\operatorname{cone}\left(r_{1}, \ldots, r_{m}\right)$

Theorem 1.2.19 (Minkowski-Weyl) The following statements are equivalent:

- Let $A$ be a matrix $n \times m$ and $\vec{b} \in \mathbb{R}^{n}$, then $P=P(A, b)=\{A \vec{x} \leq \vec{b}\}$, with $\vec{x} \in \mathbb{R}^{n}$ ( $P$ is a H-polyhedron).
- Let $P$ be represented by $n$ vertices and $m$ rays, then $P=\operatorname{conv}\left(x_{1}, \ldots, x_{n}\right)+$ cone $\left(r_{1}, \ldots, r_{m}\right)$ ( $P$ is a $V$-polyhedron).

Let us take the $V$-representation of a polyhedron $P$. This representation is defined by the convex hull of the extreme points of the polyhedron: $\operatorname{conv}\left(x_{1}, \ldots, x_{n}\right)$. Extreme points can be seen as a solution of a set of inequalities. This set of inequalities $A \vec{x} \leq \vec{b}$ represents the hyperplanes of the extreme points. We can then notice that the two representations are equivalent as the $H$-representation
is the set of inequalities determining the hyperplanes of the extreme points expressed in the $V$-representation through the convex hull of these points.

### 1.2.4 Operations

In the previous section, we have presented how polyhedra can be described, namely by H-description and V-description. In this section, we define several operations that can be performed over polyhedra. For each operation, we also give the complexity for the two representations. Then, we discuss another way of representing polyhedra based on using jointly both the H -representation and the V-representation.

The representation description and the operations complexity of the different representations below, as well as the Fourier-Motzkin algorithm, are based on the papers of I. Mainz [19], RJ. Jing [18], [16], and the lectures of J. Walsh [23].

### 1.2.4.1 Representation Conversion

Depending on the operations we wish to perform on polyhedra, it is sometimes better to put polyhedra into a specific form (H-representation, or Vrepresentation). Performing this action before the operation can give us better complexity.

Thanks to Theorem 1.2 .19 , we know that the H-representation and the V-representation of a same polyhedron are equivalent. Therefore, we can convert one to another depending on which one is better to perform an operation. The representation conversion operation is then defined as the reconstruction of a representation from the other one.

Given a polyhedron in V-representation, we can determine its H-representation thanks to the Fourier-Motzkin elimination algorithm. This algorithm aims to eliminate variables from a system of linear inequalities. For representation conversion, we use Fourier-Motzkin as follows:

Let $n$ be the number of variables in the V-polyhedron given to the FourierMotzkin elimination algorithm. The V-representation consists of linear inequalities of the form $\vec{a} \cdot \vec{x} \leq b$. The algorithm returns the system of inequalities representing the H-representation of the V-polyhedron given as input. The Fourier-Motzkin elimination algorithm then performs a loop from $i=1$ to $n$ with the following steps:

1. For each pair of inequalities involving $x_{i}$, the algorithm performs the following operations:
a) Multiply one of the inequalities by a scalar such that the coefficient of $x_{i}$ has an opposite sign with the coefficient of $x_{i}$ in the other inequality.
b) Eliminate the variable $x_{i}$ by adding the two inequalities.
2. Remove $x_{i}$ from the system of inequalities.

Grouping all the sets of inequalities found by the algorithm corresponds to the H-representation of the polyhedron. However, some constraints in this set may be redundant and finding this redundancy is not trivial.

Let us take a look at an example to better understand how the FourierMotzkin elimination algorithm works:

Let $P$ be a polyhedron under its V-representation whose system of inequalities corresponds to the following one:

$$
\begin{gather*}
5 x+2 y \leq 2  \tag{1.1}\\
10 x-3 y \leq 6  \tag{1.2}\\
7 x+6 y \leq 1 \tag{1.3}
\end{gather*}
$$

We first eliminate the variable $x$.

1. We multiply Equation 1.1 by -2 and Equation 1.2 by 1 in order to have the two variables coefficients with opposite signs.
2. We add Equation 1.1 to Equation 1.2 ,

$$
-10 x-4 y+10 x-3 y \leq-4+6 \Leftrightarrow-7 y \leq 2 .
$$

We then eliminate the variable $y$.

1. We multiply Equation 1.1 by -3 and Equation 1.3 by 1 in order to have the two variables coefficients in opposite signs.
2. We add Equation 1.1 to Equation 1.3 .

$$
-15 x-6 y+7 x+6 y \leq-6+1 \Leftrightarrow-8 x \leq-5 .
$$

The new system of inequalities is then:

$$
\begin{gathered}
-7 y \leq 2 \\
-8 x \leq-5
\end{gathered}
$$

This corresponds to the H-representation of the V-polyhedron given as input to the Fourier-Motzkin elimination algorithm.

Given a polyhedron in H-representation, we can determine its V-representation by finding the points where the hyperplanes defined in the H-representation intersect. This operation is known as vertex enumeration. However, such an operation is quite complex. Indeed, the complexity depends on the dimension of the polyhedron as well as the size of the H-representation. The complexity of such an operation is then exponential in the dimension of the polyhedron in the worst case.

Because of the complexity of these two operations, another representation of polyhedra is used: the double description method. This representation consists in jointly maintaining the H-representation and V-representation of polyhedra. Doing so prevents the use of representation conversion when no modification on the polyhedron has to be performed, allowing to use the representation giving the best complexity. Using this representation also helps with representation conversion: finding redundancy in the H-representation when performing the Fourier-Motzkin elimination is then easier if the two representations are kept.

The double description then maintains the H-representation, and V-representation of polyhedra, which eases the execution of several operations on polyhedra.

### 1.2.4.2 Point Membership

The point membership operation consists in determining if a given point is within a given polyhedron:
Given a polyhedron $P \subseteq \mathbb{R}^{n}$ and a point $x \in \mathbb{R}^{n}$, the goal is to determine whether $x \in P$.

From the point of view of complexity, it is easy to determine whether a point is located or not within a given polyhedron when in a H-representation as it corresponds to checking whether the point violates one of the inequalities. If the polyhedron is in V-representation, however, it corresponds to solving a system of linear equations which is a polynomial problem. When performing this operation with a polyhedron represented in double description, it corresponds to performing the operation on the H-representation of the polyhedron.

### 1.2.4.3 Emptiness

The emptiness operation consists in determining whether a given polyhedron is empty:
Given a polyhedron $P$, the goal is to determine whether $P=\emptyset$.

From the point of view of complexity, it is trivial to check if a polyhedron in V-representation is empty as it consists in checking if there is any point or ray in the polyhedron. When in H-representation, it consists in checking whether any point satisfies the set of inequalities which can be done in polynomial time. As there is no modification to the polyhedron with this operation, the double description allows to only take into account the V-representation to perform the operation.

### 1.2.4.4 Intersection

The intersection operation consists in computing a new polyhedron equal to the intersection between two given polyhedra, i.e., containing all the points that belong to both polyhedra:
Given two polyhedra $P, Q \subseteq \mathbb{R}^{n}$, the goal is to compute the new polyhedron $R \subseteq \mathbb{R}^{n}$ such that $R=P \cap Q$.

If the two polyhedra are under H-representation, the intersection consists in combining the constraints of the two polyhedra. Therefore, if we want to perform this operation, we need to convert any polyhedron from the V-representation to the H-representation. This initial conversion is not needed with double description. However, as the intersection operation operates only on the H-representation of polyhedra, it also only returns the H-representation of the new polyhedron. It is then needed to convert this H-representation into the V-representation of the polyhedron to keep the two representations for the double description.

### 1.2.4.5 Inclusion

The inclusion operation consists in determining whether a given polyhedron $P_{1}$ is entirely within another given polyhedron $P 2$, i.e., when all points of $P_{1}$ belongs to $P_{2}$ :
Given two polyhedra $P_{1}, P_{2} \subseteq \mathbb{R}^{n}$, the goal is to determine whether $P_{1} \subseteq P_{2}$.

In order to perform this operation, we can just take the V-representation of the polyhedron we wish to know whether it is included in the second polyhedron in H-representation. We then have to check if all points and rays of the polyhedron in V-representation satisfy the linear inequalities of the polyhedron in H-representation. From the point of view of complexity, depending on the representation of the polyhedra, we may need to convert them to another representation which is never the case in the double description.

### 1.2.4.6 Equality

The equality operation consists in determining whether a given polyhedron $P_{1}$ is equal to another given polyhedron $P_{2}$, i.e., when all points of $P_{1}$ belongs to $P_{2}$ and all points of $P_{2}$ belongs to $P_{1}$ :
Given two polyhedra $P_{1}, P_{2} \subseteq \mathbb{R}^{n}$, the goal is to determine whether

$$
P_{1}=P_{2} \Longleftrightarrow P_{1} \subseteq P_{2} \text { and } P_{2} \subseteq P_{1} .
$$

This operation is quite simple to perform when the two polyhedra are represented in V-representation or H-representation as it consists in checking syntactically the equality between two representations. However, if we have a polyhedron under the V-representation and the other one under the H -representation, we need to convert them before checking each representation. When using the double description, we can just check syntactically representation type by representation type.

### 1.2.4.7 Complexity

You can find here a recapitulative table of complexity of the operations given above based on the representation of polyhedra. (Table 1.1) A color code is given depending on the complexity.

- Easy problem
- Difficult problem

Table 1.1: Recapitulative table of operations complexity

|  | Conversion | $x \in P$ | $P=\emptyset$ | $P \cap Q$ | $P \subseteq Q$ | $P=Q$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| H-Representation |  |  |  |  |  |  |
| V-Representation |  |  |  |  |  |  |
| Double Description |  |  |  |  |  |  |

### 1.2.5 Face Lattices

We present in this section face lattices which are combinatorial information about the geometrical components of polyhedra. We first define faces of polyhedra and their properties and relations before describing the face lattice method to represent polyhedra.

We based the definitions, theorems, and propositions of this section from the articles of Allamigeon et al. [1] and I. Mainz[19], and the lectures of K. Chandrasekaran [9] and Gärtner et al. 17.

Definition 1.2.20 Let $P$ be a polyhedron. The inequality $\vec{a} \cdot \vec{x} \leq b$ is valid for $P$ if $\vec{a} \cdot \vec{x} \leq b$ for all $\vec{x} \in P$.

Definition 1.2.21 Let $P$ be a polyhedron and $F \subseteq P$. If $F=P$ or is the intersection of $P$ with an inequality $\vec{a} \cdot \vec{x} \leq b$, where $\vec{a} \cdot \vec{x} \leq b$ is a subset of the inequalities of $P$, then $F$ is called a face of $P$.

Theorem 1.2.22 Let $P$ be a polyhedron whose constraints are $C=A \vec{x} \leq \vec{b}$ and $F \subseteq P . F$ is a face of $P$ iff $F \neq \emptyset$ and $F=\vec{a} \cdot \vec{x}=b$, with $\vec{x} \in P$, for some subsystem $\vec{a} \cdot \vec{x} \leq b$ of $A \vec{x} \leq \vec{b}$.

Theorem 1.2.23 (Characterization of faces) Let $P$ be a polyhedron whose constraints are $C=A \vec{x} \leq \vec{b}$. All its faces are obtained by converting some inequalities of $A \vec{x} \leq \vec{b}$ into equations, i.e., turning an inequality $\vec{a} \cdot \vec{x} \leq b$ into $\vec{a} \cdot \vec{x}=b$.

Proposition 1.2.24 A polyhedron $P$ has a finite number of faces.
Proposition 1.2.25 Let $P$ be a polyhedron and $F, F^{\prime}$ be faces of $P . F \cap F^{\prime}$ is also a face.

Definition 1.2.26 A partial order $\preceq$ on a set $S$ is a relation with the following properties for any $x, y, z \in S$ :

- reflexive: $x \preceq x$
- anti-symmetric: if $x \preceq y$ and $y \preceq x$, then $x=y$
- transitive: if $x \preceq y$ and $y \preceq z$, then $x \preceq z$

Definition 1.2.27 $A$ lattice is a partially ordered set $S$ in which every pair of elements $x, y \in S$ has a unique minimal upper bound in $S$, called join, and a unique maximal lower bound in $S$, called meet.

Definition 1.2.28 Let $P$ be a polyhedron. The face lattice $\mathcal{F}$ of $P$ is the set of all the faces of $P$ partially ordered by set inclusion.

Theorem 1.2.29 Let $P$ be a polyhedron which constraints are $C=A \vec{x} \leq \vec{b}$, $F$ a face, and $\mathcal{F}$ the face lattice of $P$. We have $F \in \mathcal{F}$ iff $F$ correspond to the set of solutions of the system obtained after converting some inequalities of $A \vec{x} \leq \vec{b}$ into equations.

To better understand the concept of face lattice, Figure 1.4 represents the face lattice of a given polygon.

(a) Polygon

(b) Face lattice of the polygon

Figure 1.4: A polygon and its face lattice.

### 1.2.6 Meshes

In this section, we describe the notion of mesh, and explain the elements constituting meshes.

Intuitively, a mesh represents the values that a point may take. These values are characterized by a set of periods between them.

A mesh can then be represented as an initial point with a set of periods.
Definition 1.2.30 $A$ mesh in $\mathbb{R}^{n}$ is a set $S \subseteq \mathbb{R}^{n}$ of the form

$$
S=\left\{s_{0}+k_{1} \overrightarrow{v_{1}}+\ldots+k_{m} \overrightarrow{v_{m}} \mid k_{1}, \ldots, k_{m} \in \mathbb{Z}\right\}
$$

where $m \geq 0$ and $s_{0}, \overrightarrow{v_{1}}, \ldots, \overrightarrow{v_{m}} \in \mathbb{R}^{n}$. The point $s_{0}$ is called the initial point of the mesh while the vectors $\overrightarrow{v_{1}}, \ldots, \overrightarrow{v_{m}}$ are called the period of the mesh.

A point then belongs to a mesh if it is equal to the initial point of the mesh to which an integer combination of the vectors of the period has been added.

## Chapter 2

## Representing Meshed Polyhedra

In this chapter, we address the problem of representing symbolically meshed polyhedra which correspond to intersections between meshes and polyhedra. Meshed polyhedra are the focus of this master's thesis that aims to symbolically represent them in a data structure. We then define terms linked to meshed polygons and explain how they can be represented separately and combined. Once we have explained the scope, we introduce an original data structure for representing meshed polygons. We end this chapter by defining the operations we want to perform over this data structure and present algorithms that allow us to perform correctly these operations. In this section, we aim to explain more specifically what is the scope of this master's thesis by defining the different elements of meshed polygons and their respective representation before combining them. We also share with the reader the thought process behind some choices made for defining the representation that will be described in the next section.

### 2.1 Objectives

In this master's thesis, we aim to create a data structure to represent meshed polygons, also called discrete polygons, on which we could perform efficient operations.
I. Mainz [19], and Boigelot et al. [5] already published ways to symbolically represent polyhedra. We built on these papers to create the basis of our data structure, especially for the representation of (non-meshed) polygons.

The main difficulty we encountered was finding a canonical way to represent meshed polygons in order to easily compare two instances of the data structure and immediately see whether they are equal or not. To do so, we define the canonical representation of polygons, the canonical representation of meshes, and find a way to combine these two canonical representations together to form the canonical representation of meshed polygons.

Even if we only consider polygons, the data structure was created with the goal of being as general as possible, in order to easily reuse or enhance the data structure to use it with any dimensional meshed polyhedra. The data structure given could then be used to describe any meshed polyhedra. The algorithms
proposed for the manipulation operations would need to be adapted, which is a non-trivial task. When presenting the algorithms, we precise whether they can be used with polyhedra which have a higher dimension than polygons.

### 2.2 Polyhedra Representation

In order to represent polygons, we used the concept of face lattice of polyhedra that we already defined in Section 1.2.5.

We then define the representation of a polyhedron as a directed acyclic graph in which each node corresponds to one of its faces.

By definition, each node then corresponds to a subset of saturated constraints retrieved from the set representing the polyhedron. We can then label each node as this subset.

Transitions between nodes correspond to the transitive reduction of the partial order of the face lattice. A transition between two faces is labeled by the constraints that are no longer saturated by the second one. In order to better understand this concept, we give in Figure 2.1 an example of two faces of a polyhedron as well as the transition between them.


Figure 2.1: Example of the transition between two faces.

Finally, we define a special face as the initial state, which corresponds to the saturation of all the constraints of the polyhedron. It is easy to see which vertex it represents when given a polyhedral cone. However, it may be more complicated to understand this when given a polytope for example. To represent this graphically, we use Proposition 1.2.16, which states that polyhedra can be represented as a cone in the same dimension augmented by 1 . Intuitively, we can then understand that the face saturating all constraints corresponds to the vertex of the cone of the same dimension augmented by 1 as it is not possible to saturate all constraints in the given dimension but it is in the dimension augmented by 1 . Therefore the cone found by the homogenization (Theorem 1.2.15 of a polyhedron is represented identically as the given polyhedron. We can see this correspondence through Figure 2.2 which gives the representation of a polygon and the representation of the cone resulting from the homogenization of the given polygon. Proposition 1.2 .16 already presented this property of the face lattice.


Figure 2.2: Face lattice of a polygon and its cone representation.

We give in Figure 2.3 a comparison of the face lattice with and without labels of a given polyhedron. This example may help anyone to better understand the concept of face lattice and how it is applied to polyhedra but also how it is linked to the double description method.


Figure 2.3: Face lattice of the polygon which constraints are: $y+3 x / 2 \geq 0, y-9 x / 4 \leq 0$, and $y-3 x / 8 \leq 15 / 2$.

In this example, we can easily notice that the representation includes the double description of the polyhedron. In Section 1.2.4 we defined the double description method as a representation containing both the V-representation and H-representation, defined in Section 1.2 .3 . By looking at the different faces in Figure 2.3, we can easily see the V-representation formed by all the faces consisting of vertices, but also the H-representation which is the set of inequalities of each face, in other words, the labels we give to each node of the face lattice.

We can then formally define the structure of the representation of polyhedra, and more specifically polygons as follows:

Definition 2.2.1 A non-empty polyhedron $P$ is represented by the tuple ( $S, T, s_{0}, \ell_{s}$ ) where:

- $S$ is a finite set of states.
- $T \subseteq S \times S$ is a transition relation.
- $s_{0} \in S$ is the initial state.
- $\ell_{s}: S \rightarrow 2^{C}$, where $C$ is the set of constraints of $P$. The labeling function $\ell_{s}$ assigns labels to the states. The label consists in the set of equations that corresponds to the set of constraints of a given face, which is a set of inequalities. In other words, the label of a face corresponds to the set of equations that represent the set of points that belongs to the given face. The label of a face $F$ of $P$, is then a subset $F \subseteq C$ of the set of constraints of $P$.

We can notice in this definition that the tuple $\left(S, T, s_{0}\right)$ is in fact the face lattice of the polyhedron. We then give a labeling function that allows us to label each state of the face lattice. This label, as explained before, corresponds to the subset of saturated constraints of the face it corresponds to. The initial state $s_{0}$ in the face lattice corresponds to the unique minimal element of the face lattice whose label consists in the saturation of all the inequalities defining the polyhedron.

The definition of the structure of non-empty polyhedra will be the basis of the data structure we have created in this master's thesis.

### 2.3 Mesh Representation

Now that we have defined polyhedra representation, we need to explain how we can represent the other element of meshed polygons: meshes.

We defined meshes in Section 1.2.6. However, we do not have any canonical representation at the moment. As we aim to easily compare two meshes, a canonical representation is desirable. As defined in Definition 1.2.30, meshes are composed of two elements: an initial point, and a set of vectors called period. We first give a way to represent canonically a period, then define the canonical representation of any mesh with a canonical period.

In order to find a canonical representation of a period, we first give in Figures 2.4 and 2.5 a set of examples of periods corresponding to the same set of points but that are represented with different vectors.


Figure 2.4: Two representations of the mesh corresponding to the even numbers on the x axis.


(a) Representation 1: initial point $=(\mathrm{b})$ Representation 2: initial point $=$ $(0,0)$, and period $=(1,-1),(1,1),(2,3) \quad(0,0)$, and period $=(1,0),(0,1)$

Figure 2.5: Two representations of the mesh corresponding to the set of integers.

An easy way to modify a set of vectors without affecting their set of possible linear combinations is through the Gaussian elimination, explained in Theorem 1.1.30. The aim is then to redefine vectors as a subtraction of themselves by a combination of other vectors in the set. Performing the Gaussian elimination in the example given in Figure 2.5, we obtain:

$$
\begin{aligned}
& \left(\begin{array}{cc}
1 & 1 \\
1 & -1 \\
2 & 3
\end{array}\right) L_{2} \rightarrow L_{2}-L_{1} \\
& \left(\begin{array}{cc}
1 & 1 \\
0 & -2 \\
2 & 3
\end{array}\right) L_{3} \rightarrow L_{3}-2 L_{1} \\
& \left(\begin{array}{cc}
1 & 1 \\
0 & -2 \\
0 & 1
\end{array}\right) L_{2} \rightarrow L_{2}+2 L_{3} \\
& \left(\begin{array}{ll}
1 & 1 \\
0 & 0 \\
0 & 1
\end{array}\right) L_{1} \rightarrow L_{1}-L_{3} \\
& \left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
\end{aligned}
$$

As we can notice, performing the Gaussian elimination on a set of vectors allows us to remove any redundant vectors but also to simplify the set of vectors.

The initial point of our definition of mesh can be any point of the mesh from which any other point of the mesh can be retrieved by adding some repetition of the period. One specific point of the mesh may be the origin. One may then want to define the initial point as the exact point where all the axis intersect. However, it is not always the case. When the mesh does not contain the origin, we use the offset as the initial point. The offset corresponds to the nearest point to the origin that is in the mesh. If the origin belongs to the mesh, then the offset is 0 .

We eventually give a formal definition of the structure of a mesh that we use later when considering the data structure for meshed polygons.

Definition 2.3.1 $A$ mesh $U=\left(s_{0}, V\right)$ is a tuple where:

- $s_{0} \in \mathbb{Z}^{n}$ is a point of the mesh, also called the initial point.
- $V$ is an array of vectors $\left\{\overrightarrow{v_{0}}, \ldots, \overrightarrow{v_{m}}\right\}$ where $\overrightarrow{v_{i}} \in \mathbb{Z}^{m}$ and $m \in \mathbb{N}$.

The array $V$ corresponds to the set of vectors representing the period between two points of the mesh. If the vector is empty, it means that the mesh is only constituted of one point. The empty mesh is represented as $\emptyset$.

### 2.4 Meshed Polyhedra

Convex meshed polyhedra ${ }^{1}$ are defined as the new set resulting from the intersection of a mesh with a polyhedron. In other words, such a set is equal to the set of points of a mesh that satisfy the constraints of the given polyhedron.

[^0]We have already given canonical representations of meshes and polyhedra. A way to represent a meshed polyhedron could be the intersection operation of the two sets, and therefore keeping and maintaining the two representations without interference from one to the other.

However, we found out that doing so may be inefficient when we have large sets for the polyhedron and the mesh. For example, performing the point membership operation on the data structure would require to first check that the point satisfies all the constraints of the polyhedron and then check the whole set of the mesh whether the point is in it or not. Our goal is to find a more efficient way to combine the two representations in one.

We decided to keep the principle of face lattice as the foundation of the data structure but we modified the labeling function in order to incorporate the concept of mesh in each face. Indeed each face does not have the same set of points in it therefore each face will keep the canonical representation of its own submesh as a label. By doing so, each label's face corresponds to the subset of constraints of its direct ascendants, but also to the submesh of its direct descendants.

Let us define exactly the notion of submesh of a face. Let $M$ be a mesh. Then $M^{\prime} \subseteq M$ is a submesh of $M$ if the whole set of points belonging to $M^{\prime}$ also belongs to $M$. All the points of $M$ do not compulsorily belong to $M^{\prime}$. The submesh of a face $F=A \vec{x} \leq \vec{b}$ of the meshed polyhedron defined by the polyhedron $P$, and the mesh $U$, corresponds to the submesh of $U$ where only the points belonging to the mesh $U$ that are on the set of constraints $A \vec{x}=\vec{b}$ are retrievable. The period of a submesh then still corresponds to the distance between two points of the mesh with the only difference being that these points are only those that saturate the constraints of the face while satisfying the constraints of the transitions between the face and its direct ascendants. The initial point is still either the origin point or the nearest point of the mesh from the origin but the origin now corresponds to the exact point where the face intersects with one of its ascendants. The initial point consists then of the nearest point to the origin of the face that is in its submesh. Let us also precise that the empty mesh is by definition the submesh of any mesh.

However, this new representation is not canonical. As it can be seen in Figure 2.6, two meshed polyhedra representing the same set of points can be represented in several ways, even if the representation of the polyhedra and the meshes are unique.

(a) Meshed polygon 1

(b) Meshed polygon 2

Figure 2.6: 2 Meshed polygons containing the exact same set of points.
We then have to find a way to canonically represent this new structure. We can do that by rounding the polyhedron based on the points of the submesh of each of its faces. Intuitively, we can understand the rounding process with a metaphor. Let us consider the polyhedron as if it was a rubber band stretched, and the points of the mesh pins coming out of the plane. Rounding the meshed polygon then consists in un-stretching the polyhedron such that its new form passes through all the external points of the meshed polyhedron. In order to better understand the process, we give in Figure 2.7 the rounded form of the meshed polyhedra of Figure 2.6 proving that their new form is the same. The rounding operation then consists in adapting the constraints of the polyhedron of the meshed polyhedron to only have faces with nonempty meshes. The new meshed polyhedron then still consists in the same set of points but is under its canonical representation.


Figure 2.7: Rounded form of meshed polygon.

Meshes of meshed polygons may not be aligned with the axis of the coordinate system. Figure 2.8 shows such a meshed polygon as well as its canonical representation. We can also notice in this figure that the rounding process of a meshed polygon in order to retrieve its canonical representation may change the number of faces of the meshed polygon. The number of faces of the face lattice of the canonical representation of a meshed polygon is therefore not bound to the one of the same meshed polygon which is not in its canonical representation.

(a) Meshed polygon

(b) Rounded form of the meshed polygon

Figure 2.8: Meshed polygon and its canonical representation.

### 2.4.1 Data Structure

Now that we have explained how we wish to represent meshed polyhedra, and more specifically meshed polygons, we are now ready to define the data structure we have created for discrete space polygons. This data structure that we call Discrete Polygon Decision Diagram (DPDD), includes the representation of the face lattice of the polygon on which each label's face contains the representation of the submesh of the current face as well as its subset of constraints. This data structure is defined as follows:

Definition 2.4.1 $A$ Discrete Polygon Decision Diagram $D=\left(S, T, s_{0}, \ell_{s}\right)$ representing the intersection between a non-empty polygon $P$, and a non-empty mesh $U$, is a tuple where:

- $S$ is a finite set of states.
- $T \subseteq S \times S$ is a transition relation.
- $s_{0} \in S$ is the initial state.
- $\ell_{s}: S \rightarrow 2^{C} \cup U^{\prime}$, where $C$ is the set of constraints of $P$, and $U^{\prime} \subseteq U, a$ submesh of the mesh $U$. The labeling function $\ell_{s}$ then assigns labels to the states as the set of constraints saturated as well as the representation of the submesh belonging to the saturated constraints. In other words, the label of a face $F$ of $P$ is then a subset $F \subseteq C$ of the set of constraints of $P$, and a subset of the mesh $U^{\prime} \subseteq U$, and corresponds to the set of points belonging to the face of the meshed polygon.

The tuple $\left(S, T, s_{0}\right)$ corresponds to the face lattice of $P$ with the mesh $U$. The state $s$ is labelled by $\ell_{s}(s)$ corresponding to the subset of all the constraints of $\bar{P}$ (an affine subspace of $P$ ) that are saturated as well as $U^{\prime}$, the submesh of $U$ which its whole set belongs to the saturated constraints. The initial state $s_{0}$ corresponds to the unique
minimal element of the face lattice of $P$, i.e., the saturation of all the constraints of $P$. The transition relation $T \subseteq S \times S$ corresponds to the partial order of the face lattice of $P$. The definition of the data structure does not apply when $P=\emptyset$ or $U=\emptyset$. Thus the notation $D_{\emptyset}$ denotes a special representation of $\emptyset$.

Figure 2.9 gives an example of a meshed polygon representation. As explained, the data structure is the face lattice of the polygon where each label of a face corresponds to the subconstraints and submesh of the face. We can also notice that labels of transitions do not contain any submesh. Indeed, as explained in Section 2.2 links correspond to transitions between two faces and correspond thus to the constraints that are saturated in the first face but not the second face while these constraints are still satisfied nonetheless. As the mesh of the first face is a submesh of the second face, and the transitions are directed, it has no sense to also label a transition with a mesh. A last thing to notice is that the submesh of a face can contain points that saturate the constraints belonging to the label of a transition leading to a face.


Figure 2.9: A meshed polygon and its representation.

### 2.5 Operations

In this section, we describe the operations that can be performed on Discrete Polyhedron Decision Diagrams. Each important operation is given under the form of an algorithm in pseudo code. The main operations that we cover in this section are the point membership, and the intersection operations. The latter one is presented in two versions: one that simply performs the intersection of two meshed polygons and another one that also converts the resulting meshed polygon into its canonical form, as defined in Section 2.4

### 2.5.1 Point membership

The point membership operation consists in determining whether a given point $x$ belongs to the set defined by the meshed polygon represented by a DPDD $D$.

Given a meshed polygon and a constraint, the Point Membership algorithm goes through the faces of the face lattice of the meshed polygon and checks whether the given point belongs to the set of saturated constraints of one of the faces and its mesh. In other words, the algorithm checks whether the point belongs to the label of a face. The algorithm passes from one face to another thanks to the transitions of the face lattice. If the point satisfies the set of constraints of the transition, the algorithm goes through the face at the other end of the transition. The algorithm then returns whether the point belongs to one of the faces of the face lattice.

Given a DPDD $D=\left(S, T, s_{0}, \ell_{s}\right)$ representing a polygon $P$ with a mesh $U$, and $x$ a point, the goal is to determine whether $x \in P \cap U$.

```
Algorithm 1 Point membership
    function PointMembership(DPDD \(D\), Point \(x\) )
        if ISEMPTY \((D)\) then:
            return False
        \(s \leftarrow D . s_{0} \quad \triangleright\) Initialize \(s\) as the initial set of the structure given
        while \(x\) does not saturate all constraints of \(D \cdot \ell_{s}(s)\) do:
            \(s^{\prime} \leftarrow\left\{s^{\prime} \mid\left(s, s^{\prime}\right) \in D . T\right\} \quad \triangleright\) Put in \(s^{\prime}\) all descendants of \(s\)
            found \(\leftarrow\) False
            while not \(\operatorname{ISEMPTY}\left(s^{\prime}\right)\) and not found do
                if \(x\) satisfies all constraints of \(D \cdot l_{T}\left(s, s^{\prime}\right)\) then \(\triangleright\) Check if point
    satisfies constraints of transition
                \(s \leftarrow s^{\prime} \quad \triangleright\) Move in next state
                    found \(\leftarrow\) True \(\quad \triangleright\) Found new states
                REMOVEFIRSTELEMENT \(\left(s^{\prime}\right) \quad \triangleright\) Remove checked state
            if not found then:
                return False
        if \(x \in D . \ell_{s}(s)\).Mesh then \(\quad \triangleright\) Check point on current mesh
            return True
        return False
```

The main principle of this algorithm is to go through the states of the data structure from the initial state. We pass through a state only if the point satisfies the constraints labeling the transition between the state and its ascendant. For each state, we check whether the point saturates the constraints of the corresponding face,
contained in the label of the state. If the point saturates all the constraints of the face, then we check whether the point belongs to the set of points defined by the submesh of the face. If it is the case, the meshed polygon contains the point, otherwise the point does not belong to the mesh and therefore not to the meshed polygon. If no face containing the point membership has been found and there is no other state to go through, the algorithm states that the point does not belong to the meshed polygon.

Figure 2.10 shows an example of an execution of the point membership operation algorithm on a meshed polygon in DPDD.

In order to be more precise in the execution of the algorithm, here is a step by step execution of the algorithm for Figure 2.10

1. The point $(-2,2)$ does not saturate the constraints of the initial state.
2. We retrieve the direct descendants of the initial state for which the point satisfies the label of the transition.
3. We go through one of the states retrieved. In this case, we selected the state $y \geq-x, y \geq 4 x$.
4. The point does not saturate the constraints of the face.
5. We retrieve the direct descendants of the state for which the point satisfies the label of the transition.
6. The only state retrieved is the one with constraint $y \geq-x$.
7. The point saturates the constraints of the face.
8. We check whether the point is within the submesh.
9. The point $(-2,2)$ belongs to the mesh $((0,0),(-2,2))$ of the face.

### 2.5.2 Intersection

The intersection operation consists in constructing the meshed polygon formed by the intersection between a given meshed polygon and a given constraint. As a polygon is a set of constraints, we can also easily perform this intersection operation between a meshed polygon and a polygon. Indeed, this reduces to performing the intersection with each constraint, one by one. However, in this master's thesis, we do not address the problem of computing the intersection between a meshed polygon and a mesh. Therefore, performing the intersection between two meshed polygons that do not share the same mesh is not allowed by the algorithm described below.

The approach we follow to perform the intersection operation mainly relies on a coloring procedure that reflects how the faces are affected by the operation.

A color code of four different colors has been designed by I. Mainz [19. As the intersection algorithm is significantly similar, we took the same approach. Therefore, each face is labeled by either the color Green, Blue, Yellow, or Red, depending on its position from the given constraint. Let then $\vec{a} \cdot \vec{x} \leq b$ be the constraint that intersects the meshed polygon. A face is Green if it is completely in the half-space created by $\vec{a} \cdot \vec{x}<b$. Blue faces are completely contained in $\vec{a} \cdot \vec{x}=b$. Faces that are labeled Red are "outside" of the intersection, meaning that they are completely contained in the half-space $\vec{a} \cdot \vec{x}>b$. Finally, a face that is labelled as Yellow has a non-empty intersection with both sides of the constraint.

(b) Point membership over the DPDD of the meshed polygon

Figure 2.10: Point membership of the point $(-2,2)$ over the polygon with the constraints $y \geq-x, y \geq 4 x, y \leq 2 x / 3+20 / 3$ and the mesh $((0,0),((0,2),(2,0))$.

Definition 2.5.1 With respect to the constraint $\vec{a} \cdot \vec{x} \leq b$, a face $F$ of the polygon $P$ is colored thanks to the following rules:

```
Green if \(\forall \vec{x} \in F: \vec{a} \cdot \vec{x} \leq b \wedge \exists \vec{x} \in F: \vec{a} \cdot \vec{x}<b\),
    Blue if \(\forall \vec{x} \in F: \vec{a} \cdot \vec{x}=b\),
    Red if \(\forall \vec{x} \in F: \vec{a} \cdot \vec{x} \geq b \wedge \exists \vec{x} \in F: \vec{a} \cdot \vec{x}>b\),
Yellow if \(\exists \vec{x} \in F: \vec{a} \cdot \vec{x}<b \wedge \exists \vec{x} \in F: \vec{a} \cdot \vec{x}>b\).
```

As this list of colors is exhaustive, each face has a color. Based on the definition, the empty set is Blue. It is also possible to determine the color of a face based on the colors of its ascendants in the face lattice. Let us go through this property:

- If there is at least one direct ascendant of a face colored Yellow, then the face is also colored Yellow.
- If one of the direct ascendants of a face is colored Green, and another direct ascendant is colored Red, then the face is colored Yellow.
- If all direct ascendants of a face are colored Blue, then the face is also colored Blue.
- If at least one direct ascendant of a face is colored Green and all the other direct ascendants are either colored Green or Blue, then the face is colored Green
- If at least one direct ascendant of a face is colored Red and all the other direct ascendants are either colored Red or Blue, then the face is colored Red.
Figure 2.11 describes the coloring of a meshed polygon based on a given constraint. The data structure resulting from this meshed polygon then contains all the faces with the colors shown in the figure.


Figure 2.11: Coloring of a meshed polygon with a given constraint.
By giving a face of the face lattice of a meshed polygon, as well as a constraint to the Coloring algorithm, it colors the given face either in Blue, Green, Yellow, or Red. The color given to the face is determined by the set of colors of the direct ascendants of the given face, or by comparing directly the face with the constraint.

Given a face $f$ from a DPDD $D=\left(S, T, s_{0}, \ell_{s}\right)$ representing a polygon $P$ and a mesh $U$, and a constraint under the form $\vec{a} \cdot \vec{x} \leq b$, the aim is to color the face depending on which side of the constraint the face is.

```
Algorithm 2 Coloring faces in a face lattice
    procedure Color(Face \(F\), Constraint \(\vec{a} \cdot \vec{x} \leq b\) )
        if \(F=\emptyset\) then
            \(F\).Color \(=\) Blue
        else if \(F\) is minimal then
            Compute \(F\). Color by comparing the affine spaces F and \(\{\vec{x} \mid \vec{a} \cdot \vec{x} \leq b\}\)
        else
            \(S \leftarrow\) set of colors of the direct ascendants of \(F\)
            if Number of direct ascendants \(=1\) then
                Compute ray \(r\)
                if \(a r<0\) then
                    \(S \leftarrow S \cup\{\) Green \(\}\)
                    else if \(a r=0\) then
                    \(S \leftarrow S \cup\{\) Blue \(\}\)
                else
                    \(S \leftarrow S \cup\{\operatorname{Red}\}\)
            if Yellow \(\in S\) then
                \(F\).Color \(=\) Yellow
            else if Green \(\in S\) and Red \(\in S\) then
                \(F\).Color \(=\) Yellow
            else if \(S=\{\) Blue \(\}\) then
                \(F\). Color \(=\) Blue
            else if \(S=\{\) Green \(\}\) or \(S=\{\) Green, Blue \(\}\) then
                \(F\). Color \(=\) Green
            else if \(S=\{\operatorname{Red}\}\) or \(S=\{\) Red, Blue \(\}\) then
                \(F\).Color \(=\) Red
```

During the intersection operation, we also have to insert a new calculated mesh for each state created and those modified. Thanks to the properties of the representation, the mesh of a face is always a submesh of the meshes of the descendants of the face. It is then possible to easily calculate the unknown mesh of a face with only the direct successors of the face.

The Insert Mesh algorithm computes and sets the current mesh of the face of the face lattice given as input. To compute the mesh, the algorithm also needs the set of meshes from which the submesh of the face will be computed, as well as the set of constraints representing the transitions between the face and its direct ascendants. The algorithm then computes the canonical representation of the mesh of the given face by setting the initial point of the mesh, and then calculating the distance vector between this point and the nearest point belonging to the set of meshes and the set of constraints of the face.

Given a state $s$ of the DPDD $D=\left(S, T, s_{0}, \ell_{s}\right)$ representing a polygon $P$ and a mesh $U$, a set of meshes $m$ that contains the set of meshes from which the mesh of $s$ can be a subset, and $t$, the set of transitions going to the state $s$, this algorithm aims to calculate the mesh of the state $s$ from the known set of meshes $m$ and transitions $t$ and insert it in the label of the face. The labels of the transitions, are of the form $\vec{a} \cdot \vec{x} \leq b$ and not $\vec{a} \cdot \vec{x}<b$ as a point saturating a transition belongs to the mesh of the face.

```
Algorithm 3 Calculate and insert mesh on a face of a meshed polygon
    procedure InsertMesh(State \(s\), Meshes \(m\), Transitions \(t\) )
        if \(m=\emptyset\) then \(\triangleright\) The succeeding meshes are all empty, the mesh of this
    face is then also empty
            \(\ell_{s}\left(s^{\prime}\right)\). Mesh \(\leftarrow \emptyset\)
        firstPoint \(\leftarrow \emptyset\)
        if \(\# t=0\) then \(\quad \triangleright\) Retrieve a point that is on the mesh
            firstPoint \(\leftarrow p \in m\)
        else
            firstPoint \(\leftarrow p \in m \mid p \in \ell_{s}(s)\).Constraints \(\cup t\)
        \(\ell_{s}(s)\).Mesh \(\leftarrow\) firstPoint \(\triangleright\) Add the point to the mesh (empty if no
    point as been found)
        if firstPoint \(\neq \emptyset\) then \(\triangleright\) Find another point on the mesh to calculate
    the periodicity
            secondPoint \(\leftarrow \emptyset\)
            if \(\# t=0\) then
                    secondPoint \(\leftarrow p \in m\) and \(p \neq\) firstPoint
            else
                secondPoint \(\leftarrow p \in m \mid p \in \ell_{s}(s)\).Constraints \(\cup t\)
            if secondPoint \(\neq \emptyset\) then
                \(\ell_{s}(s)\).Mesh \(\leftarrow \ell_{s}(s)\). Mesh \(\cup(\) secondPoint - firstPoint \() \quad \triangleright A d d\)
    the period to the state
```

Now that it is possible to easily figure out which face remains or must be updated after an intersection operation. Moreover, any mesh can be calculated from its direct successors and the transitions from its predecessors. We can now explain how to perform an intersection between a meshed polygon and a constraint.

However, before doing so, let us see how faces are affected by an intersection operation, based on their color, computed by Algorithm 2

- If a face is colored Blue, then the face is also a face of the meshed polygon computed by the intersection operation.
- If a face is colored Green, then the face is also a face of the new meshed polygon, and more precisely, a Blue face of this new meshed polygon.
- If a face is Red, then the constraint is a face of the new meshed polygon while the red face is not. The constraint will then be Blue face of the meshed polygon computed.
- If a face is Yellow, then two new faces for the new meshed polygon are created by truncating the face by the constraint.
Now that we have discussed how faces are modified and created during the intersection operation based on their color, let us do the same for transitions:
- If a face is colored Blue, then all its transitions between the face and its ascendants are kept unchanged.
- If a face is colored Green, then all its transitions between the face and its ascendants are kept unchanged.
- If a face is colored Red, then none of its transitions is kept as the face is not within the meshed polygon.
- If a face is colored Yellow, then
- if a direct ascendant of the face is also colored Yellow, then the two faces will create each two faces of the new meshed polygon. Figure 2.12 then shows the creation of the new transitions between the newly created faces.
- if a direct ascendant of the face is colored Green which has a direct ascendant colored Blue, then only the Yellow face creates new faces. Figure 2.13 illustrates the creation of the new transitions between the new faces and the ascendants of the Yellow face.

(a) Initial states and transitions

(b) New states and transitions

Figure 2.12: New transitions.

(a) Initial states and transitions

(b) New states and transitions

Figure 2.13: New transitions.

The Intersection algorithm returns the meshed polygon retrieved by performing an intersection between a given meshed polygon and a given constraint. The algorithm first colors the faces of the meshed polygon thanks to the Coloring algorithm. Then, new faces are computed based on the colors of the different faces of the face lattice of the meshed polygon. After having retrieved all the faces of the new meshed polygon, the missing transitions are computed and added to the structure. Eventually, the mesh of each face is calculated thanks to the Insert Mesh algorithm.

Given a DPDD $D=\left(S, T, s_{0}, \ell_{s}\right)$ representing a polygon $P$ and a mesh $U$, and a constraint under the form $\vec{a} \cdot \vec{x} \leq b$, the aim is to compute the new meshed polygon $P^{\prime}=P \cap C$.

```
Algorithm 4 Intersection between a meshed polygon and a constraint
    function IntersectionConstraint(DPDD \(D\), Constraint \(\vec{a} \cdot \vec{x} \leq b\) )
        if \(\operatorname{ISEMPTY}(D)\) or \(\{\vec{x} \mid \vec{a} \cdot \vec{x} \leq b\}=\emptyset\) then
            return \(D_{\emptyset}\)
        \(\operatorname{COLOR}(D, \vec{a} \cdot \vec{x} \leq b) \quad \triangleright\) Color the faces with the given constraint
        \(S \leftarrow \emptyset \quad \triangleright\) Initialise new states
        \(T \leftarrow \emptyset \quad \triangleright\) Initialise new transitions
        \(N e w S \leftarrow \emptyset\)
        for all \(s \in D . S\) such that \(s\).Color \(\neq\) Red do
            \(S \leftarrow S \cup\{s\} \quad \triangleright\) Add the current state to the new states
            \(\ell_{s}(s) \leftarrow D . \ell_{s}(s)\)
            if \(s\).Color \(=\) Blue then
                    \(\ell_{s}(s)\).Constraints \(\leftarrow \ell_{s}(s)\).Constraints \(\cup\{a x \leq b\} \triangleright A d d\) the new
    constraint in the label of the state
            if \(s\).Color \(=\) Yellow then
                    if not ISEMPTY ( \(\ell_{s} s\).Constraints) then \(\triangleright\) The face that has no
    label contains all the mesh and does not need to be modified
                    \(n e w S \leftarrow n e w S \cup s\)
                \(s^{\prime} \leftarrow \operatorname{NEWSTATE}() \quad \triangleright\) Create a new state
                    \(S \leftarrow S \cup\left\{s^{\prime}\right\} \quad \triangleright\) Create the transition between the 2 states and
    add it
                \(T \leftarrow T \cup\left\{\left(s^{\prime}, s\right)\right\}\)
                \(\ell_{s}\left(s^{\prime}\right)\).Constraints \(\leftarrow \ell_{s}(s)\). Constraints \(\cup\{a x \leq b\} \quad \triangleright\) Add the
    label of \(s\), as well as the new constraint
    : \(\quad N e w S \leftarrow N e w S \cup s^{\prime} \triangleright\) Keep in mind all new states and the faces
    that have been modified to insert their mesh afterwards
        if \(S=\emptyset\) then \(\triangleright\) The intersection results to the empty meshed polygon
            return \(D_{\emptyset}\)
        for all \(s, s^{\prime} \in S\) such that \(\left(s, s^{\prime}\right) \in D . T\) do
            \(T \leftarrow T \cup\left\{\left(s, s^{\prime}\right)\right\}\)
        ADDNEWTRANSITIONS \((D, S, T) \quad \triangleright A d d\) the missing transitions
    between added states
    6: \(\quad \operatorname{Sort}(N e w S) \triangleright\) Sort the states in NewS in reverse order of the depth in
    the face lattice
        for all \(s \in N e w S\) do
            mesh \(\leftarrow \emptyset\)
            constraints \(\leftarrow \emptyset\)
            for all \(s^{\prime} \in S\) such that \(\left(s, s^{\prime}\right) \in T\) do
                mesh \(\leftarrow\) mesh \(\cup \ell_{s}\left(s^{\prime}\right)\). Mesh
            for all \(s^{\prime} \in S\) such that \(\left(s^{\prime}, s\right) \in T\) do
                constraints \(\leftarrow\) constraints \(\cup \ell_{T}\left(s^{\prime}, s\right)\)
            \(\operatorname{INSERTMESH}(s\), mesh, constraints \(\triangleright\) Calculate the mesh of the
    face \(s^{\prime}\) and add it to \(\ell_{s}\left(s^{\prime}\right)\)
```

```
Algorithm 5 Intersection between a meshed polygon and a constraint (cont)
        \(\left\{s_{1}, \ldots, s_{k}\right\} \leftarrow\left\{s \in S \mid \nexists s^{\prime} \in S:\left(s^{\prime}, s\right) \in T\right\} \quad \triangleright\) Used to find new initial
    state
        if \(k=1\) then \(\quad \triangleright\) Initial state already present in meshed polygon
            \(\left\{s^{\prime}{ }_{1}, \ldots, s^{\prime}{ }_{\ell}\right\} \leftarrow\left\{s \in S \mid\left(s_{1}, s\right) \in T\right\}\)
            if \(\ell=1\) then \(\quad \triangleright\) The current initial state has only one transition.
    The next state can be taken as new initial state
            \(s_{0} \leftarrow s^{\prime}{ }_{1}\)
            else
                \(s_{0} \leftarrow s_{1}\)
        else \(\quad \triangleright\) Have to create a new initial state
            \(s_{0} \leftarrow\) NewState()
            \(S \leftarrow S \cup\left\{s_{0}\right\}\)
            \(T \leftarrow T \cup\left\{\left(s_{0}, s_{1}\right), \ldots,\left(s_{0}, s_{k}\right)\right\}\)
            \(\ell_{s}\left(s_{0}\right)\).Constraints \(\leftarrow \ell_{s}\left(s_{1}\right)\).Constraints \(\cup \ldots \cup \ell_{s}\left(s_{k}\right)\). Constraints
    \(\triangleright\) Create the label of the new initial state (considering all constraints satis-
    fied)
47: \(\quad \mathrm{DPDD} D^{\prime} \leftarrow\left(S, T, s_{0}, \ell_{s}\right) \quad \triangleright\) Create the new \(D P D D\) and allow to put
    sub-meshes in states
48: return \(D^{\prime}\)
```

Figure 2.14 provides an example of the intersection operation. This example is based on the meshed polygon and constraint of Figure 2.11

The major drawback of this naive approach is that we do not fully exploit the DPDD data structure. Indeed, each face of the meshed polygon stores its own mesh. The main though behind this choice was to easily see if a point is contained in the mesh without having to perform each time an operation on the whole initial mesh. By performing the intersection algorithm, we could end up with multiple faces with empty meshes (possibly all of them). As Figure 2.14 illustrates, we would then lose the advantage of canonicity effect by our choice of data structure. In other words, performing the intersection algorithm does not ensure that, given a meshed polygon in its canonical representation, it returns another meshed polygon in its canonical representation. In order to do so we would need to round each face to contain at least a point of the mesh, as explained in Section 2.4 The Algorithm 4 does not cover this rounding operation of the meshed polygon. Another version of the intersection operation will be presented later in Section 2.5.6 in order to alleviate this drawback. Nonetheless, this algorithm would work if the DPDD structure stores a meshed polyhedron which has a higher dimension than a meshed polygon. This would not be the case however with the advanced version of the intersection.


Figure 2.14: Intersection of a meshed polygon with a constraint.

### 2.5.3 Adding a point to a meshed polygon

While performing the rounding of a meshed polygon, we may need to add points belonging to the meshed polygon, which were removed during the operation. The operation to add a point then allows to add any point of the mesh into the meshed polygon, resulting to a new meshed polygon with all the points of the initial meshed polygon to which a new point has been added.

Adding a point into a meshed polygon amounts to create a new meshed polygon in which one of its vertices is the newly added point. The new meshed polygon results in the union of the initial meshed polygon and the new point as well as the edges created between the new point and each vertex of the initial meshed polygon. As a
meshed polygon is a convex set, several points may be added to the set while adding a single point. Figure 2.15 shows why and how it would happen.


Figure 2.15: Adding multiple points of the mesh while adding a given point.

In order to know which face will disappear or be modified during the operation of adding a point, we created another color code. This color code is only composed of two colors. Faces that are labelled as Red are faces that will disappear, meaning that it is an edge that only contains constraints that make the point to be added violates the point membership or a vertex that is between edges that are already labelled as Red. Faces that are Black are vertices that have at least an edge that is Red but not every direct successors are colored Red. That means that these faces have to be modified as the vertex will be used to create a new set of constraints by linking this vertex with the point that has to be added.

We have nonetheless two special cases to cover. The first one is when the given meshed polygon consists in an only vertex. As the operation looks for edges to see whether they are not compatible with the given constraint, and then going up the face lattice to mark vertices, we have to make a rule in the case there is no edge. As when adding a point to another point consists in creating an edge between the two vertices, we mark the vertex in Black. The other case to cover is when the meshed polygon is bounded and corresponds to a set of edges that does not form a plane. The easiest example of such a case can be represented as an edge whose constraint consists in $\vec{a} \cdot \vec{x}=b$, represented by the two inequalities $\vec{a} \cdot \vec{x} \leq b$ and $\vec{a} \cdot \vec{x} \geq b$, bounded by two vertices. By following what we have presented so far for this algorithm, the two vertices should be colored Red. However, if they are, we would not have any point to link to the point added to create the new edges. Therefore, if a vertex should be colored in Red but has only a direct descendant, the vertex is colored in Black.

Definition 2.5.2 With respect to the set of constraints $C$, containing inequalities of the form $\vec{a} \cdot \vec{x} \leq b$, a face $s$ of the $D P D D D$ of a polygon $P$ and mesh $U$ is colored following these rules:

Red if $s$ is Edge and $\exists \vec{a} \cdot \vec{x} \leq b \in C \mid \vec{a} \cdot \vec{x} \leq b \in \ell_{s} s$.Constraints
Black if $\exists s^{\prime} \in D . S$ s.t. $\left(s, s^{\prime}\right) \in D . T \mid s^{\prime}$. Color $=$ Red
Red if $\forall s^{\prime} \in D . S$ s.t. $\left(s, s^{\prime}\right) \in D . T \mid s^{\prime}$. Color $=$ Red
Black if $s$ is Vertex and $\nexists\left(s, s^{\prime}\right) \in D . T \mid s^{\prime} \in D . S$
Black if $s$ is Vertex and $\forall s^{\prime} \in D . S$ s.t. $\left(s, s^{\prime}\right) \in D . T \mid s^{\prime}$.Color $=$ Red and $\# s^{\prime}=1$

The Mark Faces algorithm sets the color to faces of the meshed polygon given as input. The colors are determined by the set of constraints given. Edges that intersect one of the constraints are marked in Red by the algorithm then set the color of the direct ascendants of the face either in Black, or Red. The latter color is given to a vertex face only if all its direct descendants are already colored in Red.

Given a DPDD $D=\left(S, T, s_{0}, \ell_{s}\right)$ representing a polygon $P$ and a mesh $U$, and $C$, a set of constraints, the aim of this algorithm is to mark all the faces of $D$ that represent an edge which intersects a constraint of $C$ in Red. Furthermore, each face that has at least one direct successor colored in Red, is marked in Black and if all its direct descendants are colored in Red, the vertex is also colored in this color.

```
Algorithm 6 Mark faces of the meshed polygon depending on the constraints
given
    procedure MarkFaces (DPDD \(D\), Constraints \(C\) )
        if not \(\operatorname{ISEMPTY}(D)\) then \(\triangleright\) Cannot mark non-existing faces
            if \(\# D . S=1\) then
                    if \(s\) is Vertex \(\mid s \in D . S\) then \(\triangleright\) There is only a vertex, it needs to
    be kept to create the constraints for adding a point
                \(s /\) Color \(\leftarrow\) Black
            for all \(s \in D . S \mid s\) is Edge do
            if \(\exists c \in C \mid c \in \ell_{s} s\). Constraints then \(\triangleright\) The constraint is in the
    face of the edge
            \(s\).Color \(\leftarrow\) Red
            for all \(s^{\prime} \in S \mid\left(s^{\prime}, s\right) \in D . T\) do \(\triangleright\) Retrieve the predecessors of
    the edge
10: \(\quad\) if \(\forall s u c c \in D . S \mid\left(s^{\prime}\right.\), succ \() \in D . T:\) succ.Color \(=\) Red
    then \(\triangleright\) All the successors of the face are Red
    if \(\# s u c c=1\) then
                            \(s^{\prime}\).Color \(\leftarrow\) Black
        else
            \(s^{\prime}\).Color \(\leftarrow \operatorname{Red}\)
                                else
                                \(s^{\prime}\).Color \(\leftarrow\) Black
```

Figure 2.16 illustrates the marking of a meshed polygon based on a constraint.


Figure 2.16: Marking of a meshed polygon based on a constraint.

Thanks to this marking, we are now able to check to which faces the new point is linked and then create the new constraints of the meshed polygon.

The Add Point algorithm would then add the point given as input to the given meshed polygon which has to be under its canonical representation. It would then returns the newly created meshed polygon which is also in its canonical representation as the point given belongs to the mesh and the initial meshed polygon is in its canonical representation. This ensures that each face created will have a non-empty mesh. The function uses the Marking operation to determine the faces that have to be modified or removed from the new meshed polygon before performing the intersection between the new constraints computed to add the point to the meshed polygon and the faces of the initial meshed polygon that have not been marked in Red. The constraints computed to add the point correspond to the set of constraints that represent the edge between the point and the vertices marked in Black during the marking phase of the algorithm.

Given a DPDD $D=\left(S, T, s_{0}, \ell_{s}\right)$ representing a polygon $P$ and a mesh $U$, and $x$ a point that is part of the mesh, the goal is to find a new DPDD $D^{\prime}$ such as the newly created meshed polygon is the minimal meshed polygon that contains all the points of the mesh of the initial meshed polygon and the new point.

```
Algorithm 7 Add point of the mesh to a meshed polygon
    function AddPoint(DPDD \(D\), Point \(x\) )
        if \(\operatorname{ISEMPTY}(D)\) then \(\triangle I f D\) is empty, the new \(D P D D\) is the point \(x\)
            \(s_{0} \leftarrow\) NewState()
            \(S \leftarrow s_{0}\)
            \(T \leftarrow \emptyset\)
            \(P \leftarrow\) CONSTRAINTS(x) \(\quad \triangleright\) The polyhedron is the point \(x\) only
            \(U \leftarrow x \quad \triangleright\) Creates a mesh with only the point \(x\) in it and no period
            \(\ell_{s}\left(s_{0}\right)\).Constraints \(\leftarrow \operatorname{CONSTRAINTS}(x) \quad \triangleright A d d\) the constraints of
    \(x\) in the label of \(s_{0}\)
                \(\ell_{s}\left(s_{0}\right)\).Mesh \(\leftarrow U \quad \triangleright\) Add the new mesh in the label of \(s_{0}\)
                \(\mathrm{DPDD} D^{\prime} \leftarrow\left(x, U, S, T, s_{0}, \ell_{s}\right)\)
        else
            \(s \leftarrow \operatorname{NEWSTATE}() \quad \triangleright\) State that will retrieve the face that resulted
    to the negation of the point membership
                if POINTMEMBERSHIP \((D, x, s)\) then \(\triangleright\) The point is already in
    the polyhedron so no need to add it
                DPDD \(D^{\prime} \leftarrow D\)
            else
                \(c \leftarrow\) constraint \(\in \ell_{s}(s)\).Constraints \(\quad \forall\) constraint \(\in\)
    \(\ell_{s}(s)\).Constraints : \(x \notin\) constraint \(\triangleright\) Check which constraints negated the
    point membership and only keep these ones
                MARKFACES \((D, c)\)
                \(\ell \leftarrow \emptyset\)
                for all \(s \in D . S \mid s\). Color \(=\) Black do \(\quad \triangleright\) Retrieve all the faces
    marked in black
                \(\ell \leftarrow \ell \cup \operatorname{CREATECONSTRAINTS}(s, x) \quad \triangleright\) Create "link"
    between the point \(x\) and the faces by creating new constraints
            for all \(s \in D . S \mid\) isEdge \((s)\) and \(\forall s \in D . S\) and \(\left(s^{\prime}, s\right) \in D . T:\)
    \(\#\left(s^{\prime}, s\right)=1\) do \(\triangleright\) The edge has a ray as a predecessor
            \(\ell \leftarrow \ell \cup \operatorname{CREATECONSTRAINTS}(\operatorname{RETRIEVERAY}(s), x)\)
    \(\triangleright\) Create a constraint with the ray retrieved, starting from point \(x\)
                \(\operatorname{DPDD} D^{\prime} \leftarrow N e w D P D D(D . U)\)
                for all constraint \(\in \ell\) do \(\triangleright\) Do the intersection with the
    polyhedron face lattice and a new constraint
                    \(D^{\prime} \leftarrow \operatorname{INTERSECTIONCONSTRAINT}\left(D^{\prime}\right.\), constraint \()\)
                for all constraint \(\in \ell s \mid s \in D . S\) and nots.Color \(=\)
    red or black do
                    \(D^{\prime} \leftarrow \operatorname{INTERSECTIONCONSTRAINT}\left(D^{\prime}\right.\), constraint \()\)
        return \(D^{\prime}\)
```

The principle of this algorithm is then to mark the faces to know which vertices of the meshed polygon have to be linked by edges in order to represent the new constraints of the new meshed polygons. Each vertex marked as Black is linked with the new point, creating a new edge and each face colored Red does not remain in the new meshed polygon. Figure 2.17 illustrates an example of a point added to a meshed polygon.

(a) The meshed polygon and the point to add

(b) The face lattice of the meshed poly-
 gon with the colors of the Marking algo- (c) The face lattice of the new meshed rithm polygon after the point has been added

Figure 2.17: Add point operation on a meshed polygon.

When performing the operation to unbounded meshed polygons, some edges have only one direct ascendant in their face lattice, as shown in Figure 2.18 This happens, in particular, when they represent half-lines. In such a case, we can nonetheless represent a second ascendant as a vertex tending towards infinity. We can represent this point as the direction of the ray. When a point is added to a meshed polygon, if a vertex that represents a ray is marked in Red, then a new ray is created, coming from the new point and with the same direction as the ray marked in Red. Figure 2.19 gives an example of an unbounded meshed polygon to which a point is added.


Figure 2.18: Unbounded meshed polygon.

(a) The meshed polygon and the point to add

(b) The new meshed polygon

Figure 2.19: Add point operation on an unbounded meshed polygon.

### 2.5.4 Finding all the points of a mesh that satisfy a set of constraints

We study here the operation to retrieve all the points belonging to a given bounded meshed polygon. This operation corresponds to finding all the points of the mesh that satisfy the constraints of the bounded polygon. This operation only covers twodimensional polytopes, i.e., bounded polygons, as it is not possible to retrieve all the points of an infinite set. We use this operation for the rounding operation of meshed polygons.

The Find Points algorithm returns the set of points that belong to the meshed polygon given as input. The meshed polygon has to be a meshed polytope. As the meshed polygon given is bounded, the set of retrieved points is finite. To retrieve all the points, the algorithm first creates a rectangle around the meshed polygon to bound the search of points. Once one of the vertices of the rectangle is on a point of the mesh, the algorithm uses this point as the initial point then computes all the points of the mesh within the rectangle. Each point found is then checked against the Point Membership algorithm to only retrieve the point belonging to the meshed polytope.

Given a DPDD $D=\left(S, T, s_{0}, \ell_{s}\right)$ representing a two-dimensional polytope $P$ with a mesh $U$, the aim is to retrieve the list of all the points of the mesh that belong to the meshed polytope.

```
\(\overline{\text { Algorithm } 8 \text { Finding all the points of the mesh strictly inside of a meshed }}\)
polytope
    function FindPoints(DPDD \(D\) )
        \(p \leftarrow \emptyset\)
        if not \(\operatorname{ISEMPTY}(D)\) then
            \(x \leftarrow \emptyset\)
            \(y \leftarrow \emptyset\)
            for all \(s \in D . S \mid s\) is vertex do \(\triangleright\) Retrieve the min and max values
    of vertices to create a rectangle containing the polyhedron
            if \(x=\emptyset\) then
                                    \(x[0] \leftarrow X C O O R D I N A T E(s)\)
                                    \(x[1] \leftarrow X C O O R D I N A T E(s)\)
                    else
                \(x[0] \leftarrow \operatorname{MIN}(x[0], X C O O R D I N A T E(s))\)
                \(x[1] \leftarrow \operatorname{MAX}(x[1], X C O O R D I N A T E(s))\)
                    if \(y=\emptyset\) then
                                    \(y[0] \leftarrow Y C O O R D I N A T E(s)\)
                \(y[1] \leftarrow Y C O O R D I N A T E(s)\)
            else
                \(y[0] \leftarrow \operatorname{MIN}(y[0], Y C O O R D I N A T E(s))\)
                \(y[1] \leftarrow \operatorname{MAX}(y[1], Y C O O R D I N A T E(s))\)
            \(\operatorname{coord}[i] \leftarrow x[k], y[l] \mid 0 \leq i<4\) and \(0 \leq k, l<2 \quad \triangleright\) Retrieve the four
    vertices of the created rectangle
        constraints \(\leftarrow\) CREATECONSTRAINTS \((x, y) \quad \triangleright\) Create a
    constraint for each min and max \(x\) and \(y\)
            while POINTMEMBERSHIP \((\operatorname{coord}[i]) \mid 0 \leq i<4\) do \(\triangleright A\) vertex of
    the rectangle contains a point of the mesh
            Modify an arbitrary constraint to extend the rectangle and find
    new vertices
            for all point \(\in\) D.U | point \(=\) start +
    combination of period and point \(\in\) constraints do
            if POINTMEMBERSHIP(point) then
                \(p \leftarrow p \cup\) point
        return \(p\)
```


### 2.5.5 Rounding a (half-)line

In order to reach a canonical representation of a meshed polygon, we have to round the meshed polygon to only have faces with non-empty meshes. The way it is usually done is explained in Section 2.5.6. However, the rounding of the faces may differ depending on the type of the face. Here, we cover the rounding operation of a (half-)line. Half-lines are present in unbounded meshed polygons as they are rays of these meshed polygons. If we have a (half-)line with an empty mesh, the rounding process we use can be related to the translation of the line to the nearest point of the meshed polygon. The translation of a line consists in shifting the line in a given
direction without changing its slope. All the points of the edge are then moved to the given destination defined by a given distance. Performing the translation on the line allows us to adapt the constraint of the edge to have a non-empty mesh in its label while keeping all the points of the initial meshed polygon within the structure.

To create the new constraint, we use Theorems 1.1.14 and 1.1.16 Based on these theorems, we can write the constraint forming the edge with the mesh of the meshed polygon, which is a basis of the meshed polygon. Let the constraint defining the edge $\vec{a} \cdot \vec{x} \leq b$, and $\left((v),\left(\left(\overrightarrow{u_{1}}\right),\left(\overrightarrow{u_{2}}\right)\right)\right)$, the mesh of the meshed polygon, then we have:

$$
\begin{aligned}
& \vec{x}=k_{1} \overrightarrow{u_{1}}+k_{2} \overrightarrow{u_{2}}+v \mid k_{1}, k_{2} \in \mathbb{Z} \\
& k_{1} \vec{a} \cdot \overrightarrow{u_{1}}+k_{2} \vec{a} \cdot \overrightarrow{u_{2}}+\vec{a} v \leq b \\
& k_{1} a_{1}^{\prime}+k_{2} a_{2}^{\prime} \leq b^{\prime} \\
& \Delta=b^{\prime}-\left\lfloor\frac{b^{\prime}}{\operatorname{gcd}\left(a_{1}^{\prime}, a_{2}^{\prime}\right)}\right\rfloor \operatorname{gcd}\left(a_{1}^{\prime}, a_{2}^{\prime}\right)
\end{aligned}
$$

The new constraint of the (half-)line is then $\vec{a} \cdot \vec{x} \leq b-\Delta$.
Figure 2.20 illustrates the example of a line that has to be translated in order to pass through points of the mesh.

(a) Initial line

(b) Line after translation

Figure 2.20: Translation of a line.

The operation of rounding a (half-)line then consists in finding the new constraint, which has the same slope as the constraint of the line, which is a translation of the line. The new line defined by the retrieved constraint passes through the nearest point belonging to the meshed polygon to the initial line. As this operation only consists in arithmetic computation, we do not provide any pseudo-code algorithm. However, such an algorithm would return the constraint of the translated line given as input. We would then be able to compute the canonical representation of the meshed polygon containing the (half-)line by performing an intersection between the meshed polygon and the newly computed constraint.

### 2.5.6 Advanced intersection

We can now cover the other way to perform the intersection operation that we call Advanced Intersection. The difference between this version and the previously shown one in Section 2.5 .2 is that the advanced intersection always results in the minimal resulting meshed polygon, meaning that the meshed polygon has only faces with meshes that are non-empty, i.e., its canonical representation. The aim of such a representation is to take advantage of the data structure created for this master's thesis.

Before giving the algorithm, let us go through the different cases we may encounter when performing a rounding operation with the meshed polygon retrieved from the intersection of the canonical representation of a meshed polygon and a constraint.

- The first case we may encounter is the case of a meshed polytope. Rounding a meshed polytope consists in retrieving all the points belonging to the meshed polygon thanks to the Algorithm 8 and creating a new meshed polygon by adding each of them one by one thanks to Algorithm 7
- The second case is when the meshed polygon is a (half-)line. In that case, we translate the line as shown in Section 2.5.5.
- The last case we may encounter is the case of an unbounded meshed polygon. The rounding operation for this case consists in dividing the meshed polygon into two meshed polygons including one which is a meshed polytope. The division into these two meshed polygons is done by creating a new edge between the two nearest points of the face that does not have any mesh. We then retrieve all the points inside of the meshed polytope with Algorithm 8 and add them to the other meshed polygon formed with Algorithm 7

Now that the principle has been explained, let us define the algorithm for the intersection and rounding operation.

The Advanced Intersection algorithm takes as input a meshed polygon under its canonical representation, and a constraint. The algorithm's goal is to return the intersection between the given meshed polygon and the constraint in its canonical representation. It is done by first performing the Intersection algorithm on the given meshed polygon and the constraint. Once the intersection and the resulting meshed polygon have been computed and retrieved, the algorithm will go through all the faces of the face lattice. If one of the faces (but the initial state) has an empty mesh, then the algorithm rounds the meshed polygon to retrieve its canonical representation. The rounding operation is performed by adding all the points belonging to a meshed polygon one by one if the meshed polygon is a polytope. Otherwise, by creating new constraints, adapting the original constraints of the meshed polygon to constraints representing faces with non-empty meshes, and performing an intersection between the new constraints and the meshed polygon.

Given a DPDD $D=\left(S, T, s_{0}, \ell_{s}\right)$ representing a polygon $P$ and a mesh $U$, and $C$, a constraint under the form $\vec{a} \cdot \vec{x} \leq b$, the aim is to compute the new meshed polygon $D^{\prime}=D \cap C$ on which each face contains a non-empty mesh.

```
Algorithm 9 Advanced intersection between a meshed polygon and a con-
straint
    function AdvancedintersectionConstraint(DPDD \(D\), Constraint \(\vec{a}\) -
    \(\vec{x} \leq b\) )
        \(D^{\prime} \leftarrow \operatorname{INTERSECTIONCONSTRAINT}(D, \vec{a} \cdot \vec{x} \leq b) \quad \triangleright\) Perform the
    normal intersection
        if \(\exists s \in D^{\prime} . S \mid \ell_{s}(s) . M e s h=\emptyset\) then
            if \(D^{\prime}\) is polytope then \(\triangleright\) The polyhedron is a polytope, we can just
    find all the points inside it and add them to the polyhedron
                \(p \leftarrow\) FindPoints \(\left(D^{\prime}\right)\)
                    \(D^{\prime} \leftarrow \operatorname{AddPoint}\left(D^{\prime}, p\right)\)
            else
                    if \(\ell(s) . M e s h=\emptyset \mid s \in D^{\prime} . S\) and isEdge(s) and \(\forall\) pred \(\in\)
    \(D^{\prime} . S\) and \((\) pred, \(s) \in D^{\prime} . T: \#(\) pred,\(s)=1\) then \(\triangleright A n\) edge that has a ray
    as a predecessor does not have any mesh
                \(D^{\prime} \leftarrow \operatorname{TRANSLATE}\left(D^{\prime}, s\right) \quad \triangleright\) Translate the edge to have a
    mesh
10:
                    elseFind nearest points to vertices with no mesh and create con-
    straints between them
11:
                for all \(s \mid s \in D . S\) and \(\ell(s) . M e s h=\emptyset\) do \(\triangleright\) All the vertices
    that do not have any mesh
                point 1, point \(2 \leftarrow\) nearest points on the two nearest edges
    with mesh
                                    \(D^{\prime \prime} \leftarrow \operatorname{INTERSECTIONCONSTRAINT}\left(D^{\prime}\right.\),
                                    CREATECONSTRAINTS(point1, point2)) \(\triangleright\) Create \(a\)
    polytope to get points that need to be added to the new polyhedron
                            \(p \leftarrow \operatorname{FINDPOINTS}\left(D^{\prime \prime}\right)\)
                            \(D^{\prime} \leftarrow \operatorname{INTERSECTIONCONSTRAINT}\left(D^{\prime}\right.\),
                            CREATECONSTRAINTS(point1, point 2 )) \(\triangleright\) Create the
    new polyhedron
18:
                    \(D^{\prime} \leftarrow \operatorname{ADDPOINT}\left(D^{\prime}, p\right) \quad \triangleright A d d\) the points that were
    missed by creating the new edge between the two nearest points
19:
        return \(D^{\prime}\)
```

Figures 2.21 and 2.22 illustrate an example of the advanced intersection with an unbound meshed polygon and a constraint.

(a) Intersection between a meshed polygon and a constraint

(b) Non-minimal meshed polygon resulting in the intersection operation

Figure 2.21: Intersection operation of the advanced intersection algorithm.

(a) Division of the meshed polygon into two meshed polygons

(b) Adding all the points found in the bounded meshed polygon to the unbounded meshed polygon

(c) Minimal meshed polygon of the intersection between the meshed polygon and the constraint

Figure 2.22: Rounding of the meshed polygon in advanced intersection.

## Chapter 3

## Implementation

In this master's thesis, we also implemented a prototype of the data structure and its operations in order to show the practical feasibility of our algorithms and definitions.

We decided to create this prototype in Python in order to have a quick working application but also because it provides a large library of linear algebra packages.

We mainly used Numpy to easily store arrays for our data structure but also operate on these lists, Matplotlib to have a visual representation of the meshed polygons created during the operations over our data structure, and the Sympy solver to find combinations of vectors, but also compute change of basis or create edges based on the vertices of the meshed polygon.

This section finally covers the implementations of the data structure and its operation in Python code. We explain how the algorithms have been implemented as well as the choices we made during this process. The prototype is available on the GitLab of the University of Liège for anyone to access.

### 3.1 Data Structure

We created 3 main classes for the data structure.

- State: this class represents the different faces of the face lattice of our data structure. Each state stores its own label as inequalities as well as its own submesh. We chose to separate the inequalities label and the mesh to have specific attributes for each and to easily update them without interfering with the other. Each state also has its type which can either be a vertex, an edge, a plane, or an initial state if the state corresponds to the cone created by homogenization of the polygon. These types will be used in order to know which part of the polygon they represent. Doing so will then help us to differentiate the different faces and possibly use that to our advantage for implementing some operations. The class State contains several methods and functions:
- A function to check whether the set of constraints inside of the given face's label is saturated by a given point. This is done by Sympy's sympify function that allows us to transform a given string into an equation in which the symbols can be replaced directly within the equation by the coordinates of the given point.
- A function that checks whether a given point is within the mesh of the given face. This is done once again with the Sympy solver to find whether a diophantine equation of the mesh can be equal to the point.
- A function that calculates the coordinates of a vertex face. This operation is done by finding the exact point where all the constraints of the vertex face intersect with each others.
- Transition: this class represents the different transitions between faces. We store the transition's label, which corresponds to a set of strict inequalities, but also the two faces that share the transition in the face lattice. As the face lattice is a directed graph, we make sure that the direction is respected by giving first the parent and then the child state. We create functions inside the class to easily retrieve the inequalities in the label of the transition as well as the states. Another function allows us to check whether a given point satisfies the strict inequality. This is done in the same way as the function to check whether a point saturates a constraint in the state class. To check the saturation of a point, we verify whether the point is directly on the constraint. We adapt this function to see whether the point is a possible solution to the strict inequality of the constraint. This function will be pretty useful when implementing the point membership operation in order to retrieve child faces that a given point might saturate.
- DPDD: this class represents the implementation of our DPDD data structure defined in Section 2.4.1. As labels are directly stored into the faces of the face lattice, the implementation of the data structure does not need a labeling function as input. To easily create an instance of the data structure, a new DPDD object requires the initial state, and the set of states and transitions. By default these sets are empty lists. We also store directly the initial given mesh as well as the set of constraints of the meshed polygon. We want the whole set of constraints and the mesh as input in order to easily verify that no constraints have been forgotten when creating faces and transitions, even if they are not required to perform the different operations.
The main drawback of our implementation is that we store labels, and therefore constraints, as string to be humanly readable to check the correctness of our operations. In order to not lose on precision and be able to perform correctly the operations, we needed to transform the rational numbers given by the solver as a fraction to store these numbers in the label. We do so through the Fraction function. However, to use this function, we need to already typecast the value into a string. Doing so already reduces the precision of the value and the retrieved fraction is not conclusive because of the error brought by the typecast. After testing, we figured out that giving a maximum value of 100000 to the denominator gave the best resulting fractions. To have a fully working implementation, we needed to avoid any imprecision, even if small, as we would not be able to perform correctly operations with the solver.


### 3.1.1 Representation

In order to represent meshed polygons, we decided to create Matplotlib figures. We take the vertices from the DPDD data structure and put them into the twodimensional graph before linking them graphically. We represent the mesh by points directly on the graph. We found it easier to take the initial point of the initial mesh and then repeat a combination of the vectors representing the period of the mesh. By doing so, points of the mesh are visible on the figure even if they do not belong to the meshed polygon. As every point is reachable from an initial point through a combination of the vectors of the period, we set extremal values to the combination. Let $p$ be the initial point of the mesh, and $\overrightarrow{u_{1}}, \ldots, \overrightarrow{u_{n}}$ the set of vectors of the period of the mesh, then the set of points retrieved corresponds to all the points $p$ such as $p=v+k_{1} \overrightarrow{u_{1}}+\ldots+k_{n} \overrightarrow{u_{n}}$, where MIN $\leq k_{1}, \ldots, k_{n} \leq$ MAX.


Figure 3.1: The representation of a meshed polytope


Figure 3.2: The representation of an unbounded meshed polygon

Figure 3.1 presents the Matplotlib figure representing a given meshed polytope. In case of unbounded meshed polygons, we should also need to retrieve the direction of the ray to represent a half-line in the figure. However, Matplotlib does not allow to easily represent half-lines. We then chose to set an arbitrary bound to the axis and to set a point at the intersection between the ray and the given bound. Figure 3.2 then represents a given unbounded meshed polygon.

The drawback of our representation is that it is not possible to visually distinguish a half-space from a (half-)line. Indeed, on the Matplotlib figure, both are represented as an edge. However, by looking at the face lattice of the DPDD data structure, or the constraints given in the figure, we can now easily compare the two meshed polygons and see the differences. When the meshed polygon consists of only a point, we set the color of the meshed polygon to another color than the points of the mesh in order to differentiate the given point from the mesh.

### 3.2 Operations

### 3.2.1 Point Membership

We performed a simple little modification to the algorithm of the Point Membership presented in Section 2.5.1. Now, the function does not only return whether the point given as input belongs to the meshed polygon, but also on which face of the face lattice of the meshed polygon the function was before ending. The state retrieved when performing the point membership will be used later in other functions of the prototype.

In addition to the point membership on a meshed polygon, we also created a version of the point membership that does not take into account the mesh of the meshed polygon. The function then returns whether a given point belongs to the set of constraints that determine the polygon of the meshed polygon.

We do not go any further in the explanation of these functions as they are only direct implementations of the algorithm given in Section 2.5.1

### 3.2.2 Coloring

For the coloring process, we took advantage of the fact that we only work with polygons and that we store the types of the faces. We can then color first the nearest
faces to the initial state before coloring the direct descendants. We then repeat this procedure until coloring the last face of the meshed polygon. As the coloring process is based on the one explained in Section 2.5 .2 we can use its properties to color faces based on the color of their direct ascendants. It is then the reason why we perform the coloring of faces in that order. The coloring process is adapted when we need to color a ray. As they are half-lines, we cannot use their (only) direct ascendant to decide a color. It then depends on the intersection of the ray with the given constraint and the direction of the ray.

Let us focus first on the case of a face that is a (half-)line. In order to know how to color the given face, we check whether the equation of the constraint and the one of the edge intersect each others. If it is the case, thanks to the Sympy solver, we can get the intersection point(s) between the two constraints. If there are several points as result, the face is colored Blue. If we did not find any intersection between the two equations, the edge is either fully within the given constraint or fully outside. To know which one it is, we just compare a point from each constraint by the symbol of the inequality of the given constraint. If we obtain a single point as intersection between the two constraints, we have several possibilities to color the face. The face is colored Yellow if the point belongs to the meshed polygon and that the last state visited during the point membership operation for the given point is the half-line. Otherwise, the face is colored in the same color as the color of the face of the vertex bounding the half-line.

Now that we can color faces that are (half-)lines, let us go through the function used to color any other face of the face lattice. In this function, we start by coloring each vertex. The coloration of vertices is pretty simple: we compute the point given by the face then check whether this point belongs to the equation of the constraint, or not. If the point is not on the constraint, then we determine the color by checking on which side of the constraint the point is. Once we have colored all the vertices, we can color all the edges whether by determining the color thanks to the color of the vertices bounding the edge, or thanks to the function explained before. Eventually for the last face, the plane of the polygon is colored only depending on the colors of the edges.

In order to easily check that the function correctly assigned the colors to the faces, we store the color directly in the structure of the face object. Each time the coloring function is used, we reset the color to avoid any conflict with previously assigned colors.

### 3.2.3 Insert Mesh

In order to calculate the mesh of a face, we take the set of meshes of its direct descendants as well as the set of constraints of the transitions going to the face. In this section, we go through the calculation of the submesh of a given face.

Let us first start with the easiest faces to compute their meshes: the vertices. Indeed, in order to find the mesh of a vertex, it is only required to check whether the point belongs to the set of submeshes of its direct descendants. If it is the case, its submesh is then equal to its own coordinates. Otherwise, the mesh of the vertex is empty.

The second easiest mesh to retrieve is the plane face. As the mesh is directly stored in our implementation of the DPDD data structure, we can simply use this mesh and just set the initial point to a point that is on the vertex face of the meshed polygon.

Eventually, let us talk about the edge face. An edge can either be a line segment, a half-line or just a line. We explain here how we operate for each type.

- When the edge is a line segment, we can easily find the initial point and the period for the canonical representation of the mesh:
- If both vertices bounding the edge have a non-empty mesh, the coordinates of one of the vertices are used as the initial point of the mesh of the edge. The period can then be retrieved by computing the vector representing the distance between both vertices. However, there may be points of the mesh between the two vertices. We then need to divide the distance by the GCD of the combination of the vectors of the set of meshes given as input. Let $\vec{d}$ be the vector representing the distance between two points and $\overrightarrow{u_{1}}, \ldots, \overrightarrow{u_{n}}$ be the set of vectors of the set of meshes given as input. The vector $\vec{d}$ is a combination of $\overrightarrow{u_{1}}, \ldots, \overrightarrow{u_{n}}: \vec{d}=k_{1} \overrightarrow{u_{1}}+\ldots+k_{n} \overrightarrow{u_{n}}$, with $k_{1}, \ldots, k_{n} \in \mathbb{Z}$. Let $g$ be the greatest common divisor of $k_{1}, \ldots, k_{n}$. Then, the period $\vec{p}$ of the mesh corresponds to: $\vec{p}=\frac{\vec{d}}{q}$.
- If only one of the vertices bounding the edge has a non-empty mesh, the coordinates of this vertex are used as the initial point of the mesh of the edge. As the other vertex does not belong to the mesh, it cannot be used to create the mesh of the edge. We then first find another point of the mesh on the constraint of the edge. This point may actually not belong to the meshed polygon. We can then compute a distance vector, and then a possible period in the same way as previously mentioned. However, this period might not be the one we are looking for. Indeed, we need to compute two points of the mesh by adding once the period to the initial point and by subtracting once the period to the initial point. We then check whether one of the points belongs to the meshed polygon, and keep either the period or the negated period as the period of the mesh. It is however possible that neither of these points belong to the meshed polygon. Indeed, we could only have the initial point in the mesh of the edge. Therefore, if neither points belong to the meshed polygon, the mesh of the edge has an empty period.
- If neither points have non-empty meshes, we use, as the initial point, the point of the mesh which is the nearest to one of the vertex, and that belongs to the meshed polygon while being on the constraint of the edge. In order to do so, we first find two arbitrary points of the mesh that are on the constraint of the edge. Once again, we compute the distance and then a period. This period and one of the points are then used to find the initial point. Indeed, we can retrieve any point of the mesh which is on the constraint of the edge with the current point and period. We then find the number of times we need to add the period to the point before reaching one of the vertices. Depending on where is the point based on the constraints of the transitions. We then need to round up or round down the number of times the period has been added to the point. Then, we do the same as when we have only a vertex that has a non-empty mesh to compute the period of the canonical representation of the mesh. Once again the mesh of an edge can be empty. We have to check that the nearest point belongs to the meshed polygon before using it as the initial point.
- When the edge is a half-line, we can actually operate in the same way as when we have a line segment with only one vertex with a non-empty mesh, or when we do not have any vertex with non-empty mesh.
- When the edge is a line, we compute two points of the mesh that are on the constraint of the edge and compute the period. We use as the initial point the nearest point, which is on the constraint of the edge, to the initial point given in the set of meshed given as input.

The following figures show the example of the computation of the mesh of an edge where no vertices bounding this edge have a non-empty mesh. The two examples represent two possible cases, depending on the first point found on the constraint. It then shows the importance of the transition as input of the algorithm.

Let us explain the steps performed on the figures. We first need to find a point on the constraint. This point is labeled $p_{0}$ on the figures. The distance is then computed by retrieving another point of the mesh on the constraint. The distance vector is labeled $d$ in this example. Then, in Figure 3.4, as the point $p_{0}$ satisfies the constraint of the transition between the edge and the vertex point we are trying to reach, we round down the number of times the distance vector has been added to the point. The initial point of the mesh in this example is then the point labeled $s_{0}$. The period is the negation of the distance vector $d$. However, in Figure 3.5 as the point $p_{0}$ does not satisfy the constraint of the transition between the edge and the vertex point we are trying to reach, we round up the number of times the distance vector has been added to the point. The initial point is the same as in the previous example but the period is the distance vector this time.


Figure 3.3: Edge on which the Insert Mesh function is performed.


Figure 3.4: The Insert Mesh algorithm computing the mesh of the edge based on a point satisfying the transition.


Figure 3.5: The Insert Mesh algorithm computing the mesh of the edge based on a point that does not satisfy the transition.

Thanks to these examples, we can also notice that the operation performed is in fact a change of basis to get the constraint as an axis and the point $p_{0}$ corresponds to the origin of the new basis.

All the meshes are computed and inserted from the plane state to the initial state. We compute them in that order to ensure that we have a set of mesh containing at least a submesh when the given face has a non-empty mesh.

### 3.2.4 Intersection

As we can now color the different faces based on a given constraint but also compute and insert meshes to each face, we use these functions to perform the intersection between a meshed polygon and a given constraint. We first color the faces depending on the constraint given to the intersection function. Then, by going through each face we easily retrieve the states that are still part of the new meshed polygon. Red faces are not kept while new faces are created when we have some Yellow faces. We use the properties stated in Section 2.5 .2 in order to know what kind of face needs to be added. Labels of transitions are computed by retrieving the set of constraints that are in the parent face but not in the child face. After adding all faces, we check whether there already exists an initial state in the list of faces. If we have multiple vertices, a new face of type initial state has to be created. However, that is not the case if one or less vertex is present in the list of faces. In that case, we set the initial state of the data structure as the face that has the highest type.

Now that all the faces are created, we also need to create missing transitions between some faces. We can check that each transition is present by checking that faces whose label contains a subset of the constraints of a face of a direct higher type have a transition between them. We can therefore determine if all the transitions between initial state and vertices are present, as well as the transitions between vertices and edges, and edges and plane. If one is missing, we can retrieve the label of the missing transition by computing the subset of constraints that are not present in the label of a face but are in the face that has a direct higher type.

The last step to perform the intersection operation is to compute and insert the meshes of each face. We do that thanks to the insert mesh function explained in Section 3.2.3 We repeat the method for each face, and in the inverse hierarchical order, as we need the set of meshes of the direct descendants to compute the mesh of any face. As ascendants of faces may have been modified, and they impact the submesh
of their direct descendants through their transitions, it is needed to recompute the mesh of all the faces.

The intersection function then returns the new meshed polygon as an instance of the DPDD data structure.

### 3.2.5 Marking

To mark the faces depending on the set of constraints given, we will go through each edge face to check whether they contain one of the constraints given as input. If it is the case, the edge is colored Red and we set its direct ascendants in Black. When we are setting one of the faces as Black, we look at all its direct descendants. If they are all already colored in Red, then the vertex is also colored Red, unless the vertex has only one direct descendant.

We first reset all faces' color to prevent any conflict with previous iterations of the function or of the coloring function used for the intersection operation.

### 3.2.6 Add Point

In order to add a new point to the meshed polygon, we first retrieve all the constraints that the given point does not satisfy. All these constraints that will not be present anymore in the new meshed polygon. These constraints are given as input to the marking faces function.

Once we have colored every faces, we retrieve only the vertices colored in Black. These vertices are kept in the new meshed polygon. We then compute the equation of the edge between the new point and the Black vertex. The newly created constraint, after having set the equation as an inequality, becomes a constraint of the new meshed polygon.

Once we have all the new constraints, we need to construct the new meshed polygon. To construct it, we retrieve all the constraints of the initial meshed polygon that were not used to mark its faces. The new meshed polygon then consists in the intersection of the mesh of the initial meshed polygon with the new constraints created in the previous step and the constraints of the initial meshed polygon that did not violate the point membership of the point to be added.

As the meshed polygon given needs to be in its canonical representation and as the given point needs to belong to the mesh of the initial meshed polygon, we do not need to round the resulting meshed polygon. The meshed polygon will already be in its canonical representation even if the intersection operation used is not the advanced one.

Figure 3.6 shows the example of a meshed polygon to which a point has been added. Figure 3.7 presents the example of a point added to an unbounded meshed polygon. Indeed, when a half-line is in the Red faces, a new constraint passing through the new point and with the same direction has to be created. As we can retrieve the direction of a half-line, we can easily compute this new constraint with the Sympy solver already used to compute every other new constraint.

(a) The representation of the initial (b) The representation after the point meshed polytope. has been added.

Figure 3.6: Effect of the addition of the point $(0,2)$ to the meshed polytope.


Figure 3.7: Effect of the addition of the point $(0,2)$ to the unbounded meshed polygon.

### 3.2.7 Find Points

In order to find all the points within a given polytope, we create a rectangle surrounding the whole polygon. If one of the vertex belongs to the mesh of the meshed polygon, we can directly go to the second step. However, if it is not the case, we arbitrarily select an edge of the rectangle that we expand of one unit. We do so until one of the vertex is a point of the mesh.

Once we have this point, the second step is to use it to retrieve all the points of the mesh that are within the rectangle. This is validated by the definition of the mesh set, stating that any point of the mesh can be computed as a point of the mesh to which a combination of the vectors representing the period of the mesh is added.

The last step is then to retrieve the required points. We are able to retrieve all the points of the mesh within the rectangle created at the beginning of the method, by sequentially adding a combination of vectors from the vertex of the rectangle found that belongs to the mesh.

We then created a recursive function allowing to retrieve all these points by assigning at each iteration a different value to the combination variable of one of the vectors representing the period. However, all points of the mesh within the rectangle do not belong to the meshed polygon. We then have to check each point by using the point membership function explained in Section 3.2.1

### 3.2.8 Translation

In order to reach a canonical representation of a meshed polygon, we have to round the meshed polygon to only have faces with non-empty meshes. When we work with unbounded meshed polygons which ray does not have non-empty mesh, the rounding operation consists in translating the ray to have the new edge passing through the nearest point of the meshed polygon to the initial ray.

In order to round a (half-)line we compute a new constraint corresponding to the translation of the given edge. To perform this operation, we have to compute the new value of $b$ of the edge constraint $\vec{a} \cdot \vec{x} \leq b$. We do so thanks to the change of basis with the given mesh. We then retrieve the values of $\vec{a} \cdot \vec{x}$ and $b$. After, that, we re-write the left side of the equation as $k_{1} \vec{a} \cdot \overrightarrow{u_{1}}+\ldots+k_{i} \vec{a} \cdot \overrightarrow{u_{i}}$ and the right side as $b-\vec{a} v$, where $k_{1}, \ldots k_{i} \in \mathbb{Z}$, and $v$ and $\overrightarrow{u_{1}}, \ldots, \overrightarrow{u_{i}}$ corresponds to the initial point and period of the mesh. Next, we just retrieve the GCD $(g)$ of the left side elements and calculate the new value of b as $b-\left((b-\vec{a} v)-\left[\frac{b-\vec{a} v}{g}\right] g\right)$. As we need to round the value, we either choose to round down with the floor function or round up with the ceil function, depending on the sign of the constraint of the edge. The new $b$ then replaces the initial value of the edge equation. The new equation corresponds to the new constraint of the translated edge. To see this modification, we just need to create an intersection with the new constraint and the meshed polygon.

### 3.2.9 Advanced Intersection

The advanced intersection operation consists in performing an intersection, between a meshed polygon in its canonical representation, and a constraint, and then rounding the resulting meshed polygon to retrieve the canonical representation of the resulting meshed polygon. Once the intersection has been performed, we retrieve all the vertices that do not have any non-empty mesh. We check, thanks to the canonical representation of a mesh and the function to insert mesh, if a vertex has a non-empty mesh. If we have vertices with empty mesh, we need to round the meshed polygon. For each vertex with empty mesh retrieved, we find the two nearest points on each side of the vertex belonging to the mesh that are on edges. Once the two points are retrieved, we create a new edge between the two. Doing so divides the meshed polygon in two. We can then add the points within the meshed polygon which still has the empty meshed vertex to the other meshed polygon to retrieve the canonical representation of the initial meshed polygon. This operation can be done if the meshed polygon is a meshed polytope or if the rays of the unbounded meshed polygon contain a non-empty mesh. If the meshed polygon is a (half-)line or if the unbounded meshed polygon has a ray with an empty mesh, then it is required to translate the (half-)line in order to retrieve the canonical representation of the meshed polygon. In the case of an unbounded meshed polygon, translating the ray to have a mesh does not ensure that the meshed polygon is now under its canonical form. Indeed as we can see in Figure 3.8, even after the translation of the ray, we can still have a vertex of the meshed polygon with an empty mesh. To avoid that, we perform once again
the advanced intersection operation to intersect the meshed polygon with the new constraint of its ray but also the rounding of the resulting meshed polygon.


Figure 3.8: Rounding of a meshed polygon with a ray with an empty mesh.

Figures 3.93 .10 and 3.11 show examples of meshed polytopes on which the advanced intersection function has been performed. Figures 3.10, and 3.11 represent particular cases where the canonical representation of a meshed polygon results in an edge or a vertex.


Figure 3.9: Advanced intersection on a meshed polytope.


Figure 3.10: Advanced intersection resulting to a line segment.


Figure 3.11: Advanced intersection resulting to an only vertex.

## Chapter 4

## Conclusions

This master's thesis introduced a new data structure called the Discrete Polygon Decision Diagram (DPDD), suited for representing meshed polygons. We provided algorithms in pseudo-code for all the major operations that can be performed on the data structure. This data structure is based on a representation of the face lattice of the polygon, in which a submesh is added to each face. Doing so allowed us to obtain more efficient algorithms.

Another contribution was to develop a Python prototype of the implementation of the data structure, as well as the manipulation operations, to prove the feasibility of the theoretical contributions this master's thesis brought.

The data structure does not discriminate on the type of meshed polygons. They can either be polytopes, i.e., bounded polyhedra, or unbounded polyhedra. The set of operations given in this master's thesis then fully works over meshed polytopes, or meshed polygons. Furthermore, we defined the canonical representation of meshes, polyhedra, and meshed polyhedra. The operations manipulating the meshed polygons output meshed polygons in their canonical representation, which simplifies comparison operations between meshed polygons.

The rounding process of polyhedra representing integer sets, which is essential to obtain a canonical representation of meshed polygons, has already been explored in the field of integer linear programming [22. However, the needs for a symbolic representation of meshed polyhedra in optimization and computer-aided verification are different. The aim in optimization is to retrieve one solution to a given set of constraints. The best solution is based on the possible solutions defined by the meshed polyhedron, and the object functions that we want to either maximize, or minimize. In computer-aided verification, the goal is to represent every reachable state of the state-machine representing the program

Generalizing the data structure and its operations to polyhedron defined in $\mathbb{R}^{n}$, for $n>0$, instead of $\mathbb{R}^{2}$ would be the logical next step to this master's thesis. Doing so would not be trivial but the data structure can be kept as if, as it already allows to store meshed polyhedra of any dimension. The point membership operation also works with meshed polyhedra of any dimension. However, other operations would require to find more general properties to correctly round meshed polyhedra or add points to meshed polyhedra, as the algorithms given in this master's thesis take into account the type of each face to perform these operations.

In its current form, our data structure does not allow to compute intersections between meshed polygons and other meshed polygons or meshes. A quick improvement of this work would then be to find a way to compute efficiently this intersection.

Another way to improve this work would be to not only consider convex sets but also non-convex ones. Indeed, the set of reachable states of a system is generally a non-convex set. Another direction would be to extend the data structure to include non-linear constraints.
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[^0]:    ${ }^{1}$ Beware that it is a misuse of language. Indeed, the set of a meshed polyhedron is not convex in general as it does not contain the segments between two points of the mesh. A convex meshed polyhedron is in fact a meshed polyhedron where its set of constraints is defined on a convex set.

