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Executive Summary 

 

In this dissertation I study the determinants of venture capitalists’ exit strategies, and 

more specifically, the interactions between exit type and timing. Indeed, in addition to 

knowing how they plan to exit, venture capitalists are also interested in knowing when they 

will be able to do so. Examining the exit strategies of venture capitalists thus requires to take 

those two dimensions into account. 

Through the use of survival analysis methods, I analyze a sample constituted of more 

than 19.000 financing rounds in 11.500 unique firms. Set in the framework of competing risks 

models, this rigorous statistical analysis gives some interesting insight on the relationships 

between a series of variables (such as the stage at which the round takes place, the syndication 

of the deal, the industry of the firm, and so on) and the time needed for an exit to occur. 

Moreover, when considering the type of investor I make the distinction between 

business angels and venture capitalists. This is therefore the first time that the impact of 

business angels on the exit strategies of venture capitalists is studied using survival analysis 

methods. 

The results show that the presence of business angels allows firms to exit through 

acquisition both faster and more often. However, business angels do not seem to have a 

meaningful impact on the likelihood of liquidation. 

Furthermore, it can also be concluded from the analysis of the results that the benefits 

from deal syndication are real. Indeed, when at least two venture capitalists are present, 

investments appear to exit through acquisition substantially more often and up to 26% faster. 

Liquidations are also significantly less likely to occur when the number of venture capitalists 

involved increases. 
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I. Introduction 
 

Venture capital is a well-known source of funding for businesses with high potential 

for growth but also bearing an amount of risk significant enough to scare off banks. Even 

though venture capital funding is a relatively new industry that only started to boom a few 

decades ago, it has reached today unprecedented levels, with almost $60 billion invested 

across the United States in 20151.  

And as the sector has grown in size, it has become a very well documented topic. 

Today, a search on Google Scholar (a web search engine that indexes scholarly literature) 

with the terms “venture capital” yields almost 1.5 million results. In addition to the profuse 

number of scientific papers on the subject there also exist a vast number of guides and 

handbooks for the finance-seeking entrepreneur as well as for the wannabe investor (e.g. 

Bygrave, Hay and Peeters, 1999; Bloomfield, 2008). 

The process of venture capital financing, for both the investee and the investor, is 

therefore well known and many papers have already examined the topic. An aspect of 

particular importance for the venture capitalist in the midst of his investment strategy is the 

evaluation of possible exit routes. Indeed, it is widely recognized that the decision to “enter” 

an entrepreneurial venture is based on the exit possibilities. If there is no chance that the 

investment will become liquid after some time, in other words if the venture presents limited 

exit possibilities, the venture capitalist will usually not invest.   

Furthermore, not only do the investors need to evaluate how they will be able to exit 

their investment, they also need to evaluate when they will be able to do so. The two 

dimensions of the exit strategy – the duration and the form – are interconnected and should 

therefore be considered simultaneously. 

Even though there already exists plenty of literature on both the type of exit – and 

particularly on the Initial Public Offering (“IPO”) – and the timing, relatively little has been 

written on the interactions between the two.  

Regarding trade sale, i.e. when a company is acquired by another, one reason why 

only little empirical research has been done on the topic of trade sales is the particular 

                                                           
1 According to the “Q4 2015/full year 2015 summary” MoneyTree Report by PricewaterhouseCoopers and the 

National Venture Capital Association, based on data provided by Thomson Reuters. 
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difficulty of collecting data on this type of exit. Unlike with IPOs, a firm2 is under no 

obligation to publicly disclose information when undergoing a trade sale. The same lack of 

information affects the write-offs (liquidations). Here, it is even worse since liquidations are 

the type of exit no one will want to advertise, which may explain why few papers have 

included it in their considerations of possible exit routes (Schwienbacher, 2009; Bloomfield, 

2008). 

Share buybacks and secondary sales are other possible exit routes, in which venture 

capitalists sell their shares back to the management or to other institutional investors. These 

types of exit are typically associated with “partial exits”, meaning that not all shares are sold 

at the same time (Cumming and MacIntosh,2003a). One common cause of partial exits 

occurring more often in the case of share buybacks or secondary sales is the recording of poor 

results by the company, resulting in low returns for the investors. Therefore, in order to certify 

that such companies are still valuable, investors will choose to remain partly involved by 

keeping only some limited financial commitment (Schwienbacher, 2009).  

This study thus builds on previous research that used survival analysis (e.g. Gompers, 

1995; Giot and Schwienbacher, 2005; Félix et. al, 2012) in order to model the exit strategies 

of venture capitalists by adding a new variable: the presence of business angels amongst the 

investors.  

To my knowledge, this is the first time that the impact of business angels on the exit 

strategies of high-tech startups has been studied through survival analysis. Most authors who 

have included characteristics related to venture capitalists (“VCs”) in their empirical studies 

have focused on the impact of variables such as age, size, reputation, network, location, 

contracting or monitoring policies, syndication, affiliation to financial institutions, and so on, 

but have never made the distinction between business angels and venture capitalists.  

A. An innovative database 
 

The distinction between the two types of investors is made possible thanks to 

CrunchBase, a relatively new database operated since 2007 by TechCrunch, one of the most 

highly regarded web publishers of news on the technology industry. The CrunchBase database 

contains around half a million data points listing companies, people, funds, funding rounds, 

events, and details on each element and their relationship between each other. Anyone, after 

registering, can make submissions to the database; however, any change is subject to review 

                                                           
2 In the United State 
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by a moderator (and usually supported by a news article) before being validated. Data is 

constantly reviewed by editors to ensure it is up to date. Overall, CrunchBase mostly profiles, 

but is not limited to, companies in the Internet industry.  

So far the CrunchBase database has not been a very popular source of data for 

empirical studies. However, Block and Sandner (2009) used CrunchBase data on Internet 

start-ups for their paper and found a significant correlation between this database and the data 

provided by the National Venture Capital Association.  

Among the data available on the website are details of the funding rounds undertaken 

by companies, such as the date of the round, the investors involved (if publicly available), the 

amount, etc. Therefore, in addition to the type of investor, CrunchBase allows the study of a 

wide range of other variables: the stage at which the financing round occurs, the amount 

invested, the sector, the number of investors, the number of previous rounds, or the duration 

of each round. Interestingly, all of this information is known to the investor at the time of the 

funding round. This also allows the analysis of the exit conditions that evolve as firms 

progress in their financing rounds and to contrast these results with the conditions at the time 

of the initial investment.  

Furthermore, since the database has a focus on the Internet industry, it gives the 

possibility to examine whether these variables show the same behavior as they did in other 

research that studied a broader range of industries. Differences from the literature might 

indicate specificities of the Internet sector with regard to certain characteristics.  

Unfortunately, CrunchBase does not give any information about share buybacks and 

secondary sales even though these are possible exit routes. For the rest of this paper, share 

buybacks and secondary sales will not be discussed in much more detail. The same goes for 

partial exits, since there are no mentions of them on the website.  

Although all the up-to-date information is freely accessible through CrunchBase’s 

website, access to the most recent database is restricted to premium users. Fortunately, 

CrunchBase gives the possibility to use a free snapshot of its data collected before December 

2013. Using this information I was able to extract more than 19.000 investment rounds in 

11.500 unique firms that will constitute the dataset on which I will be able to model the exit 

strategies of venture capitalists.  
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B. Objectives 
 

To get the most out of the data, the most suitable statistical analysis tool should be 

used. In this paper the objective of the empirical study is two-fold; to determine which 

variable has an impact that is statistically significant on the exit strategy, and to measure the 

impact of each statistically significant variable on the variables of interest. The variables of 

interest (dependent variables) when studying VCs’ exit strategies are: 

- The type of exit: IPO, acquisition or liquidation, 

- The duration of the funding rounds 

Linear regressions are not suitable since they cannot have dependent variables that are 

categorical (the exit type is either IPO or acquisition or liquidation, each event being mutually 

exclusive). Logistic regressions, on the other hand, use binary dependent variables, but would 

not give any information about the time factor. It would be possible to implement a model 

using several logistic regressions – a binomial model using a logistic regression for each type 

of exit – but this would not allow the analysis of the interactions between each type of exit. 

Furthermore, logistic regressions do not integrate the information provided by investment 

rounds that have not been exited at the time of the study. The best type of analysis is thus the 

survival analysis, since it allows categorical variables through multiple risks models, and is 

capable of incorporating the partial information provided by an investment that has not been 

exited. 

Survival analysis analyzes the expected duration of time until an event happens (time 

to event). The term “survival analysis” comes from its initial area of studies where the event 

of interest was death: it was – and still is – commonly used for clinical trials. Nowadays its 

scope has become much broader and survival analysis is used in a wide range of different 

fields and applications (Singh and Mukhopadhyay, 2011). In this case, since there are 

multiple mutually exclusive events, I set the framework of the survival analysis using 

competing risks models. The advantage of this analysis is that it makes it possible to estimate 

for each type of exit the significance and the impact of each variable on the survival time.   

Throughout this paper the following research questions are analyzed in detail: 

1) What are the factors related to the company and the funding round that impact the 

outcome of an investment? I focus on characteristics of the venture (e.g. the 

financing stage it has reached or the industry type) and of the funding round (e.g. 

number of participants, investor type or amount raised) and not on the 



5 
 

characteristics of the investors (e.g. reputation or network). However, the 

distinction between angel investors and VC is made. 

2) What is the impact of the previously identified factors? Does any factor increase 

or, on the contrary, reduce the time to exit? What is the significance for the time to 

exit of the increase or decrease in one of the studied factors?  

3) Does the presence of venture capitalists or business angels amongst the investors 

of the firm have an effect on the exit route and timing of the firm? Which of these 

types of investor has the strongest impact? 

Regarding question (3) I formulate the following hypothesis: 

a) The presence of business angels or venture capitalists influences the 

exit route and timing.  

b) Their presence reduces the time until a favorable exit occurs (IPO or 

acquisition) and increases the time until an unfavorable exit 

(liquidation).  

c) The likelihood of a successful exit is increased when business angels 

are involved. 

 

C. Limitations  
 

Although one of the objectives of this paper is to identify significant factors explaining 

the exit route and timing, the aim is not to identify every possible factor. There are two 

reasons for this.  

First I am limited to those variables that are available through the database. 

Unfortunately there are no straightforward methods for collecting each and every piece of 

information that may or may not be related to the exit strategy. For example, some studies 

have shown that more experienced and more reputable venture capitalists have a better ability 

to time their exit when markets are optimal (among others: Lerner, 1994a; Gompers, 1996). 

And while it is possible to know exactly which business angel or which venture capitalist is 

involved in a financing round through CrunchBase, there are no direct variables that capture 

the experience or the reputation of an investor. It might be possible to proxy this with, for 

example, the number of investments they have realized (age would be another possibility but 

unfortunately, the database does not give this information). But then the database would be 

misleading since the only investments that would be counted would be those that had been 
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added to CrunchBase, instead of the actual number of investments. After all, some investors 

might be more popular than others among the users of the website, and thus would have their 

investment scrutinized in a more thorough manner, leading to a greater presence in the 

database than other less popular investors. Therefore, the estimate of investors’ experience 

would be biased by their popularity among CrunchBase’s users. 

Second, regardless of the database, it is a vain enterprise to try to identify and measure 

all the characteristics of individuals, companies and their environments, since no set of 

measured variables can possibly capture all the variation among them. For example, two 

ventures may be similar in all respects but just having two different entrepreneurs may 

dramatically change the outcome that they will experience. In an ordinary linear regression 

model, this unobserved heterogeneity is represented by a random disturbance term. When 

considering a typical linear regression 

𝑦𝑖 =  𝜷𝑖𝑥𝑖 + 𝑒𝑖                                                           (1.1) 

where 𝑒𝑖 represents all unmeasured sources of variation in 𝑦𝑖. In such a model, it is typical to 

assume that 𝑒𝑖 has a normal distribution with a mean and variance that is constant over i, and 

that the 𝑒’s are independent across observations (𝑒 is an independent and identically 

distributed (iid) random variable). In survival analysis, the log-normal accelerated failure time 

(AFT) model has exactly these assumptions. Other AFT models give the possibility to specify 

distributions for 𝑒 besides the normal distribution but retain the assumptions of constant mean 

and variance (Allison, 2010), as well as independence across observations (such alternative 

models are considered in Chapter 5). The impact of unobserved heterogeneity will be 

considered in more details later on. 

This rest of this paper unfolds as follows. In Chapter 2 the theoretical foundation on 

which this paper builds is presented through a thorough literature review. Then, in chapter 3, I 

detail the variables that will be investigated and their expected impact on the duration until 

exit. Chapter 4 gives more information about the data sample on which the empirical study is 

based and its validity. In Chapter 5 I define the methodology used and more precisely the bare 

bones of survival analysis and multiple risks models. Chapter 6 gives detailed descriptive 

statistics on the sample and a discussion on the estimation results. Finally, chapter 7 

concludes the paper.  
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II. Literature review 

A. Initial Public Offering 

Among the possible exit routes, the IPO is undoubtedly the one regarded as the most 

successful3 and the one associated with the highest returns, for the investor as well as the 

entrepreneur4. This may explain why much of the previous literature has focused on it. In 

addition, the accessibility of the information on IPOs simplifies data gathering for empirical 

studies.  

Numerous studies have focused on the timing dimension of the IPO exit. For example, 

one way for venture capitalists to time their exit is by using stage financing. Ruhnka and 

Young (1987) define a “venture capital model” in which venture capitalists distinguish a 

number of stages based on the characteristics of ventures in each stage, key developmental 

goals or benchmarks typically accomplished in each stage, and the major risks involved.  

In each stage, the entrepreneur gets the required funding to proceed to the next 

development stage, but venture capitalists refrain from giving more money than actually 

needed. Gompers (1995) argues that venture capitalists use stage financing to regularly 

monitor the firm and thus keep the option of discontinuing funding projects with little 

probability of going public. Additionally, Gompers (1995) finds that there is a positive 

relationship between the duration of each financing round and the tangibility of assets, and a 

negative relationship between the market-to-book ratio and the R&D level (variables that are 

related to the intensity of asymmetric information). Bergemann and Hege’s (1998) model 

shows that time-varying contracts, such as finance staging, are optimal because they provide 

knowledge to impede the asymmetric information problem. 

Cumming and MacIntosh (2001) establish a theoretical model using survival analysis 

to investigate the optimal duration of the venture capital investment. They use the model to 

predict the theoretical effect of a few factors (the stage of the venture at the time of the first 

investment, the size of the venture capital industry at the time of the investment, whether exit 

was planned or not and whether the exit is on response to an unsolicited offer) on the 

investment duration. Their study shows that an increase in the availability of venture capital 

has a negative impact on the duration. Unlike Gompers (1995) who studied the duration of 

                                                           
3 See, among others, Lerner (1994), Black and Gilson (1998), Flemming (2002), Bascha and Walz (2001), 

Cumming and MacIntosh (2001, 2003a,b), and Schwienbacher (2002) 
4 See Bygrave and Timmons (1992), Gompers and Lerner (1999b), and Cochrane (2001) 
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each financing round, Cumming and MacIntosh (2001) investigate the total span of the 

venture capital investment. However, neither Gompers (2005) nor Cumming and MacIntosh 

(2001) set their analysis in the context of competing risks. 

Lerner (1994a) explores the relationship between VCs’ reputation and the timing of 

their IPOs and finds that reputable VCs are able to a greater extent to time their exit when 

stock markets are peaking and to use private financing to grow the firms privately when 

markets are down. Gompers (1996) shows that there exists a relationship between venture 

capitalists trying to establish their reputation and the timing of their IPOs. Younger, less 

experienced and less reputable venture capital firms have a shorter time to exit because of 

their need to signal value in order to attract investors for follow-on funds. As a result they 

may not go public when the markets are optimal.  

Black and Gilson (1998; 1999) argue that venture capital thrives especially when 

venture capitalists can exit from successful portfolio companies through initial public 

offerings (IPOs), which in turn requires an active stock market. Michelacci and Suarez (2002) 

suggest that the public markets develop innovation, business creation and growth by giving 

the possibility for “informed capital” to recycle their investment. Furthermore, the sooner new 

ventures go public, the faster this informed capital can be redirected toward new companies. 

Others have studied the relationship between VCs’ experience, reputation or network 

and exit strategy, for example Nahata (2008) finds that companies backed by more reputable 

VCs are more likely to exit successfully, access public markets faster, and have higher asset 

productivity at IPOs. Hochberg, Ljungqvist and Lu (2007) find that better-networked VC 

firms experience significantly better fund performance, as measured by the proportion of 

investments that are successfully exited. 

Das, Jagannathan, and Sarin (2003) estimate the probability of investment rounds 

ending by acquisition or IPO and found, in their sample, a cumulative probability of exit by 

IPO of 20-25%, more of less consistently over the different stages of financing. Their 

estimated probability for exits by trade sale is between 10 and 20%.  

B. Other exits 

However, an equally important exit option for investors to accomplish the same 

objectives is agreeing to acquisition by another firm.  
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According to Poulsen and Stegemoller (2008) IPO firms are larger and more profitable 

firms; VC-backed firms are more likely to go public than to be acquired. For Cumming 

(2008), financial contracts that give the venture capitalist greater control over the governance 

of the firm increase the likelihood of the firm being acquired rather than going public. Bayar 

(2006) and Poulsen and Stegemoller (2008) also find that firms characterized by higher pre-

exit sales growth are more likely to go public rather than be acquired.  

Brau, Francis, and Kohers (2003) show that an “IPO valuation premium” exists by 

comparing the valuation multiples of IPOs and acquisitions, and find that sellers in 

acquisitions receive payoffs equaling just 78% of those in IPOs. Their results indicate that the 

concentration of the industry, high-tech status, the liquidity of the IPO market relative to the 

acquisition market, the percentage of insider ownership and firm size are all positively related 

to the probability that the firm will conduct an IPO. On the other hand, private companies in 

high book-to-market industries, firms in the financial service sector and other highly 

leveraged industries and deals involving greater liquidity for selling insiders show a greater 

likelihood of being acquired. 

As opposed to IPOs, trade sales can be seen as a more universal exit route open to 

many companies and particularly to the less successful ones. Das, Jagannathan, and Sarin 

(2003) find that companies in the later stages of development are more likely to be acquired. 

They argue that this may be because many firms that cannot reach the IPO stage conclude a 

trade sale instead. They also find a relationship between the time to exit and the stage of 

financing. Favorable exits in their study occurred within a three year period after the financing 

round for over two-thirds of late-stage companies. This proportion dropped to only one-third 

for early-stage companies (still within three years of financing). Besides, they establish a 

relationship between the gains of venture capital investments and variables such as the 

amount invested, the industry, the valuation at the time of the funding round, and the market 

sentiment. They also conclude that high-tech investments have a higher probability of 

achieving a favorable exit with success. 

Schwienbacher (2008a) also supports the idea that IPO is an exit that may be limited 

to the most promising ventures whereas acquisitions appear to be a more general exit route, 

i.e., for both more and less promising ventures. The choice of exit route for venture-backed 

companies is influenced by the number of financing rounds, the investment duration and the 

reporting requirements of the investee. 



10 
 

Since venture capitalists tend to invest in high-tech industries (Brau et al., 2003) such 

as software, electronics and hardware, Internet and telecommunication, and biotechnology, 

the funding through venture capital for high-tech startups has also been quite well researched. 

Venture capitalists are an important source of capital for innovative high-tech start-up firms 

(Gompers and Lerner, 1999a). Around 90% of all venture capital funding in North America is 

in technology firms (Cumming, 2007). Authors such as Murray and Lott (1995) and Lockett 

et al. (2002) have shown that VCs may be hesitant to invest in early-stage high-tech startups. 

The lack of funding for early-stage high-tech companies has typically been referred to as “the 

equity gap” (Murray, 1998). Moreover, Schwienbacher (2008b) analyzes how venture 

capitalists’s exit preferences (IPO or trade sale) influence the innovation strategy of startups.  

Other exit routes are also possible. For example, venture capitalists can liquidate their 

investments through secondary sale (when only the venture capitalist sells his shares), 

buyback (when the entrepreneur repurchases the shares), or write-off (liquidation). A partial 

exit for each route is also possible (Cumming and MacIntosh, 2003a). 

Though numerous aspects of the exit strategy have been documented, relatively few 

researchers consider all the possible exit routes simultaneously, and none of the previous 

papers take into account the possibility of a liquidation in their study.  

Schwienbacher (2002) investigates the exit types in the US and in European countries 

taking into account all possible exit routes. He examines the impact that VC-related variables 

and monitoring policies have on the choice of an exit route. His analysis shows that 

significant differences exist between the US and European venture capital markets. His results 

also show that the monitoring policies have an impact on the probability of the exit by IPO. 

Cumming (2008), Schwienbacher (2002), for example examine the whole range of 

exit possibilities, but these studies only analyze the type of exit; they do not consider the 

timing of the exit or the interconnections between timing and type of exit. 

Only a handful of papers have studied the interrelations between the two dimensions 

of the exit strategy, in other words how the various exit routes interact with each other over 

time. For example, Giot and Schwienbacher (2005) study the period of the investment and 

consider each kind exit of route simultaneously. Using survival analysis they model the time 

to exit (like Gompers, 1995, and Cumming and MacIntosh, 2001). Moreover, since they 

analyze various forms of exit, they use a competing risk model. According to their analysis, 

the different forms of exit may have different conditional exit rates (hazard functions). 
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Another conclusion they reach is that the conditional exit rate is not monotonous (not always 

either increasing or decreasing), and the hazard rate varies relative to the exit type. Their 

results also show that the industry of the investee has an impact on the timing of the exit (e.g. 

biotech and Internet firms have the shortest investment duration before an IPO, and biotech 

firms are those that take the most time to liquidate).  

Félix, Pires and Gulamhussen (2012) investigate the total investment duration and the 

impact on exit strategy of the characteristics of venture capitalists, of their investments and 

contracting policies. They highlight the importance of variables related to venture capitalists’ 

financial contracts and monitoring (reporting requirements, venture capitalist presence on the 

board of directors, syndication percentage) and find that the association of the venture 

capitalist with a financial institution leads to a shorter investment duration for all types of exit. 

Their results also indicate that hazard functions are non-monotonic for all exit forms. 

Ozmel, Robinson and Stuart (2012) use survival analysis to examine the relationships 

between alternative funding sources in the private capital market and the startups exit strategy 

in the biotech industry. However, they do not take into account the possibility of a write-off 

occurring before the firm’s exit from the private capital market. Their results show that 

strategic alliances (inter-firm commercialization agreements) and venture capital funding 

increase the hazard of going public as well the hazard of being acquired for startups. 

Moreover, they show that biotechnology firms that have VC investments from better 

networked VCs with more central positions in VC syndicate networks exit significantly faster 

through IPO.  

C. Business angels 

So far, a number of academic papers dealing with venture capitalists have been 

reviewed, but as previously mentioned, this study also highlights the potential differences 

between the investment process of business angels and venture capitalists, more specifically 

during the post-investment stage. It will be useful to begin by stating the differences between 

the two. 

The literature on business angels recognizes that investors of this type tend to appear 

earlier in the life of the startup, that the funds they provide are in lower quantities and usually 

represent the first form of equity funding for the investee, and that they also contribute advice, 

and networking opportunities as well as providing more hands-on assistance to the 
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entrepreneur. This may be due to the fact that, while venture capitalists invest other people’s 

money, business angels invest their own. 

For these reasons, business angels fill a gap left by the venture capitalists in the 

financing of very early-stage startups. For a very young startup, the funding of its very first 

product may be incompatible with the traditional venture capital investment model in several 

respects. For example, venture capital funding is often preceded by a lengthy diligence 

process, the amounts needed by the new ventures are far below what venture funds seek to 

invest, and venture capitalists typically require board representation, which can be 

problematic when the firm is at a stage when it does not even have a board. As a result, 

venture capital requires a high level of commitment from the entrepreneur to pursue a project 

that may be extremely experimental.  

Angel investors are thus an interesting option for entrepreneurs in order to bridge the 

gap between building the initial product and building the company. Furthermore, angels 

typically expect to take a role that enables them to contribute not only strategically but also 

operationally (Paul et al., 2007). 

Most of the literature investigates the role and impact of venture capitalists on 

entrepreneurial firms. By contrast to the literature on venture capitalists, Denis (2004) reports 

that “comparatively little work has been done on angel investors”.  

Some studies, however, have investigated the impact of business angels on the 

successive financing rounds of a startup. For example, Madill et al. (2005) found that the 

majority the firms they questioned received venture capital after receiving business angels’ 

money. They suggest that “angels help the new venture to become more ready for future 

investment by, among other contributions, being closely involved with the firms in which they 

invest” (Madill et al., 2005), and conclude that angels significantly increase the appeal of 

businesses to venture capitalists, by demonstrating a track record of performance to such 

potential investors. 

Similarly, Kerr and Schoar (2010) find that angel-backed firms are significantly more 

likely to survive for at least four years and to raise additional financing outside the initial 

angel group. Such firms are also more likely to show improved performance and growth 

(measured by growth in web traffic and website rankings). The improvement gains typically 

range between 30 and 50%. 
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Bloomfield (2008), and Wong et al. (2009) argue that angel financing comes earlier 

than VC financing and the funds invested are smaller. According to Wong et al. (2009), angel 

investors start providing financing 10.5 months after the creation of the business on average. 

Denis (2004) suggests that the information asymmetry and the moral hazard problem make it 

difficult for new ventures to achieve external capital. 

Venture capitalists, however, have an advantage over angel investors in overcoming 

such problems. Since they invest later, they benefit from information about the viability of the 

business and the use of previously obtained funds (possibly from angel investors). Typically, 

this information is unavailable during the initial start-up phase. These problems might even be 

so important for some firms that venture capitalists may not even consider them as an 

investment opportunity. Therefore, entrepreneurs may have to explore other financing options 

for the initial startup stage; informal financing is one option that may be preferred by 

entrepreneurs (Vos et al., 2007). 

The most frequent investors in early-stage ventures are business angels, who, 

according to Sohl (2011), invest in twenty times more ventures than venture capitalists. 

Furthermore, not only do business angels invest more often than venture capitalists, and more 

money (Sohl, 2011), but they also invest at earlier stages in the venture creation process. 

Venture capitalists prefer investing later in the finance cycle in order to benefit from shorter 

time to exit and lower perceived risk (Sapienza, Manigart, & Vermeir, 1996). 

Evidence about the exit strategies of angels is limited but suggests that a majority have 

no preference between a trade sale, initial public offering or another type of exit (Paul et al., 

2003). But there is also the possibility that the venture will fail or only be a moderate success 

in which case it may be difficult for the angel to exit, what Ruhnka et al. (1992) call a “living 

dead” investment. 

This section covered the main aspects that were studied by the academic literature; the 

next section will also detail some previous findings which are specifically related to the 

variables that will be incorporated in the model. 
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III. Variables 

 This section details how the companies in the dataset and the financing they obtained 

from venture capitalists are described through the variables (called covariates) that will be 

used throughout the analysis.  

 With the exception of the variables of interest – the duration and exit type – all other 

variables are known to the investor at the time of the funding and are either related to the firm 

or to the ongoing financing round, apart from those describing the state of the IPO market. 

 More details about the academic literature on these variables are also provided, as well 

as intuitive expectations about their behavior in the specific framework of the analysis. 

A. Firm-related variables 

Firm-related variables are used to describe the company. They are fixed at the time of 

the financing round, but they may change throughout the financing cycle of the firm to reflect 

the evolution of the company. 

1. The industry type 

As mentioned in the introduction, CrunchBase more specifically references web-

related companies, which is not surprising since the data present on the website are edited by 

the users themselves. To capitalize on this, I will also target this industry in the empirical 

study by discarding all financing rounds that do not involve a high-tech company in the 

Internet industry (e.g. biotechnology, pharmaceuticals, retail, healthcare, insurance, 

semiconductor, industrial, etc.).  

Web-related companies are defined as firms with a business model that is 

fundamentally dependent on the Internet. Even though the company’s business model is based 

on the Internet, the services and products it offers can be categorized. 

The type of industry of the firm is thus described through a set of 12 dummy variables: 

ADVERTISING (the advertising industry), ECOMMERCE (the e-commerce industry, e.g. 

Amazon), EDUCATION (the education industry, e.g. Wikipedia), ENTERPRISE (the 

industry of services and products to enterprises, e.g. SAP, Zimbra, Bloomberg), 

GAMES_VIDEO (the video game industry), HARDWARE (the hardware industry, e.g. Intel, 

Samsung), MOBILE (the mobile phone and related products industry, e.g. Android, AT&T), 

NETWORK_HOSTING (net cloud computing, network and other hosting services, e.g. 
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Comcast, Dropbox,), SERVICE (the personal services industry), SOCIAL (the social services 

industry, e.g. Facebook, BuzzFeed), SOFTWARE (the software industry, e.g. Skype, 

Microsoft), WEB (the web industry, e.g. Youtube, Ebay, Google). These variables are equal 

to 1 (0) if the firm belongs (does not belong) to the specified industry. 

2. The financing stage 

While it is generally recognized that he funding needs of a company follow its 

development, the definition of the funding and development stages of a startup vary 

significantly depending on the source of information used.  This section briefly defines each 

development stage and its financing as well as the construction of the variables.  

In their paper, Ruhnka and Young (1987) define five stages of development for 

startups based on the typical characteristics of ventures in that stage, the developmental 

objectives or benchmarks usually concluded in that stage, and the major associated risks. 

Those stages are “seed”, “start-up”, “second stage”, “third stage”, and “exit stage”. Although 

CrunchBase defines the funding process of startups using other terms, the global concept 

remains the same, as depicted in Fig 1.  

Fig 1: the startup financing cycle 



17 
 

The earliest possible funding for a startup is seed capital. This is a very early 

investment that can be used to pay for preliminary operations such as market research, and 

product development, meant to support the business until it can generate cash of its own, or 

until it is ready for further investments. The investor typically investigates the technical and 

economic feasibility of the idea. The options for raising seed capital include: the three Fs 

(friends, family and fools), crowd funding, angel funding, early-stage venture capitalists, or 

government programs (soft loans, grants, etc.).  

After raising seed capital, and if the startup continues its development, it will enter the 

so called early stage, and have the possibility to raise more capital through a “series A” 

round. A series A round is the name usually given to a company's first significant round of 

venture capital financing. It refers to financing that is intended to finance the company for six 

months to two years, and the amounts committed vary widely depending on the firm 

(companies in industries that are associated with higher fixed costs, such as semiconductors, 

real estate or pharmaceuticals, usually raise more money than others). At this stage the firm 

generally develops its products and infrastructure, hires its initial employees, and undertakes 

early-stage business operations. This financing stage typically involves professional investors 

such as early-stage venture capital firms, and angel investors.  

Once the series A round has been raised the firm can continue raising money through 

several successive financing rounds, i.e. a series B round, a series C round, a series D round, 

etc. However, the rounds are not necessarily named sequentially A, B, C, etc., as they happen. 

The letter name of the round refers to the stage that the company is in, whether it is budding 

or growing. A company could, for example, raise two successive series A rounds, or jump 

from series A to series C. 

When leaving the early stage, the company is usually considered to be entering the 

expansion stage, or growth stage, and will seek to develop its operations, for example by 

scaling its business model, its user or customer base, or by making acquisitions. This stage is 

often associated with a series B round. The amount raised can range from a few millions to 

tens of millions, and will be invested by venture capital firms or firms specialized in later-

stage investment deals. 

Finally, in the later stage, when companies reach some degree of maturity, they 

usually accelerate what they have been doing in the previous stage, i.e. continue to grow fast, 

internationalize their operations, or acquire other companies. The financing rounds at this 
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stage, series C onwards, tend to range from tens to hundreds of millions. A difference 

between the financing rounds at this stage and the previous, besides the amount being 

invested, is that at this point private equity firms and investment banks tend to be the lead 

investors, with the participation of large venture capital firms. From this stage on the outcome 

tends to be an IPO or aquisition by a much bigger company.  

Unfortunately, the series denominations can be ambiguous. For example, a funding 

round can be categorized as series A because it is the first time that the company has raised 

venture capital, whereas it should be regarded as series B because of the amount involved and 

the use that will be made of the money. Furthermore, there is no obligation, for either the 

company or the investors, to define the funding round. For this reason, many funding rounds 

present in the CrunchBase database do not specify the series, just the source of the money (i.e. 

“venture”, “angel”, “private equity”, etc.).  

Four dummy variables are thus defined to characterize the development of the 

company (set to 1 (0) if the financing stage matches (does not match) the description of the 

variable): 

- SEED: for financing rounds defined as “seed” or “angel” on CrunchBase as 

well as for undefined rounds with an amount lower than $1.5 million. 

- EARLY: for series A rounds and undefined rounds with investments from 

$1.5 to $3 million. 

- EXPANSION: for series B and C rounds and undefined rounds with 

investments from $3 to $15 million. 

- LATER: for any other financing round. 

It has already been mentioned that several authors have found that the staging of 

finance is optimal for venture capitalists, especially because it gives them the possibility to 

stop funding those ventures that do not reach their objectives (Gompers, 1995, Bergemann 

and Hege, 1998). Entrepreneurs thus have incentives to perform and show results to investors 

if they hope to raise more capital in the future.   

It is clear that the earlier the stage, the less advanced the company and the further it is 

to an exit. It should thus not be surprising to see the results of the empirical study showing a 

positive impact of the stages of development on the time to exit. Besides, because early-stage 

companies are further away from their potential exit, they carry more risks for the investors. 



19 
 

The survival rate of the early-stage company should then be lower than that of those at a later 

stage, and the risk of failure should decrease as the company advances. 

3. The number of previous rounds 

In order to have additional information on the funding of the company, a variable that 

gives the ordinal number of the financing round is added (which is not specified by the 

financing stage variable): ROUNDNB. 

It seems clear that there should be a positive relationship between the number of 

rounds and the survival rate, as failing businesses do not have the opportunity to raise capital. 

Furthermore, companies with more financing rounds should be those that are the most prone 

to exit successfully.  

As discussed during the literature review, stage financing gives the possibility to 

investor to cease funding companies that have little chance of success. Conversely, companies 

that consistently attract capital are thus seen as having a higher chance of attaining a 

successful exit. This builds directly on the motives of venture capital investors. An investor 

provides capital to a startup with the aim of later exiting the investment, in the form either of 

an IPO or of a sale to another firm (Gompers and Lerner, 1999a). Each funding round is 

therefore expected to reduce the time until an IPO or a trade sale is made, and increase the 

time before a liquidation.  

4. Development milestones  

The realization of objectives is important for any company, but for growing companies 

it can be particularly critical, since achieving developmental milestones signals the firm’s 

quality to potential investors. A company that advances through its development stages faster 

than another could be seen as more successful.  

The achievement of milestones is not limited to development stages. It can also be 

related to progress in any field that may be deemed crucial for the success of the company. 

This could include, reaching a critical number of users, releasing a product, realizing a 

technological advancement, winning an award, developing a new prototype, surviving the 

release of a new product, signing a partnership, and so on. 

A company reaching a development milestone can hope for its progress toward a 

favorable exit to be accelerated. A positive impact of the number of milestones achieved on 
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the time to a successful exit would therefore be expected, and a negative impact on the time to 

an unfavorable exit. 

MILESTONES_ROUND: gives the number of milestones achieved up to the actual 

funding round. 

This variable, however, is to be treated with caution since, unsurprisingly, popular 

startups tend to attract more attention and thus see their profiles completed much more 

accurately than others. One should consider that there is a possibility that this variable may 

not be completely unbiased. 

5. IPO Markets 

A number of studies have shown that the level of activity of the IPO markets has a 

significant impact on VCs’ exit strategies (see among others Black and Gilson, 1998; 1999). 

When markets are optimistic about the state of the economy and confident in their 

expectation of strong results, i.e. when markets are bullish, investors are more prone to buy 

newly issued stocks. This facilitates the exit of successful startups and leads to a decrease in 

the investment time (Gompers, 1995). For example, the frenzy of the Internet bubble pushed a 

fair number of companies to go public that later appeared to be rather questionable businesses. 

However, for unsuccessful companies this could also mean that investors may be hastier in 

abandoning their investment and considering other opportunities. Some industries are thus 

more affected than others in times of financial “bubble” (Das, Jagannathan, and Sarin, 2003).  

It can also be argued that when IPO markets are morose and pessimistic, i.e. bearish, 

venture capitalists refrain from investing in firms that are in a later development stage since 

the prospects of a profitable IPO are reduced. They may instead chose to divert their 

investments towards companies that are at an earlier stage, with a possible exit further away 

in time, in order to be sure that markets will have recovered when the time of going public 

comes.  

The following measure of IPO activity is included in the study: 

- IPO_MARKET_GLOBAL: gives the number of IPOs occurring during the 

year of the funding round on the most important US stock markets (AMEX, 

NYSE, and NASDAQ). 

- IPO_MARKET_TECH: gives the number of tech IPOs occurring during 

the year of the funding round. Tech IPOs are defined here as IPOs 
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involving internet-related stocks plus other technology stocks including 

telecom, but not biotech.5 

Table 1 gives the values that these variables can take. 

IPO Markets 
 

Global Tech 

2006 
 

157 48 

2007 
 

159 75 

2008 
 

21 6 

2009 
 

41 14 

2010 
 

91 33 

2011 
 

81 36 

2012 
 

93 39 

2013 
 

157 43 

Table 1: Number of IPOs in the global and tech markets 

B. Round-related variables 

Round-related variables are used to describe the financing round. They are fixed by 

the contract between the investors and the firm.  

1. The number of participants 

More often than not, venture capital deals are syndicated – syndication arises when 

venture capitalists invest jointly in projects – and the size of the syndicate increases with the 

complexity of the deal and the amount required to support the company’s growth.  

The rationale behind the syndication of venture capital deals has been researched. In 

addition to the benefits of risk diversification, Lerner (1994b) studies the advantages of 

syndication for the selection process of venture capitalists. He suggests that a venture 

capitalist, even after its own evaluation of an investment opportunity, might still be unsure 

about the venture’s prospects and might prefer to get the opinion of another venture capitalist. 

Brander et al. (2002) evoke the added value of the complementary management skills of 

additional venture capitalists, risk sharing and project scale as possible benefits of 

syndication. Another aspect of the added value of syndication is that, as the number of 

participants increases, the pool of available contacts increases as  well, making it easier to find 

strategic buyers. Moreover, syndication with more experienced venture capitalists adds a 

reputation effect and signal of the investment’s quality, thus facilitating an exit through IPO. 

                                                           
5 The data about the number of IPOs is based on the numbers from Jay Ritter, available at: 
https://site.warrington.ufl.edu/ritter/files/2016/03/Initial-Public-Offerings-Updated-Statistics-2016-03-08.pdf 
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It can therefore be expected that a larger syndicate will reduce the time until a trade 

sale or an IPO and delay any liquidation as well as increase the probability of a successful 

exit. 

The PARTICIPANTS variable gives the number of participants in a given financing 

round.  

2. The amount 

The amount received by the firm is defined by the AMOUNT variable. This variable is 

expressed in $1000.  

It has previously been mentioned that in some industries it is not surprising to see 

companies collecting significantly higher amounts of money at the same stage of development 

than in other industries. Nonetheless, no clear relationship has been established between the 

amount involved in the financing rounds of these industries and their exit strategy. 

There are reasons to imagine that more funds supplied to the company should decrease 

the time until a favorable exit. For example, more money should give entrepreneurs more 

resources, thus facilitating the success of their projects and decreasing the time needed to 

complete them. On the other hand, it gives them more time to pursue unsuccessful projects, 

either until they start paying back or are abandoned, thus increasing the time to exit. 

Previous survival analysis has found that the amount has a positive effect on the time 

to exit. This variable should behave in a similar fashion in this analysis. 

3. The presence of business angel 

ANGEL_DUMMY is a variable that is equal to 1 if there is at least one business angel 

among the investors and 0 otherwise.  

The point of this variable is to examine the tangible consequences of the presence of 

business angel on the exit type and timing. 

However, it is important to keep in mind that the database only references companies 

that have received venture capital money from either venture capitalists or business angels (or 

a mix of both). The objective is not to analyze the differences in the exit strategies between 

companies that have received money from business angels and any other companies, thus 

including those that have not received venture capital money. The conclusions reached by 
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investigating this variable will therefore be limited to those firms that have received venture 

capital. 

Previous literature on business angels widely recognizes that they tend to be present at 

a much earlier stage than venture capitalists. It will thus possible to see if their presence 

among the investors has a long-lasting effect on the company through the analysis of the exit 

strategy of firms that have an “angel_dummy” variable equal to 1 and the others.  

It is not clear what to expect from this variable. On the one hand, it could be argued 

that the effects of the presence of business angels at an early stage might be overshadowed by 

venture capitalists’ presence at later stages, as successful business will encounter a successful 

exit, whether or not business angels are present. This would mean that there should be no 

distinguishable difference in the survival rates of the two groups. On the other hand, it could 

also be contended that it is the presence of business angels at an early stage that put the 

company on its successful path, towards later funding by venture capitalists and a favorable 

exit. In this case, the survival rates will be significantly different. 

4. The presence of at least two venture capitalists 

The variable VC_DUMMY is equal to 1 when at least two venture capitalists are 

present in the financing round and 0 otherwise. 

By incorporating this variable, it becomes possible to differentiate the financing 

rounds that involve only business angels or only one venture capitalist in order to examine the 

specific impact of syndicated venture capitalist deals. The “participants” variable only gives 

the total number of participants and no distinction is made between angel investors and 

venture capitalists. 

The same remarks as those made for the number of participants remain valid in this 

case if:  

- There are no differences between the impact of venture capitalists and 

business angels on the exit strategy (this is also examined by the previous 

variable: “angel_dummy”).  

- Or syndication of the venture capital deal has no impact on the exit 

strategy. 

Furthermore, if either of these conditions is not met, then the survival rates of the two 

groups – when the variable is equal to 1 and when it is equal to 0 – will be significantly 
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different. If this variable shows a lower survival rate for IPOs and trade sales when it is equal 

to 1, this would mean that the benefits of syndication on the time to exit are real: adding more 

venture capitalists to a deal effectively reduces the time until a favorable exit is achieved. It 

would then be preferable to have two or more venture capitalists than having only one, or 

none if only business angels are involved. 

The opposite would be true if the survival rates of the groups are not distinguishable. It 

would then be concluded that the fact that there are only business angels involved or the fact 

that there are less than two venture capitalists makes no significant difference on the exit 

strategy compared to when there are two or more venture capitalists.  

C. Variables of interest 

The variables of interest are those that are being studied. These variables, obviously, 

are not known at the time of the investment.  

1. The duration 

The DURATION variable is calculated as the number of days between the date on 

which the round started and the time of the exit (if the investment was exited). 

If the investment was not exited, the duration becomes the numbers of days between 

the date on which the investment round started and the date of collection of the data, in this 

case December 31, 2013. The duration of such rounds is called right-censored. Censoring 

arises when the event of interest occurs at a time outside the time interval of the study.  

Fig 2: Illustration of right-censored data (Source: Allison, 2010) 
2010  2011  2012  2013 
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Suppose that Fig 2 depicts some funding rounds that, for the sake simplicity, all started 

at the same time in 2010. The horizontal axis stands for the time. Each line labeled A through 

E represents a different round, in other words, the survival of a company until an exit occurs. 

A cross at the end of the line indicates that an exit occurred at that point in time. The line at 

2013 represents the beginning of the study and the date of collection of the data. Any exit 

occurring in 2013 or earlier is observed, and hence these exit times are uncensored. Any exit 

occurring after 2013 is not observed, and these times are censored at time 2013. Therefore, 

rounds A, C, and D have uncensored times to event, while rounds B and E have right-

censored times to event. 

This variable is the main focus of the study since it represents the life of a company 

from a given round until the exit (or until December 31, 2013). 

2. The exit type 

The EXIT variable gives the status of the investment and can take several values: 

- 1   if the investors exited through a trade sale (acquisition) 

- 2   if the investors exited through a write-off (liquidation) 

- 3   if the investors exited through an IPO 

- 0   if the investors have not yet exited (at the time of the data collection) or 

have exited through another route. 

It should be pointed out that the majority of the financing rounds are characterized by 

EXIT = 0.  

Besides, if a company has more than one financing round, this variable takes the same 

value for all financing rounds since only the exit type that occurs at the end of the investment 

is considered (at the end of the last round). 

All these expectations provide some first intuitive answers to the research questions 

and hypothesis as well as guidelines for the empirical study and the definition of the model. 

Of course, these expectations will have to be either confirmed or negated when analyzing the 

results of the model. 
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IV. Data 

As previously mentioned, the data used in the empirical analysis was extracted from 

the freely available snapshot of the CrunchBase database. This snapshot is a replica of the 

CrunchBase dataset from December 2013.6 The information is downloadable in the form of a 

MySQL dump, scattered in different MySQL tables, and some knowledge of this 

programming language is needed to gather every useful piece of information.  

The final database use in this study consists of successive records (“spells” in the 

terminology of survival), each record corresponding to one investment round in a venture-

backed firm. When the firm was involved in several financing rounds, there is a 

corresponding number of records in the database. 

Although the CrunchBase snapshot contains 52.928 different financing rounds, I had 

to apply some selection criteria in order filter out the most interesting data.  

First the financing rounds that occurred before 2006 were removed, that is to say 

approximately one year before the creation of the website. I considered that before this date, 

the financing rounds were referenced too inconsistently to be of use and would just represent 

unnecessary outliers for the analysis. Only around 3.000 rounds belong to the 1999 to 2005 

period (compared to 49.892 for the 2006 to 2013 period). The rounds with missing data on the 

amount were removed as well (5.575). The rounds in which venture capitalists were not 

involved are of no interest and are therefore discarded (3330 debt or crowd funding rounds). 

Then in order to emphasize on the strengths of the database, that is to say where is has 

the most chances of being complete and representative of the actual operations of venture 

capitalists, I remove all rounds that do not take place in the United States (12.506). For the 

same reason I also discard the rounds concerning companies that have no chance of being 

directly or indirectly related to the internet (i.e. biotechnologies, semiconductors, 

pharmaceuticals, clean-tech, industrial, transportation, and so on and so forth). Indeed, the 

major target of CrunchBase are the high-tech Internet startups, other industries are not 

referenced as extensively. 

After filtering the data I obtain a dataset made up of 19.331 investment rounds for 

11.499 distinct companies. 

                                                           
6 Available at: https://data.crunchbase.com/docs/2013-snapshot 
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As previously mentioned, the CrunchBase dataset has not been a very popular source 

of data in the scientific literature. One reason for this might be that the website is not 

considered to be as reliable as other specialized data providers due to its information 

collection process, even though the information is verified before being edited into the site. 

Another explanation could be that it has a strong focus on Internet-related companies and 

does not reference other industries as extensively, which could lead to bias towards the web 

industry in empirical studies. Another possible objection is that it is too young to provide 

enough historical data for some studies. 

Nonetheless, Block and Sandner (2009) used CrunchBase data on Internet startups for 

their paper. They investigated the coverage and representativeness of the database by 

comparing it with the industry statistics published by the National Venture Capital 

Association and found a significant correlation. In this paper also mostly focuses on – but are 

not limited to – Internet companies, since the database may not yet be representative of other 

industries. 

The newness of the database is a potential concern. Meaning that most of the 

companies it references are also quite new, and thus have not yet been exited. For this reason, 

almost 80% of the final dataset is composed of still “operating” firms. There is no obvious 

solution to this problem.  

One conceivable option would consist of simply discarding all, or most, of the 

censored observations. However, this would cause two problems. First, I would be removing 

some valuable information as well. Suppose that the study was about a rare disease, where 

finding participants was already difficult: I would then end up working with an even smaller 

dataset.  

Second, this poses the problem of informative censoring. Imagine a study about a 

clinical trial, in which the duration information relating to subjects still alive at the end of the 

study is censored (right-censored). If a person who is responding well to treatment survives 

until the end of the study, this could be an indication that the person is doing well, thus 

indicating that they have a survival time longer than the censored time. By removing such 

information, not only would valuable data be discarded, but it would also be systematically 

discarded. More specifically, I would be systematically removing only the observations with 

higher survival times, and therefore biasing the data. While most survival analysis techniques 
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work relatively well with censored data, all of them assume that the censoring is non-

informative.  

None of the books or academic papers that I have consulted offer solutions to the 

problem – or even bring up the topic – of highly censored data. Other studies on exit 

strategies that have used different databases have been done under lower levels of censoring. 

One possible reason for this is that professional financial data providers may focus more on 

providing information on the conditions of the exit, and less on referencing each and every 

financing round. For example, they may look at the different financing rounds retrospectively, 

after the company is acquired or goes public. While the objective of CrunchBase is to provide 

general information about the ecosystem of innovating companies and the actors involved, 

there is no particular focus on those companies that have exited. 

In the same vein, due to the newness of the website, the maximum possible duration of 

investments is lower than in other studies. In this case, the maximum duration of an 

investment is approximately 3.000 days – slight over eight years – for an investment round 

starting in 2006 and not exited at the end of 2013. This still gives plenty of information to 

work with, and in any case, empirical evidence from the US and Canada shows that venture 

capitalists stay for four to six years on average with their investment before being able to exit 

them (Cumming and MacIntosh, 2003b). Other studies have found average exit times between 

900 and 2.000 days depending on the type of exit. However, while it should not be a problem 

when estimating the model, this may limit the perspectives when describing the dataset with 

descriptive approaches. 
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V. Methodology  

This section details the framework of the empirical study. As mentioned in the 

introduction I use survival analysis methods to analyze the dataset. I will thus start by briefly 

defining survival analysis and its advantages over other statistical methods. The reasons for 

this choice have already been briefly evoked, but I will describe those reasons in greater depth 

here and specify which methods and models are used and why. Then I will discuss how these 

models can be adapted to competing risks. But before approaching the competing risks 

models, I will first summarize some key concepts and basic models of survival analysis. The 

following explanations are based on Jenkins (2005) and Allison (2010). 

A. What is survival analysis? 

  Survival analysis is a branch of statistics for studying the occurrence and timing of 

events. It was originally designed to study death, hence the name. However, these methods, 

can be used in a vast number of fields in natural sciences, sociology, engineering, economics, 

and so on. 

Survival analysis methods were designed to analyze longitudinal data on the 

occurrence of events. To be studied through survival analysis, an event can be defined as a 

transition from one discrete state to another. Ideally, the change occurs instantaneously so that 

it is possible to determine precisely when it happened. A typical objective of survival analysis 

is to estimate causal or predictive models in which a set of covariates determines the risk of an 

event. The dataset must then contain measurements of such covariates in addition to the time 

of the events. The covariates can be fixed over time or time-dependent, leading to different 

specifications for the model. Once the model is established, one can, for example, estimate the 

time to event for a group of individuals, compare it between two groups, assess its 

relationship with regard to covariates, and so on.  

B. Why use survival analysis? 

The main advantage of survival analysis over other statistical methods resides in the 

fact that survival analysis can handle censored data. Observations are called censored when 

the information about their survival time is incomplete. Specifically, right-censoring occurs 

when an individual has not experienced the event of interest at the time of the study. The 

survival time for this individual is thus considered to be at least as long as the duration of the 

study.  
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Let us suppose that I estimate an ordinary linear regression model by setting the 

variable of interest – the dependent variable – as the time to exit. What could be done about 

the investments that had not been exited at the time of the study, i.e. the censored 

observations? One option would be to discard each censored record. This might work if the 

proportion of censored observations was small. However, such cases represent the large 

majority of the sample. In addition, the fact that an event has not occurred – yet – is not 

completely irrelevant. It is informative and should therefore be incorporated into the model. 

Besides, it has been shown that discarding all censored records may result in significant biases 

in the estimation of the parameters, because of the informative censoring problem discussed 

earlier. Another option would be to set an arbitrary duration for these censored observations 

(the median of the other observations, for example). This is a strong assumption concerning a 

large number of observations, and again, may result in significant biases.  

Another possibility would be to build a model using logistic regressions. Logistic 

regressions use a binary dependent variable: either the investment is exited or it is not. But in 

this case, the analysis completely ignores the time factor. The duration cannot be the 

dependent variable since it has to be a binary variable, and it cannot be an explanatory 

variable without leading to significant bias (to incorporate the duration it would be necessary 

to, again, either discard or “corrupt” the censored observations).  

By contrast, any survival analysis method allows the censored observation to be 

incorporated in the dataset. It is designed to estimate the covariates and to incorporate the 

time factor. It also enables the analysis of the interactions between each type of exit through a 

competing risks model (more on this later). Table 5.1 summarizes the different aspects of 

each method. 

Method 
Explanatory Variables 

(covariates) 
Dependent Variable Handle censoring? 

Linear Regression 
Categorical or 

Continuous 
Continuous No 

Logistic Regression 
Categorical or 

Continuous 
Binary No 

Survival Analysis 
Categorical or 

Continuous 
Continuous 

(time) 
Yes 

Table 2: Regressions versus Survival Analysis 
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C. Introductory notes 

In survival analysis, the survivor function will be the most commonly used. It is 

defined as the probability of surviving beyond a point in time t, i.e. the probability that the 

event of interest occurs after a specified period of time. The survival function is therefore a 

special kind of cumulative distribution function, cdf. The cdf of a random variable T (in this 

case, T represents the time to exit, the time that an investment will “survive” before being 

exited), noted F(t), is defined as the probability that the random variable T will be less than or 

equal to any value t that is arbitrarily chosen. The cdf is thus noted: F(t) = Pr{T ≤ t}. The 

survivor function, however, is the opposite since it gives the probability that T will be greater 

than some arbitrary point in time t; it is thus defined as: S(t) = Pr(T > t) = 1 - F(t). Since it is a 

probability, S(t) is comprised between 0 and 1, and since T represents a time lapse it cannot be 

negative. Moreover, S(0) = 1, i.e. the probability that an investment lasts longer than 0 days is 

certain, and as t increases, S(t) approaches 0, i.e. the probability that an investment lasts 

forever becomes non-existent. In Chapter 6 I will provide some estimates of the survivor 

functions of the dataset. 

When variables are continuous, their probability distribution can be described using 

the probability density function, pdf. This function gives the probability of an event occurring 

at exactly time t (out of all the possible values of t), and is defined as: 

𝑓(𝑡) = lim
∆𝑡 →𝑜

Pr (𝑡 < 𝑇 ≤ 𝑡 + ∆𝑡)

∆𝑡
   or equivalently   𝑓(𝑡) =

𝑑𝐹(𝑡)

𝑑𝑡
= −

𝑑𝑆(𝑡)

𝑑𝑡
 

In the case of survival analysis, since individuals experience the event of interest only 

once (an individual can only die once, and an investment can only be exited once), they are no 

longer at risk of experiencing it again after it has occurred.  This is why the instantaneous risk 

that an observation will experience the event of interest at time t is a conditional probability, 

simply because it first has to survive up to time t. Furthermore, since time is continuous, the 

probability that an event occurs exactly at time t is necessarily 0. But the probability that the 

event occurs in a small interval of time could instead be considered, say between t and t + ∆t. 

This describes the hazard function, written as  

ℎ(𝑡) = lim
∆𝑡 →𝑜

Pr(𝑡 < 𝑇 ≤ 𝑡 + ∆𝑡 | 𝑇 ≥ 𝑡)

∆𝑡
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This instantaneous risk, called the hazard rate, given by the hazard function, is defined 

as the instantaneous risk of failure for the individuals that have survived up to time t to 

experience the event of interest during the next instant of time. The hazard function is 

preferred in survival analysis over the pdf because its attempt to quantify the instantaneous 

risk that an event will take place at time t is conditioned by the survival of the object up to 

time t. The hazard function is always positive and when h(t) = 0, it implies that the event 

cannot occur at time t.  

Fig 3: The different survival analysis functions 

As shown in Fig 3, the survivor function and the hazard rate are two sides of the same 

coin: when the survivor function decreases more (less) sharply in an interval, it means that the 

hazard rate for this interval is higher (lower). They are linked to the probability density 

function by the following formula: 

ℎ(𝑡) =
𝑓(𝑡)

𝑆(𝑡)
 

Before proceeding, note that while the hazard seems to have an easy interpretation as 

an instantaneous probability, it is not a probability because it can be greater than 1 (but cannot 

be negative): this may happen because of the division by ∆t.  
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More specifically, the hazard is a quantity that can be defined as the number of events 

per interval of time (hence the reason why it is sometimes called hazard rate), just as a speed 

is measured in kilometers per hour. Suppose that the hazard for earthquakes in a region is 2.48 

per year, this means that assuming a constant hazard for the year, the region is expected to 

experience 2.48 earthquakes over the course of the year. But what about events that are not 

repeatable, such as death or the exit of an investment? By taking the reciprocal of the hazard it 

is the expected time until the occurrence of the event that is obtained. Suppose that the death 

hazard of an individual at a point in time is 0.023 per year, then the individual can expect to 

live 1/0.023 = 43.5 more years. This is assuming that the individual and his or her 

environment does not change. Similarly, the speed of a car going at 100 kilometers per hour 

can be interpreted as meaning that if the car followed its trajectory at this exact speed for one 

hour, it would travel 100 kilometers. In reality, however, the hazard will most certainly 

fluctuate as the life of the individual continues, for example, as the individual becomes older, 

his or her hazard will probably increase.  

Regarding investments, suppose that every venture-backed company carries a hazard 

for every kind of exit, i.e. a hazard for IPOs, a hazard for trade sales, and a hazard for 

liquidations. As time goes by, if the company is successful, its hazards for IPOs and trade 

sales increase while its hazard for liquidations decreases. If the company does not perform as 

well as expected, it would assumed that its hazard for IPOs would start to decline, and after 

some time, if it continues to disappoint, its hazard for trade sales will decline as well, while its 

hazard for liquidations will increase even more. This highlights the fact that the actual hazard 

function varies significantly with the surrounding environment. In fact, it is a function that is 

typically characterized by sharp increases or decreases, as the underlying observation moves 

from one situation to another. In the case of venture capital investment, this has led authors 

such as Giot and Schwienbacher (2005) to model exit time using non-monotonic functions7 

such as the generalized gamma distribution. 

This is also a reason why hazards can be seen as characteristics of individuals instead 

of populations or samples (unless each individual in the population is the same) and why 

different individuals can have completely different hazard functions. When modeling the 

hazard function of a sample, the individual specificities tend to be smoothed out to reveal the 

much larger trends, the bigger picture. 

                                                           
7 A monotonic function is a function that is either entirely increasing or decreasing. 
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D. The accelerated failure time model 

Typically, the accelerated failure time model (AFT) describes a relationship between 

the survivor function of two individuals, and assumes that the effect of covariates is to 

accelerate or decelerates the life of an individual at risk of the event of interest, in other 

words, that what differentiate two individuals is their aging rate. By contrast, the proportional 

hazards model, the other commonly used model (see next section), assumes that the effect of a 

covariate is to multiply the hazard by some constant.  

Let us take the survivor function of two individuals denoted by 𝑆1(t) and 𝑆2(t). The 

AFT models states that there is a constant Ф > 0, specific to the combination (1; 2), such that 

𝑆1(𝑡) = 𝑆2(Ф𝑡) for all 𝑡 ≥ 0                                      (5.4.1) 

This suggests that individual 1 will age at a rate that is Ф times the rate of individual 2. 

To illustrate, suppose that 𝑆1(𝑡) stands for the population of humans and 𝑆2(𝑡) the population 

of dogs. The popular wisdom says that a year for a human is equivalent to seven years for a 

dog, this implies that Ф = 7 and 𝑆1(𝑡) = 𝑆2(7𝑡). So the probability of a human surviving 70 

years or more is the same as the probability of a dog surviving ten years. 

Now let us imagine a sample of n individuals, described by a set of k covariates. Let 𝑇𝑖 

be a random variable denoting the – possibly censored – time to event of individual i and let 

𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑘 be the measurement of the k covariates of individual i. According to, among 

others, Jenkins (2005), Zhang (2005) and Allison (2010), the classic corresponding AFT 

model is: 

log(𝑇𝑖) =  𝛽0 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + ⋯ + 𝛽𝑘𝑥𝑖𝑘 + 𝜎𝜀𝑖                         (5.4.2) 

Equation (5.4.2) can be written equivalently, by exponentiating each side of the 

equation, as  

𝑇𝑖 = exp(𝛽0 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + ⋯ + 𝛽𝑘𝑥𝑖𝑘 + 𝜎𝜀𝑖)                       (5.4.3) 

where 𝛽0, …, 𝛽𝑘 are the regression coefficients corresponding to each covariate, 𝜎 is a 

scale parameter, and 𝜀𝑖 stands for the random disturbance term. Equation (5.4.2) is very 

similar to a standard linear regression – such as equation (1.1) – the only differences being the 

presence of a parameter 𝜎 before the disturbance term 𝜀 and the fact that the dependent 

variable 𝑇𝑖 is logged (the reason why 𝑇𝑖 is logged is straightforward considering that time to 

event is always positive).  
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It was already mentioned that in a linear regression model, the random error term 𝑒𝑖 is 

usually assumed to be an independent and identically distributed (i.i.d.) random variable 

following a normal distribution 𝑁(0; 𝜎2). It follows that 𝑒𝑖 can be denoted as 𝑒𝑖 = 𝜎𝜀𝑖, in 

which case the 𝜀𝑖’s are i.i.d. from N(0; 1). In other words, the parameter 𝜎 can be ignored, but 

this requires that 𝜀𝑖 can vary from one observation to another. However, it is more practical to 

fix the variance of 𝜀 at some standard value – i.e. 1 – and let the value of 𝜎 change to 

accommodate changes in the disturbance variance (Allison, 2010). 

The regression coefficients –  𝛽1, …, 𝛽𝑘 – in equation (5.4.2) have an interpretation 

very similar to those of a linear regression. When 𝛽𝑘 > 0 (𝛽𝑘 < 0) it can be interpreted as the 

percentage increase (decrease) in the average survival time when the value of the covariate 𝑥𝑘 

is increased by one unit. Therefore, the greater the value of the covariate corresponding to a 

positive 𝛽𝑘 , the more the survival time of the observation is prolonged. Conversely, an 

increase in the covariate value corresponding to a 𝛽𝑘 negative leads to a reduction of the 

expected survival time; the life of the observation has been “accelerated”. The estimated 𝛽 

coefficients determine the “time acceleration” for the corresponding observations. 

Furthermore, taking the exponential of the coefficient gives the time ratio, the 

estimated ratio of the expected mean survival times for the two groups. For example, if 𝛽 =

0.58 then 𝑒0.58 = 1.79 which means that, all other things remaining equal, the expected time 

to event for one group is 79 percent greater than the expected time to event of the other group. 

Moreover, dividing the exponentiated regression coefficient of one population by that of 

another population gives relative time ratios. For example, the relative time ratio of a 

population of men against a population of women is 𝑒𝛽𝑀𝑒𝑛/𝑒𝛽𝑊𝑜𝑚𝑒𝑛 . For quantitative 

covariates, the transformation 100(𝑒𝛽 − 1) gives the percent change in the expected time to 

event if the corresponding covariate value increases by 1 unit.  

The AFT model is parametric, requiring the specification of a distribution for the 

disturbance term 𝜀𝑖 (equivalently for 𝑇𝑖). For example, assume that 𝜀𝑖 are i.i.d. following a 

normal distribution N(0; 1) this is equivalent to assuming that 𝑇𝑖 follows a log-normal 

distribution. As shown by Table 3, several distributions for 𝑇𝑖 are possible, giving their name 

to the corresponding AFT models: 
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Distribution of 𝜺 Distribution of T 

extreme values (1 parameter) Weibull 

extreme values (2 parameters) exponential 

log-gamma gamma 

logistic log-logistic 

normal log-normal 

Table 3: Possible distributions in AFT models 

The choice of a distribution can be influenced by the hazard function to be modeled. 

For example, Giot and Schwienbacher (2005) have suggested the use of non-monotonic 

functions, and particularly the generalized gamma distribution, in order to model the time to 

exit of venture capitalists.  

Others, such as Cleves et al. (2004) or Allison (2010), use fit statistics, for example the 

Akaike Information Criterion (AIC), to help determine the best suited model and baseline 

distribution. However, these statistics does not constitute a formal hypothesis test, so the 

comparison is only informational.  

In this case, the AIC test for the generalized gamma distribution leads to lower values 

than other distributions, indicating a better fit for the model. 

I have therefore selected the generalized gamma distribution. The generalized gamma 

model is specified as 

𝑓(𝑡) = |𝛿| (
𝑡𝛿

𝛿2
)

1
𝛿2

exp (
−

𝑡𝛿

𝛿2

𝑡𝛤 (
1

𝛿2)
) 

where 𝛿 is called the “shape parameter”. The generalized gamma distribution is fitted 

to the data assuming that 𝑇0 = 𝑒𝜀 (Zhang, 2005).  

Fig 4 represents some possible hazard functions for the generalized gamma 

distribution (not the hazard function for the standard gamma distribution).  
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Fig 4: Possible hazard functions for the generalized gamma distribution 

An advantage of the generalized gamma distribution is that it can take forms unlike 

any other distribution. For example, it is clear from this plot that when 𝛿 < 1 the hazard 

function takes the form of an inverted U-shape, while when 𝛿 > 1 the hazard function takes a 

U-shape. In addition, the generalized gamma distribution includes many other distributions, 

such as the exponential, Weibull, and log-normal models. This is why this distribution is one 

of the most flexible for survival analysis. On the other hand, the generalized gamma 

distribution cannot represent hazard functions characterized by more than one reversal of 

direction. 

The AFT models are estimated using the maximum likelihood method. This method 

produces estimators that have good large-sample properties. Under certain conditions, 

maximum likelihood estimators are consistent, asymptotically efficient, and asymptotically 

normal. Consistency means that, as the sample increases, the estimates converge in 

probability to the actual values, meaning that in large samples the estimates will be 

approximately unbiased. “Asymptotically efficient” means that, in large samples, the 

estimates will have standard errors that are at least as small as those for any other estimation 

method. And, finally, “asymptotically” normal means that the sampling distribution of the 

estimates will be approximately normal in large samples, which implies that the normal and 

chi-square distributions can be used to compute confidence intervals and p-values. The 

mathematics behind the maximum likelihood method are beyond the scope of this discussion, 

for more details refer to Kalbfleisch and Prentice (2002) for example. 
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E. The Cox proportional hazard model 

First introduced by Cox (1972), the most commonly used model is the Cox 

proportional hazard model (PH model), which focuses directly on the hazard function. The 

typical feature of Cox’s proportional hazard model is that it makes it possible to estimate the 

relationship between the hazard rate and the covariates without having to make any 

assumptions about the shape of the baseline hazard function. This is why it is called a semi-

parametric model, as opposed to the parametric models considered in the previous section. 

The general model states that the hazard for an individual i at time t with k covariates 𝑥𝑖𝑘 is 

usually written as 

ℎ𝑖(𝑡) = 𝜆0(𝑡)exp (𝛽1𝑥𝑖1 + ⋯ + 𝛽𝑘𝑥𝑖𝑘)                                (5.5.1) 

According to this equation, the hazard is therefore composed of two multiplying 

components: 

- An exponentiated linear function of the covariates: 

  exp (𝛽1𝑥𝑖1 + ⋯ + 𝛽𝑘𝑥𝑖𝑘)  

- A function 𝜆0(𝑡) that is left unspecified.  

In fact, 𝜆0(𝑡) corresponds to the hazard function when the values of all the covariates 

of an individual are 0. It is called the baseline hazard function. This baseline hazard function 

serves as a reference while the other component is the relative risk (a proportionate increase 

or reduction in risk) associated with the set of covariates of an individual. Let us imagine that 

two groups differ only by one covariate x, and that the two values this covariate can take are 1 

(for group one) or 0 (for group zero); the model becomes: 

ℎ𝑖(𝑡) = {
   𝜆0(𝑡)                 𝑖𝑓 𝑥 = 0

   𝜆0(𝑡) exp(𝛽)  𝑖𝑓 𝑥 = 1
 

Thus, 𝜆0(𝑡) is the risk at time t for individuals in group zero, and 𝜇 = exp(𝛽) the risk 

in group one relative to group zero at any time t. Then, if µ takes the value 1 (or 

equivalently 𝛽 = 0) the risks are the same in the two groups. But if 𝜇 = 7 (or 𝛽 = 1,9459), 

then the risk for individuals in group one at any given time is 7 times the risk of individuals in 

group zero with the same age. Therefore, the hazard ratio of group one compared to group 

zero is 7.  

The hazard ratio (HR) is thus the ratio of the hazard functions of two populations 

differing by the two levels of a covariate, and can be interpreted as the chance of an event 



41 
 

occurring in one group divided by the chance of the event occurring in the other group. A 

hazard ratio of 1 means that the hazard functions of the two groups are similar, whereas a 

value other than 1 indicates a difference in hazard rates between the groups. The hazard ratio 

between two groups can be linked to the survivor function of the corresponding groups 

through the following formula: 

𝑆0(𝑡) = 𝑆1(𝑡)µ 

where 𝑆0 and 𝑆1 are the survivor functions of group zero and one respectively. In the 

previous example, imagine that half the population of group zero survives until time t. The 

survival rate of group zero will be 𝑆0(𝑡) = 0.5, with a hazard ratio of 7, and the survival rate 

in group one becomes 𝑆1(𝑡) = 0.57 = 0.008 (0.8% of the individuals from group one survive 

until time t). 

What is important when taking the ratio of the hazards for two populations is that the 

𝜆0(𝑡) term cancels out of the numerator and denominator (the two groups have the same 

baseline hazard function, and the differences will emerge from the values of the covariates). 

As a result, the ratio of the hazards does not convey information about how soon the event of 

interest will occur: it is constant over time. This is because, while the assumed relationship 

between the hazard function and the covariates is not linear, the hazard ratio comparing any 

two groups is constant (all other things remaining the same). This is the assumption of 

proportional hazard of Cox’s model. If the graphs of the log hazard function for any two 

individuals are plotted, the proportional hazard assumption implies that the hazard functions 

should be strictly parallel, as shown in Fig 5. 

Fig 5: Log-hazard function in a Cox PH model (Source: Allison, 2010) 
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The fact that the baseline hazard function is completely unspecified may be a great 

advantage (i.e. by avoiding problems related to specifying the wrong distribution), but it can 

also be seen as a disadvantage, for example when researching the shape of the baseline hazard 

function.  

This model uses the partial likelihood method to estimate the regression coefficient, as 

opposed to the AFT model which uses the maximum likelihood method. The partial 

likelihood estimates retain some properties of the maximum likelihood estimates: in large 

samples they are approximately unbiased and their sampling distribution is approximately 

normal. The asymptotically efficient property is lost.  

The proportional hazard assumption is strong and can lead to significantly biased 

coefficient estimates when violated. Some authors therefore consider it to be often 

unreasonable (Cantor, 2003). Methods have thus been developed for testing and modeling 

non-proportional hazards. For example, in the presence of time-varying covariates the PH 

assumption no longer holds, because the time-dependent covariates will change at different 

rates for different individuals, so the ratios of their hazards cannot remain constant. One 

solution could be to subdivide time into intervals and assume that the baseline hazard is 

constant in each interval, leading to the piece-wise exponential model. This discussion, 

however, is beyond the scope of this paper (for more details refer to Alison, 2010).  

The proportional hazard assumption has been tested for the dataset using the method 

proposed by Lin, Wei, and Ying (1993) based on the martingale residuals of the regression. 

The results show that several covariates significantly violated the assumption. Fig 6 depicts 

one such covariate. The dashed lines represent empirical scores based on 20 random 

simulations respecting the PH assumption. The solid line stands for the observed process. If it 

deviates significantly from the simulated processes, this is evidence that the PH assumption is 

violated for this covariate. For the variable VC_DUMMY, the observed process appears more 

extreme than the simulated paths. In the corner, the p-value (based on a Kolmogorov-Smirnov 

type supremum test) gives the percentage of simulated processes that had extreme points for 

1000 simulated paths. For this variable, only 0.3% of the 1000 simulated processes had an 

absolute maximum exceeding that of the observed process. The assumption of proportional 

hazard must therefore be rejected for this variable. 

Appendix 1 gives the results of the test for all covariates. These results indicate that 

several covariates strongly reject the assumption of proportional hazard. 
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This is one of the reasons why I preferred the AFT model over the Cox PH model. 

Fig 6: Proportional Hazard Assumption test for variable VC_DUMMY pains 

Another reason is that most of the research on venture capital exit has been done 

specifying AFT models, and using the same model facilitates the comparison of the results. 

The interpretation of the coefficients is different for the Cox PH and AFT models. In a PH 

model, each regression coefficient indicates the proportional effect on the hazard rate of 

changes in the covariate, while the AFT regression coefficient indicates the proportionate 

change in survival time that corresponds to a change in the independent variable. The 

dependent variable in the Cox model measures the risk of experiencing the event of interest 

(ℎ𝑖(𝑡) on the left-hand side of equation (5.5.1)), whereas in the AFT model it measures the 

survival time (𝑇𝑖 on the left-hand side of equation (5.4.3)).  

The final reason is that, as previously mentioned, time ratios carry no information 

about the time factor of the risk of failure which is a key component of the study of venture 

capital exit. However, I estimated a Cox PH model to compare the consistency of the results 

obtained through the AFT specifications, these results will be discussed in Chapter 6. 
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F. Competing risks  

So far, none of the models considered has made any distinction in the type of exit of 

the observation. Either the event of interest has been observed by the end of the study, or it 

has not. For example, in a clinical study that examines the death of patients who have 

undergone major surgery, this would be equivalent to knowing whether the patient is still 

alive at the end of the monitoring period, and if it is not the case, then knowing when the 

death occurred.  

The cause of the event is therefore irrelevant to the analysis. But what about those who 

died of causes completely unrelated to the surgery? It seems essential to distinguish between 

those patients that die of complications due the surgery and those that die of, for example, a 

car accident or cancer. And in the case of venture capitalists’ exit strategy, only knowing if an 

investment has been exited is of little interest if there is no information about, at least, the 

success of the exit.  

Competing risks arise when an individual is at risk of more than one mutually 

exclusive event and the occurrence of one type of event removes the individual from risk of 

all the other event types. For example, venture capitalists do not have the possibility to exit 

their investment by both liquidation and trade sale, and once either of these exits has occurred 

the investment is no longer at risk of the other type of exit. For each type of exit, a separate 

hazard function has to be defined, a cause-specific hazard function. 

As defined previously,  𝑇𝑖 is a random variable that stands for the time of exit for 

round i. Let us now define another random variable 𝐽𝑖 that denotes the type of the exit for 

round i. Thus, 𝐽𝑖 = 1 means that round i is exited by trade sale, 𝐽𝑖 = 2 means that the round is 

exited by liquidation, and  𝐽𝑖 = 3 that it is exited by IPO. The cause-specific hazard function 

are defined as follow:  

ℎ𝑖𝑗(𝑡) = lim
∆𝑡 →𝑜

Pr(𝑡 < 𝑇𝑖 ≤ 𝑡 + ∆𝑡, 𝐽𝑖 = j | 𝑇𝑖 ≥ 𝑡)

∆𝑡
,    𝑗 = 1, 2, 3 

The only difference between this definition and the definition of the hazard function is 

the appearance of 𝐽𝑖 = j. Thus, this calculates the conditional probability that a round is exited 

in the interval [t, t + ∆𝑡) and that the cause of exit is of type j, given that the round was still 

“active” (not yet exited) just before time t. When one divides by ∆𝑡, this probability becomes 

a rate and the limit is then taken as ∆𝑡 → 0.  
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By the law of total probability, the general hazard of exit is the sum of all the cause 

specific-hazards (because exit must be due to one and only one of the causes) 

ℎ𝑖(𝑡) = ∑ ℎ𝑖𝑗(𝑡)

𝑗

 

The interpretation of cause-specific hazards remains the same. Any of the previously 

considered models can be adapted to incorporate dependence with respect to the covariates 

while factoring competing risks. The AFT model with three possible exits and k covariates is 

thus specified as follows: 

log(𝑇𝑖𝑗) =  𝛽0,𝑗 + 𝛽1,𝑗𝑥𝑖1 + 𝛽2,𝑗𝑥𝑖2 + ⋯ + 𝛽𝑘,𝑗𝑥𝑖𝑘 + 𝜎𝜀𝑖,𝑗 ,    𝑗 = 1, 2, 3 

where the regression coefficients 𝛽 are subscripted to indicate that the impact of the 

covariate depends on the exit type. 

In the framework of exit strategies and with the explanatory variables defined in 

Chapter 3, I define our model as follows: 

log(𝑇𝑖,𝑇𝑆) =  𝛽0,𝑇𝑆 + 𝛽1,𝑇𝑆𝑅𝑂𝑈𝑁𝐷𝑁𝐵𝑖 + 𝛽2,𝑇𝑆MILESTONES_ROUND𝑖

+ 𝛽3,𝑇𝑆IPO_MARKET_GLOBAL𝑖 + 𝛽4,𝑇𝑆IPO_MARKET_TECH𝑖

+ 𝛽5,𝑇𝑆PARTICIPANTS𝑖 + 𝛽6,𝑇𝑆AMOUNT𝑖 + 𝛽7,𝑇𝑆ANGEL_DUMMY𝑖

+ 𝛽8,𝑇𝑆VC_DUMMY𝑖 + 𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑦 𝑑𝑢𝑚𝑚𝑖𝑒𝑠 + 𝑠𝑡𝑎𝑔𝑒 𝑑𝑢𝑚𝑚𝑖𝑒𝑠 + 𝜎𝜀𝑖,𝑇𝑆 , 

log(𝑇𝑖,𝐿𝐼𝑄) =  𝛽0,𝐿𝐼𝑄 + 𝛽1,𝐿𝐼𝑄𝑅𝑂𝑈𝑁𝐷𝑁𝐵𝑖 + 𝛽2,𝐿𝐼𝑄MILESTONES_ROUND𝑖

+ 𝛽3,𝐿𝐼𝑄IPO_MARKET_GLOBAL𝑖 + 𝛽4,𝐿𝐼𝑄IPO_MARKET_TECH𝑖

+ 𝛽5,𝐿𝐼𝑄PARTICIPANTS𝑖 + 𝛽6,𝐿𝐼𝑄AMOUNT𝑖 + 𝛽7,𝐿𝐼𝑄ANGEL_DUMMY𝑖

+ 𝛽8,𝐿𝐼𝑄VC_DUMMY𝑖 + 𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑦 𝑑𝑢𝑚𝑚𝑖𝑒𝑠 + 𝑠𝑡𝑎𝑔𝑒 𝑑𝑢𝑚𝑚𝑖𝑒𝑠 + 𝜎𝜀𝑖,𝐿𝐼𝑄 , 

And 

log(𝑇𝑖,𝐼𝑃𝑂) =  𝛽0,𝐼𝑃𝑂 + 𝛽1,𝐿𝐼𝑄𝑅𝑂𝑈𝑁𝐷𝑁𝐵𝑖 + 𝛽2,𝐼𝑃𝑂MILESTONES_ROUND𝑖

+ 𝛽3,𝐼𝑃𝑂IPO_MARKET_GLOBAL𝑖 + 𝛽4,𝐼𝑃𝑂IPO_MARKET_TECH𝑖

+ 𝛽5,𝐼𝑃𝑂PARTICIPANTS𝑖 + 𝛽6,𝐼𝑃𝑂AMOUNT𝑖 + 𝛽7,𝐼𝑃𝑂ANGEL_DUMMY𝑖

+ 𝛽8,𝐼𝑃𝑂VC_DUMMY𝑖 + 𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑦 𝑑𝑢𝑚𝑚𝑖𝑒𝑠 + 𝑠𝑡𝑎𝑔𝑒 𝑑𝑢𝑚𝑚𝑖𝑒𝑠 + 𝜎𝜀𝑖,𝐼𝑃𝑂 

Interestingly, each of the possible exits could be modeled using a different 

specification. For example, it would be possible to specify a log-normal model for the trade 

sale, a log-logistic for the liquidation, and a proportional hazard model for the IPOs. What 
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makes this possible is that each model may be estimated separately for each event of interest 

with no loss of statistical precision. More specifically, because it is assumed that the 

occurrence of one type of event prevents the observation from experiencing any other types of 

event, such an observation therefore no longer contributes to the successive risk set (Lee and 

Wang, 2003). This implies that the likelihood function for each event type consider 

observations experiencing any other type of event as being censored at the time when the 

competing event occurred. The likelihood function of the model encompassing all the events 

can thus be factored into distinct likelihood functions for each event type taken separately (for 

more details regarding the likelihood functions of competing risks models, refer to 

Kalbfleisch and Prentice (2002) and Lee and Wang, 2003). 

 

Fig 7: The cause specific approach (source: Lau et al., 2009) 

Fig 7 depicts the calculation of the cause-specific hazard. The risk set starts at time t 

with 20 individuals (grey). Over time, the individuals experience either the event of interest 

(black) or the competing event (white). As events occur, the individuals are removed from the 

remaining risk sets. The calculation for the cause-specific hazard for both events is given at 

the bottom of the figure. 

A second approach exists to in order to examine the effect of covariates in the context 

of competing risks called the cumulative incidence function (CIF). While the first approach, 

which consisted in applying typical survival analysis models to the cause-specific hazards, is 

more structural, focusing on the covariates of the risk of each type of event. This second 

approach is more descriptive, focusing on the probability of each event type.  
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An example of the difference between the two approaches is when investigating the 

effect of covariates. A covariate may appear to increase the occurrence of some type of events 

simply by lowering the rate of occurrence of events of other types, even if it has no effect on 

the rate of occurrence of the event in question. 

The cumulative incidence function is defined as follows: 

𝐼𝑗(𝑡) = Pr (𝑇𝑗 < 𝑡, 𝐽𝑖 = 𝑗) 

This equation estimates the probability for an individual i of experiencing the event j 

before time t, in the presence of competing risks. A feature of the CIF is that at any time, the 

sum of the probability for each event plus the probability of no event is equal to 1. 

Graphically, this is simply represented by a step function that increments every time an event 

of type j occurs. Furthermore, Gray (1988) proposed a modified Chi-square test approach to 

testing the difference in CIF among two different groups.  

The CIF method is of particular interest as a descriptive device. However, if the 

objective of the study is to examine the causality relationships between the event occurrence 

and the covariates, then the estimation of hazard specific function – by censoring the other 

event types – should be preferred (Pintilie, 2006). 

This concludes the chapter dedicated to the key concepts of survival analysis, and 

detailing the reasons behind the choice of model and its possible specifications. The next 

chapter is devoted to the analysis of the results given by our model. 
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VI. Results 

Before analyzing the results of the model, I will perform a preliminary examination of 

the dataset using descriptive methods. Then I will analyze the estimation results of the main 

model and use them to answer the initial research questions. And finally, I will compare the 

results of the model with other techniques to assess their robustness, and then go over the 

different methods I used to evaluate the goodness of fit of the model. 

A. Descriptive analysis 

The first thing that could be done is to estimate the survivor function of our sample for 

each type of event. To do this, the most widely used method is the Kaplan-Meier method.  

Fig 8: Plot of the survivor functions  

The survivor functions are depicted in Fig 8. The variable TYPE determines the type 

of exit, and its values stand for, acquisition (1), liquidation (2), and IPO (3). The time is 

measured in days by the variable DURATION.  

It is clear from the examination of this graph that the survivor functions are distinct. In 

addition, six tests of equality (namely Log-rank, Wilcoxon, Tarone, Peto, Modified Peto, and 

Fleming) strongly reject the null hypothesis that the groups have exactly the same survivor 

function; see Appendix 2 for the exact numbers. 
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Furthermore, it appears that the exit occurring the most often is acquisition, followed 

by liquidation and finally IPO. The “risk” for a company of undergoing an acquisition is the 

highest among the three possible exits. It also seems that the probability of companies 

“surviving” an acquisition starts decreasing sooner than for the other exits. For example, after 

only 500 days, the number of recorded acquisitions is much higher than the liquidations or 

IPOs. However, a common factor for all functions is that after some time, around 2500 days, 

the probabilities of exit appear to stabilize and reach a plateau.  

Using the same method, the effect of covariates on the survivor function can be tested. 

For example, it is possible to graphically demonstrate the impact of the presence of business 

angels. This is represented by Fig 9. 

Fig 9: Testing the effect of business angels on survivor function  

It appears that when business angels are present (when the variable 

ANGEL_DUMMY =1, the red line), the survival probabilities are lower, in other words, the 

probability of an exit are increased when business angels are present. Once again, all equality 

tests reject the null hypothesis of equality between each function. Unfortunately at this point it 

is not possible to differentiate between the types of exit. This means that since the probability 

of any exit is increased, it could be that some types of exit are more influenced by this 

variable than others. And if an increased exit rate for acquisitions or IPOs may be a good 

thing, it is not the case for liquidations. What can be done, however, is to only take into 
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account exits by liquidation, and see if business angels make a difference to this precise type 

of exit. This is what is represented in Fig 10 and Fig 11. 

Fig 10: Testing the effect of business angels on exit by liquidation 

 

Fig 11: Testing the effect of business angels on exit by acquisition (left) and IPO (right) 

In the case of exits by liquidation however, the two functions are nearly 

indistinguishable, as shown by Fig 10. This is supported by the high p-value of hypothesis 

test. Thus, there is no statistical evidence that would support the rejection of the null 

hypothesis that business angels have a – statistically significant – impact on the probability of 

occurrence of liquidations. It must be emphasized that this does not mean that business angels 

have no impact on the probabilities of liquidation, but that there is no statistical evidence in 
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the dataset to conclude that there is a statistically significant difference between the two 

groups. For the other two exits however, this hypothesis is strongly rejected. 

For exits by acquisition, the red line corresponding to the group of investment rounds 

that included business angels is below the line of the other group, meaning that the presence 

of angels increases the probability of this type of exit for the firm. But the opposite is the case 

for IPOs. I will go into more details about the covariates’ impact on the survival of 

investments when discussing the results of the model. However, a first possible reason for this 

is that angels tend to invest earlier in the life of a company, for this reason their impact may 

be overshadowed by that of venture capitalists. 

Now that the survivor functions have been examined, a question worth considering is 

whether the cause-specific hazard functions are proportional. More precisely, to determine if 

when one of the cause specific-hazard functions varies with time, another varies in a 

proportionate amount. This hypothesis can be formulated as follows 

ℎ𝑗(𝑡) = 𝛿𝑗ℎ(𝑡),   𝑗 = 1, 2, 3                                      (6.1.1) 

where the 𝛿𝑗’s denote some proportionality constant. 

Fig 12 depicts the graphical examination of this hypothesis by plotting the kernel 

smoothed hazard function. This graph is a sort of moving average of the hazard functions.  

Fig 12: Kernel Smoothed Hazard Functions for all Types of Exits carotte 
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This graph confirms that the risk of IPO is lower than the risk of liquidation, which is 

in turn lower than the risk of acquisition. There is also a tendency for the curves to move apart 

as time progresses for the first 1.000 to 1.500 days; this is evidence against the proportionality 

hypothesis. At 1.500 days, all risks seem to reach a peak, a bit earlier for liquidation. Towards 

the end of the analysis period, while the hazard function for IPO remains fairly constant, for 

liquidation it plummets, and for acquisition it shows signs of increase.  

A parametric test proposed by Cox and Oakes (1984) can be used to evaluate the 

proportionality hypothesis in equation (6.1.1). Their test consists of a multinomial logit model 

for the type of event, with the time of the event included in the form of an explanatory 

variable. If the proportionality hypothesis is verified, the coefficient for the time factor should 

be 0. The results of this test are presented in the following tables.  

Table 4: Testing the proportionality hypothesis 

First, by looking at the Type 3 table (on the right), it can concluded that the impact of 

DURATION is highly significant (p-value almost null), implying that the proportionality 

hypothesis is not verified. Next, the regression coefficient in the left table gives information 

about which hazard function might be proportional. The first row with parameter “Duration” 

is the contrast between the type 1 hazard (acquisition) and the type 3 hazard (IPO), and the 

second line is the contrast between the type 2 (liquidation) and the type 3. The high values of 

the chi-square statistics (equivalently, the low p-value) indicate that neither function is 

proportional. The proportionality hypothesis must therefore be rejected for each hazard 

function.  

This preliminary analysis already gives some clues to assess the behavior of the hazard 

and survivor function, and to the behavior that can be expected from some variables. So far, it 

is established that the survivor functions for each type of exit are distinct, and that the hazard 

functions, in addition to being clearly different, are not mutually proportional.  
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Furthermore, it appears that exit by IPO is the least frequent type, followed by exit by 

liquidation, and finally exit by acquisition, which is the most frequent. This is not surprising 

considering what was mentioned in the literature review; while IPOs tend to happen 

exclusively to the most successful firms, acquisition is a more universal exit channel. It is 

therefore not surprising to see more acquisitions than IPOs.  

From the analysis of the sample, it also seems that business angels do have an impact 

on the exit by reducing the time until an exit occurs. However, the picture is less clear when 

each exit type is taken separately.  

B. Estimation results 

The descriptive analysis realized in the previous section gave some interesting 

indications about the dataset and each exit type. The next step is to analyze the results from 

the competing risks model, which I will do in this section.  

For each type of exit, the model incorporates all the covariates discussed in Chapter 3. 

The generalized Gamma density function is used as the distribution for the underlying error 

term. In order to avoid multicolinearity problems8, the variable SEED, for the financing stage, 

and the variable WEB, for the industry type, are not included. This means that they in fact 

become the reference variable, against which the other covariates are to be contrasted.  

Besides, I also study the residuals of the models after each estimation. In line with the 

literature on survival analysis (among others, Kalbfleisch and Prentice, 2002), I evaluate the 

generalized Cox-Snell residuals (Cox and Snell, 1968), see Appendix 3. Under this method, if 

the plot of the residuals is close to a straight line with unit slope and zero intercept (i.e. the 

residuals are exponentially distributed), the distribution is appropriate and the model fits well. 

I also examine the probability plot, presented in Appendix 4. This topic is discussed in more 

detail in the next section, but in both cases the model fits well. 

The estimates of the model are reported in table 5. To interpret the results, time ratios 

are also calculated. As mentioned, time ratios are a comparison of rates at which subjects 

travel the survival curve. The effects of covariates serve to accelerate the passage of time.  

                                                           
8 Also referred to as the “dummy variable trap”, perfect multicolinearity occurs when an exhaustive list of 
covariates as well as a constant term are present in the regression model. This problem can be avoided by 
removing either the constant term or one of the dummy variable. The removed dummy then becomes the 
reference category against which the other categories are assessed. For more details on multicolinearity and 
the use of dummy variables, refer to: Suits, D. B. (1957). Use of Dummy Variables in Regression 
Equations. Journal of the American Statistical Association. 52(280), 548–551. 



55 
 

 

 



56 
 

1. Acquisition exit 

The results show that the "Early" group will experience an acquisition 18% faster than 

the "Seed" group (which serves as the reference group in this case). In other words, belonging 

to the "Early" group will accelerate the time until the acquisition by 18%. The percentage is 

the same for “Expansion” group, and it becomes 14% for “Later” group. All three covariates 

are statistically significant with p-values well beyond the 5% threshold.  

This result is no surprise: projects that are less advanced take more time to be acquired 

than those that are more mature. On the other hand, this reduction in the time to acquisition is 

less pronounced in the case of companies in the later stage. A possible reason for this may be 

that the very successful projects do not exit by acquisition but by IPO, a preferred route for 

entrepreneurs and venture capitalists. Another possibility could be that, after some time, when 

the company is more mature, it starts showing signs of weakness, signs that were not apparent 

when the project was still budding. Overall however, the stage variables behave as expected 

from the literature review. 

The number of rounds is also a statistically significant variable, with a strong effect on 

the survival time. For each additional financing round, the time to exit of the firm is 

accelerated by 17%. This makes sense: if a firm consistently attracts interest from investors 

round after round, it must mean that there are strong hopes that it will become successful, 

otherwise investors would just stop funding it.  

Because more rounds also mean more money and, usually, more investors, the value 

added by each factor pushes the company towards a favorable exit. This is confirmed by the 

PARTICIPANTS and AMOUNT variables, both of which are significant. Each additional 

investor in the funding round decreases the time to acquisition by 4%. This supports the 

rationales for deal syndication, whether because a syndicate of investors selects projects 

better, or because company benefits from an increased pool of financial or other resources.  

The coefficient for the AMOUNT variable appears to be 0; this is be due to the fact 

that because the variable is expressed in $1000, adding a single thousand dollar makes no 

measurable difference and does not impact the timing of the exit in a meaningful way. 

However, the sign of the coefficient indicates that the amount has a positive impact. Thus, a 

larger amount leads to a decreased time to exit. This is in line with previous studies. 
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As anticipated from the descriptive analysis, the presence of business angels and the 

presence of several venture capitalists has a significant impact on the acquisition exit, by 

accelerating the survival time by 13% and 26% respectively. It thus appears that when 

business angels are present, firms tend to undergo an acquisition faster than when they are not 

present. Moreover, since angels tend to be present at earlier stages, it can be concluded that 

their presence has a long-lasting impact on the firm, i.e. from the point they start being 

involved until the company is acquired. 

However, the effect for variable VC_DUMMY is much stronger. Whether because of 

the better selection or the greater added value, the results show that when more than one VC 

is involved, the firm tends to exit 26% faster. This is confirmed when plotting the CIF for the 

group where two or more VCs are present against the other group. 

 

Fig 13: CIF plots for exit by acquisition 

 As depicted by Fig 13, the CIF when the ANGEL_DUMMY and VC_DUMMY 

variables are equal to 1 is far above the CIF when they are equal to 0. This is a clear sign that 

business angels and consortiums of venture capitalist increase the occurrence of exits by 

acquisition. 

Simulations show, that for the first financing round of a company, when only angels 

are involved, increasing the number of participants from two to four reduces the exit time by 

6%. When the number of VCs involved is increased from two to four, the time to exit is 

reduced by 8%. This confirms that an increased number of participants do reduce the time to 

exit, and that this effect is stronger when the participants are VCs. Moreover, when there are 

only two participants that are VCs, firms exit 9% faster than when the two investors are 

angels; this ratio becomes 11% when the number of VCs in increased to four.  
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Estimation results also show that there is a non-negligible industry effect. The 

negative time ratios indicate that, by contrast to web companies, companies in other industries 

tend to exit more slowly (with the exception of companies specialized in network hosting, 

although the effect here is only marginally significant). The most extreme difference is 

between network hosting and hardware companies. Their relative time ratio is more than 2 

(computed as 𝑒0.5551/𝑒−0.1681), meaning that network hosting companies are acquired two 

times faster than hardware companies. 

The number of milestones achieved in the previous rounds is only marginally 

significant, with an estimate close to 0 and a time ratio of 2%, i.e. for each milestone achieved 

in the previous rounds the firm’s time to exit is reduced by 2%. This is in accordance with 

what was expected from the literature review. 

The results for both IPOs variables are surprising, however. Indeed, according to the 

literature review these variables should have some sort of impact, for example, that a very 

active IPO market might encourage more companies to go public instead of being acquired, 

but this is not confirmed by the model. The “hotness” of the IPO market makes no difference 

to the time needed for companies to be acquired, i.e. the state of the IPO market neither 

facilitates nor hinders an exit by trade sale. 

Overall, the results for exit by trade sale are quite consistent and in accordance with 

what was expected from the literature review and similar studies. 

2. Liquidation exit 

Once again, the stage variables are significant. As expected, the very early-stage 

companies are the most vulnerable to liquidation. Reaching the “early” stage delays any 

liquidation by 26%, a ratio that stays more or less uniform for the other financing stages. 

A number of variables that were significant when estimating the results for exit by 

acquisition are no longer significant. The number of rounds is one such variable. This may 

indicate that, for example, if the company’s business model is flawed or ineffective, it does 

not matter how many financing rounds the company undergoes: they will not prevent 

liquidation. The number of milestones is another variable that is no longer significant. One 

possible reason might be that achieving technological progress also gives information about 

the future product. Even if the company reaches milestones, if its product or business model 
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does not offer opportunities for profitability and viability the company will be at risk of 

liquidation. 

As hinted by the descriptive analysis, the ANGEL_DUMMY and VC_DUMMY are 

not significant in the case of exit by liquidation. To confirm these results, I plotted the CIF for 

the two variables and estimated the Gray test for equality of cumulative incidence functions. 

As depicted in Fig 14, the plot indicates that there is no discernible difference between the 

groups for the two levels of the ANGEL_DUMMY variable, which is corroborated by the 

hypothesis test. 

Fig 14: CIF plot for the variable ANGEL_DUMMY for exit by liquidation 

However, the results are very different for venture capitalists as depicted by Fig 15. 
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Fig 15: CIF plot for the variable VC_DUMMY for exit by liquidation  

The plot clearly shows two distinct cumulative incidence functions. The function 

corresponding to investment rounds where two or more VCs are present lies far below the 

other. Furthermore, the test rejects the hypothesis of equality between the two CIFs. This 

indicates that the frequency of liquidation when at least two VCs are present is greatly 

reduced. 

One possible reason for such difference between the two variables may be due to the 

information asymmetry problem. As mentioned in the literature review, since business angels 

invest in very early-stage companies, when the project still has to prove its viability, the risk 

of failure is higher. Conversely, VCs tend to invest later, so they often have more information 

about the company. The results indicating that business angels have no impact on liquidations, 

while venture capitalists have a substantial effect, may simply come from the fact that since 

they have more information, VCs can better select the successful project – or at least those 

that will not liquidate. Note that the angel variable only denote the group of investment 

rounds in which business angels are present, against the group where only VCs are present. It 

would not be surprising to see that a fair number of companies that liquidated never made it to 

the point where they would be of interest for VCs in the first place. 

The amount and number of participants are two significant variables. Both of them 

have a positive impact by delaying a potential liquidation. While the effect is not measurable 

for the amount, for the number of participants, however, it corresponds to a 4% duration 

increase for each additional participant. 
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The variables for the IPOs are highly significant, however the estimates are very close 

to 0, meaning that their effect on the time to exit are tenuous. The effect is more pronounced 

for the high-tech IPO market. The negative signs indicate that when the number of IPOs 

increases, the time to exit is reduced, i.e. as the IPO markets become more active, companies 

liquidate faster. It may seem surprising but in fact it has been shown that in “bubble” periods 

companies tend to raise more money than in depressed periods (Block, J., Sandner, 2009). 

Since the sample perfectly covers the period before and after the height of the 2008 crisis, this 

is another example of this phenomenon. When markets are optimistic, venture capitalists tend 

to give more money to firms that otherwise would not receive as much. And because they do 

not perform as initially expected they also tend to liquidate much faster than they would if 

markets were more circumspect. Thus leading to positive time ratios, indicating accelerated 

liquidations when the number of IPOs increases. 

The effect of the industry type variable varies greatly. What is clear given the fact that 

all the time ratios are negative is that the web industry tends to liquidate much faster than any 

other industry, education companies are, however, the slowest to liquidate.  

Globally, the estimation results for exit by liquidation behave as expected from the 

literature review and the descriptive analysis. Whereas most covariates accelerated the life of 

observation in the case of exit by acquisition, in this case they tend to make it slower, i.e. they 

tend to delay the potentiality of liquidation. Interestingly, while the AFT model determined 

that the venture capitalist dummy variable is not significant, the CIF shows that venture 

capitalists have a strong effect in reducing the frequency of liquidation. 

3. IPO exit 

The results for exit by IPO are to be treated with caution given the rarity of this exit in 

the dataset. The sample size for IPO exits is much smaller than for the other two exit types.  

The estimation results indicate that the stage of the company has an extremely strong 

effect on its time to exit. Compared to companies in a round occurring at the “seed” stage, 

those in a round occurring at the “early” stage exit 75% faster, those in a round occurring at 

the “expansion” stage exit 92% faster, and finally those in a round occurring at the “later” 

stage exit 191% faster. This confirms that mature companies with a more sophisticated project 

are closer to an IPO than companies that are in a more experimental phase.  
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The milestone variable also points out that more advanced companies exit faster: an 

acceleration of 4% for each milestone achieved. Likewise the amount invested increases.  

Similarly, the number of rounds, which also gives a rough indication of the stage of 

the company, greatly accelerates the occurrence of an IPO, by 26% for each additional 

financing round. This ratio was only 17% for acquisitions. 

The number of participants decreases the time needed for a company to go public, 

although this variable is only marginally significant.  

There are wide variations across industries. The education and social industries exhibit 

a tendency to exit faster than web companies. By contrast with exit by acquisition, the 

majority of time ratios are positive, indicating that the web industry takes more time to exit by 

IPO than other industries.  

This time the IPO variables are significant, although only at a marginal level, and the 

sign of the estimates suggest that an active IPO market reduces the time until a company goes 

public. 

Regarding the type of investor, the results are quite surprising. The presence of two or 

more venture capitalists appears to be highly significant, delaying a potential IPO by 37% 

(compared to when only one or no VC are present). However, the plot the CIF of this variable 

does not confirm the results, as seen on Fig 16. 

Fig 16: CIF for VC_DUMMY in the case of IPO exit 
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The results found by this method are not conclusive. The Gray test of equality fails to 

reject the hypothesis of equality among the two groups, i.e. it has to be concluded that there is 

not enough evidence from the dataset to reject the possibility that the two functions are the 

same, using this method at least. 

However, the CIF for business angels, Fig 17, shows a clear difference between the 

group where at least one angel is present and the other group, and the test also rejects the 

hypothesis of equality with a strong level of confidence. This confirms the results from the 

model that indicated that the presence of business angels increased the time to an IPO by 

26%. 

Fig 17: CIF for ANGEL_DUMMY in the case of IPO exit 

The rough and discontinuous appearance of the curves is due to the fact that IPOs are a 

less frequent type of exit, and especially those in which at least one business angel is present. 

The underrepresentation of IPOs in the dataset might indicate that the results may not be 

reliable and does not give the possibility to draw meaningful conclusions for these variables. 

C. Goodness of fit, robustness and heterogeneity 

This section will cover the methods that were used to assess the goodness of fit of the 

model as well as the robustness of the results, and ends by giving some more details on the 

heterogeneity that is expected in this study. 

The first method used to assess the goodness of fit is based on the Cox-Snell residuals. 

According to Cox and Snell (1968) if the residuals are exponentially distributed it is a sign 
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that the data are well fitted by the model. To test this hypothesis, the cumulative hazard 

function of the residuals can be plotted against a benchmark line with slope equal to 1 and 

intercept of 0. Fig 18 plots these functions for exit by acquisition. The graphs indicate that the 

cumulative hazard function is very close to the benchmark line. The more volatile segments 

on the right-hand side are caused by some outliers in the residuals, however, hundreds of 

residuals are aligned almost perfectly on the line. The results for liquidation and IPO exit are 

reported in Appendix 3 and are quite similar.  

Globally, the Cox-Snell analysis of residuals tends to indicate that the model fits the 

data closely.  

Fig 18: Cox-Snell residuals for exit by acquisition 

The other method of analysis of the goodness of fit is the probability plot, which 

applies a transformation to the survivor function estimated using a non-parametric Kaplan-

Meier method adjusted to take into account the effect of the covariates. If the specified model 

is correct, the data on the plot should form a straight line.  

As shown by Fig 19, the probability plot for the acquisition exhibits a linear pattern, 

and all the non-parametric estimates lie within the 95% confidence interval. Probability plots 

for the other exit types are provided in Appendix 4. 
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Fig 19: Probability plot for exit by acquisition 

Overall, the probability plots show that the model fits well and corroborate the choice 

of the Gamma distribution. 

In order to check the robustness of the model, I also applied a Cox proportional hazard 

model. The results of this model are reported in Appendix 5. 

While the estimates of the Cox model are more extreme than the estimates of the AFT 

model, they do reflect the same trends. Positive time ratios in the AFT model always translate 

into positive hazard ratios in the Cox model. Furthermore, the two models also display some 

degree of proportionality. For example, for exit by acquisition the time ratio of the e-

commerce industry is higher than that of the software industry, and this is reflected in the 

hazard ratios of the Cox model. 

Note, however, that the results of the two models have different interpretations. The 

hazard ratio is the ratio of the estimated hazard for one group against the estimated hazard for 

the other group. For example, in the case of acquisitions, the hazard ratio between the “seed” 

group and “early” group is 28%, meaning that the likelihood that companies in the "early" 

group experience an acquisition is 28% higher than the likelihood of companies in "seed" 

group (the reference group in this case). 

Before concluding, let’s consider the impact that unobserved heterogeneity may have 

on the estimation results. As previously mentioned, it would be impossible to build a dataset 
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that captures all the information about the investments, the companies and their environment. 

A certain level of unobserved heterogeneity is thus to be expected.  

In the presence of unobserved heterogeneity the estimated hazard functions tend to 

decline with time, even if the actual hazard is not reduced for any observation (Heckman and 

Singer, 1985). According to Allison (2010), when an increasing hazard function is found, this 

can be interpreted as a sign that the real hazard increases over some interval of time for a 

portion of the observation. In the previous section, the hazard functions for the dataset were 

plotted using the kernel smoothed method and indicated that the hazard for the acquisition 

exit showed an upward trend at the end of the time interval. The hazard function for IPO 

remained stable and the one for liquidation decreased at the end of the period.  

The case of decreasing hazard functions is ambiguous; this is why frailty models have 

been developed. Such models try to separate the hazard function from unobserved 

heterogeneity by adding a random disturbance term into a Weibull hazard model. However, 

such models are extremely sensitive to the choice of a distribution for the error term (Allison, 

2010). 

Gail et al. (1984) found that unobserved heterogeneity attenuates the regression 

coefficients to zero. However, standard errors and test statistics are not biased. Therefore, it is 

still possible to test the hypothesis that a coefficient is null, even when unobserved 

heterogeneity is present. I have conducted such tests on the regression coefficient and found 

that this hypothesis should be rejected. 

Furthermore, studies have shown that when unobserved heterogeneity is present, the 

use of survival analysis models result in regression coefficients as good as models that include 

a special parameter dedicated to capturing such unobserved heterogeneity (Liu, 2014). 

This is one reason why no frailty variable was included in the model.  
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VII. Conclusion and future directions 

Through the use of survival analysis methods set in the framework of competing risks, 

I was able to analyze simultaneously the two components that constitute the exit strategy of 

venture capitalist and business angels: the time to exit and the type of exit.  

Meaningful conclusions that can be reached after examining the survivor and the 

hazard functions of the financing rounds in the dataset. First, it appears that trade sales are the 

most frequent exit route. The likelihood of a trade sale starts rising as soon as the financing 

round begins, it reaches levels higher than any other type of exit, with a peak at 1.500 days. 

The likelihood of liquidations is not as high, however it starts increasing soon after the 

beginning of the round to reach a plateau at 1.000 days until 2.500 days, it starts to decline 

sharply afterwards. The least frequent exit route is the IPO, the hazard function for IPO 

reaches its maximum at 1.500 days and levels off afterwards. 

The results of the model also show that a series of variable has been consistently 

significant. 

First, the parameters that relate to the stage of development play an important role in 

the time an investment needs to be exited. The more advanced the company, the closer it is 

from a favorable exit. It is the opposite when considering exits by liquidation, in which case 

the advancement of the company actually delays the occurrence of a potential liquidation. 

This therefore confirms that investments in very early-stage projects are riskier. 

Second, the syndication of venture capital deals has a positive impact on the duration 

of investment. When more investors are involved, the investment time tends to be shorter 

(except when considering liquidation in which case the life of the company is extended). This 

indicates that the advantages of syndication are real, but it does not identify the exact cause of 

such benefits. More precisely, it does not give information on whether it is the better selection 

of projects by the syndicate or the increased pool of management skills that helps reduce the 

time to exit. 

Next, it appears that web-related companies exhibit some particular tendencies. For 

example, they are quicker to liquidate than any other internet industry, but they are also the 

ones that tend to be acquired faster as well. Results are more diverse when examining the time 

to IPO, in which case other industries tend to do better.  
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Other variables such as the amount invested and the development milestones of the 

companies can positively impact the duration of investments. 

This answers the first two research questions about the significance of the variables 

and their impact. My results also shed some light on the interactions between the types of 

investors and the exit strategy. 

The presence of at least one business angel makes a trade sale much more likely and 

reduces the time for the company to get acquired by 13%. In the cases of exits by liquidation 

or IPO however the impact of business angels is not clear since the AFT model and the CIF 

functions give contradictory results. It seems however that their presence among the investors 

does not make a difference that is statically significant. One reason for that is that, since 

business angels invest earlier, when the project still has to prove its viability, the risk of 

failure is higher. Conversely, when venture capitalists invest they often have more 

information about the company, they have therefore the opportunity to pick projects that have 

already shown signs of viability. The results indicating that business angels have no impact on 

liquidations, while venture capitalists have a substantial effect, may simply come from the 

fact that since they have more information, venture capitalists can better select the successful 

projects. 

When more than two venture capitalists are involved in the deal, it tends to make trade 

sale both more likely and faster. Their presence greatly reduces the likelihood of liquidation 

and delays its occurrence by 26%.  

This gives leads to answer the last research question; it is clear that business angels 

have an impact on the type and timing of the exit. But generally the impact generated by 

presence of at least two venture capitalists outweighs the impact of business angels. 

Moreover, their impact is positive since they increase the likelihood of a favorable exit while 

reducing the time until such exit occurs. 

However, results on the type of investor regarding the IPO exit are contradictory and 

conclusions might not be meaningful. The reason for this may stem from the fact that IPOs 

are underrepresented in the dataset. Since the results were consistent for the other types of 

exit, future research on IPO exits should consider the distinction between angel investors and 

venture capitalists when investigating the rationales behind this exit.  
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Regarding the sample, it would be very interesting to see if the results of this study are 

confirmed when using a different database. Although CrunchBase does not benefit from the 

scrutiny of other databases specialized on venture capital investment, such as Thomson 

Reuters’s VentureXpert or Venture Source from Dow Jones, it still represents a promising 

alternative (Kaplan and Lerner, 2015). Another interesting development would be to apply the 

same methodology to the fully up-to-date information from CrunchBase. Indeed, my dataset 

stops at the end of 2013, but there are three and a half year of additional data available from 

this website, unfortunately those are not free.  

Furthermore, the results seem to indicate that IPO markets only have marginal impact 

on the exits of internet companies. Besides, many studies have examined the consequences of 

the internet bubble on the venture capital industry, but comparatively, only few have 

investigated the impact of the more recent crisis of 2008. In 2013, the number of IPOs in the 

US reached the level it had in 2007, but polls frequently find that people are pessimistic on 

the future prospects of the economy9. A study that uses survival analysis methods to examine 

the impact of the crisis on the time to exit of venture capital investments could lead to some 

interesting results, and even more so if focusing on the internet industry. A study using the 

data collected by the Global Entrepreneurship Monitor10 on the state of entrepreneurship 

around the world could also be considered in order to examine the effects of the 2008 period 

on entrepreneurial ventures or the desire for entrepreneurship. 

  

                                                           
9 See for example : 
http://www.theatlantic.com/politics/archive/2016/02/america-economic-outlook-heartland/458727/ 
http://www.wsj.com/articles/wsj-nbc-poll-finds-widespread-economic-anxiety-1407277801 
 
10 http://www.gemconsortium.org/ 
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IX. Appendix 

1. Appendix 1: Test of the proportional hazard assumption  

A Pr > MaxAbsVal coefficient lower than 0,10 indicates a rejection of the proportional 

hazard assumption for the tested covariate with a 90% confidence level. 
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2. Appendix 2: Test of equality the of the survival functions 

 

3. Appendix 3: Cox-Snell residuals for each type of exit  

- Cox-Snell residuals for acquisition exit: 
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-  Cox-Snell residuals for liquidation exit: 

 

- Cox-Snell residuals for IPO exit: 
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4. Appendix 4: Probability plot for each type of exit 

- Probability plot for acquisition exit 
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- Probability plot for liquidation exit 
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- Probability plot for IPO exit 
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5. Appendix 5: estimated results for the Cox proportional 

hazard model. 

 


