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Introduction

The study of entanglement has generated significant interest in recent years due to its crucial
importance in quantum information science [1]. NOON states represents a special and impor-
tant class of entangled states, defined by a superposition |N, 0⟩ + eiϕ |0, N⟩ involving N bosons
distributed over two modes. These states exhibit a high degree of entanglement, making them of
great interest for quantum information [1] and for quantum metrology particularly [2]. Indeed,
using these entangled states to perform measurements increases precision beyond the standard
quantum limit1. In other words, using such states allows for ultra-precise measurements.

In 2010 and 2018, two research groups successfully created NOON states experimentally with
photons [3] and phonons [4] with a number of quanta N ≈ 10. Whether the creation of these
particular states would be possible with bosonic atoms forming a Bose-Einstein condensate or
not seems then to be a good question. A Bose-Einstein condensate is a particular state of matter
that appears at temperatures close to the absolute zero. It is a state in which the N particles of
a bosonic gas find themselves in the same quantum state and thus behave coherently and collec-
tively as a single macroscopic matter wave. Such NOON states formed by ultracold bosonic atoms
would be particularly interesting for quantum metrology, compared to those formed with photons
and phonons, because atoms can interact strongly with external forces and light fields, making
them ideal for precise detection applications. However, the experimental realization of these spe-
cific NOON states has not yet been achieved despite numerous theoretical proposals [5, 6, 7, 8, 9].

In [9], a particularly interesting protocol is proposed. It relies on a collective tunneling process
of a bosonic gas when it is in a specific regime called the quantum self-trapping regime [10, 11].
The phenomenon of tunneling is one of the most remarkable implications of quantum mechanics.
It corresponds to the ability of a quantum particle to penetrate regions that are classically for-
bidden, for example, because it doesn’t have enough energy to enter these specific regions. The
particular process of collective tunneling occurs, then, when N bosonic atoms are prepared in
one of the wells of a symmetric double-well potential. As the wells are symmetric, the particles
should tunnel to the other well, however, interactions between particles prevent this phenomenon,
and the particles can only tunnel to the other well collectively. At the halfway point of this phe-
nomenon, the NOON superposition is achieved.

However, some problems arise. The first one is that this phenomenon is very slow and gen-
erally cannot be observed experimentally, and the second one is the maintenance of the perfect
symmetry between the two potential wells, as a loss of this symmetry could lead to the suppres-
sion of the tunneling process. These two problems can be resolved by introducing a periodic
driving to the configuration. Indeed, this periodic perturbation will induce the emergence of
chaos in the system, drastically accelerating the collective tunneling phenomenon, giving rise

1which represents the best theoretically possible precision when measuring a physical quantity
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to what is called chaos-assisted tunneling2 [12, 13]. Then, if this perturbation is a resonant
perturbation of a mode of the unperturbed movement of the atomic gas, the system can form
what is called a discrete time crystal [14, 15, 16] instead of having a static double-well potential.
Discrete time crystals are particular systems that exhibit specific periodicity in time and can be
realized through this perturbation. Indeed, such excitation generates a ring of stable periodic
orbits whose number is directly related to the order of the resonance. In particular, two perfectly
symmetrical islands of regular periodic motion are generated by a 2:1 resonance, where two pe-
riods of the excitation correspond exaclty to one period of the unperturbed motion. These two
islands can be seen as two wells of a double-well potential, and the protocol from [9] is applicable
to this configuration, but in this case, the symmetry of the islands is an intrinsic characteristic
that cannot be compromised.

Thus, the aim of this Master’s thesis is to export this NOON state creation protocol into the
framework of time crystals, so that the two wells between which the transition occurs correspond
to the two resonance islands associated with the 2:1 resonance we have just introduced. More
specifically, the objective is to study the collective tunneling between these two sites of the time
crystal by employing Floquet theory and the two-site Bose-Hubbard model, to obtain a first
prediction of the characteristic time of this phenomenon.

In the first chapter, we begin by discussing the implications of the introduction of the peri-
odic modulation on the classical dynamics corresponding to our system. We will see that its
introduction indeed leads to the emergence of chaos in the system as well as the formation of
nonlinear resonances. We will also discuss how these changes in the classical dynamics of the
system will affect the underlying quantum dynamics. To do so, we will introduce two theoretical
tools, Husimi distributions and Floquet theory.
In Chapter 2, we will introduce the theory of Bose-Einstein condensates as well as the two-site
Bose-Hubbard model. We will see how this model can be applied to our system and how it can
allow us to calculate the desired collective tunneling time. We will also introduce in this chapter
the notion of time crystal and discrete time crystal, justifying that our system indeed represents
one.
In Chapter 3, we will study how the presence of chaos and of the resonances themselves can
accelerate the tunneling phenomenon between the two sites of our time crystal. We will explain
the mechanisms behind this acceleration. Furthermore, we will introduce the theory of random
matrix ensembles as we will need it to describe these processes.
Finally, in Chapter 4, we will use all the concepts discussed in the previous chapters to calculate
the desired collective tunneling time. All our results will be explained and discussed there.

2as already done in the protocol presented in [9]
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Chapter 1

Nonlinear resonances in periodically
driven systems

Let’s start by explaining the general configuration under consideration in the following of this
work. We study a gas consisting of N ultracold bosonic atoms forming a Bose-Einstein con-
densate. This condensate is prepared within one of the two sites of a particular lattice, which
constitutes what we will call a discrete time crystal (see Section 2.5). To achieve this setup, the
N atoms are confined in an inclined annular trap, the inclination of which varies over time with
a certain frequency, resulting in a periodic modulation of the trap potential amplitude. This
situation then corresponds to the framework of a quantum pendulum subjected to a periodic
modulation described by the following time-dependent Hamiltonian

Ĥ(t) =
p̂2

2m
− V cos

(
2πq̂

L

)
(1 + δ cos (ω0t)) (1.1)

Where m is the mass of the atomic species used, V is induced by a potential gradient, L is the
circumference of the ring, δ is the amplitude of the periodic modulation, and ω0 is its frequency.
Here q̂ is the position operator and p̂ is the associated momentum operator.

Because of this modulation, the dynamics of the condensate within the ring, described by this
time-dependent Hamiltonian, will then be chaotic. However, for certain frequencies ω0, stable
solutions emerge. We will focus on the 2:1 resonance where two of these stable solutions appear.
These stable solutions are resonance islands and correspond to a regular and periodic motion
of the condensate in the trap, which can be depicted as shown in Fig. 1.1. The rotation of the
condensate in the ring can be clockwise or counterclockwise, but we consider only the clockwise
direction without loss of generality, and the two stable solutions in one direction of rotation differ
only by a delay T = 2π/ω0 in their temporal evolution in the ring.

Moreover, when the condensate is prepared on one of the stable solutions of the 2:1 resonance,
a collective tunneling of the atoms constituting the condensate to the other stable solution will
be observed as explained in the introduction. This phenomenon constitutes the subject of inves-
tigation of this work. To model this tunneling phenomenon, we must understand the dynamics
of the condensate in our system.

We have just said that chaotic dynamics are present in stable solutions defined through spe-
cific values of ω0. Therefore, in this first Chapter, we will begin by exploring in detail the
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Figure 1.1: Representation of condensate motion in the ring trap. The drawn ellipses correspond
to the two stable solutions of the dynamics described by the Hamiltonian Ĥ(t) = p̂2/2m −
V cos (2πq̂/L)(1 + δ cos (ω0t)), which emerge when the frequency of the periodic modulation ω0

is well chosen. The red dots represent the condensate atoms. Thus, when the condensate is
prepared on one of these two stable solutions, it has a regular motion in the trap with a period
2T (T = 2π/ω0), as shown in the figure.

reasons behind the formation of these nonlinear resonances, as well as the emergence of chaos,
and discuss the implications of their presence on our system.

While the formation of nonlinear resonances is a purely classical phenomenon, we will see that
the implications of their presence at the quantum level are significant. Their presence will no-
tably result in the confinement of the system’s eigenstates to a certain region of phase space.
Indeed, resonances are the stable solutions of our system, and thus, we will observe that a wave
packet prepared on one of these stable solutions will remain confined near it. Thus, they play
the role of dynamical barriers in our system and are crucial for the phenomenon of dynamical
tunneling being investigated in this work.
In conclusion, nonlinear resonances provide the framework that enables the observation of all the
processes we wish to study in this work.

Therefore, we begin by studying the impact of the introduction of a periodic modulation on
the classical dynamics of the system, which will allow us to understand the process of the reso-
nance island formation and the emergence of chaos in the system, before examining its impact on
quantum dynamics. We will also theoretically introduce necessary tools for the quantum-classical
correspondence such as Husimi distributions and Floquet theory.

1.1 The transition to chaos
Our system is a time-dependent system and the introduction of the time dependence occurs
through a perturbation. More specifically, through a perturbation in the form of a periodic mod-
ulation. Then, we will observe later that the addition of such perturbation leads to the emergence
of chaotic dynamics in the classical system. Understanding the emergence of this chaotic dy-
namic at the classical level is essential for our system’s study and will occupy us throughout this
section. Indeed, while the concept of classical chaos is now well established, we’re going to see
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that its manifestation at the quantum level is not straightforward. And, therefore, the descrip-
tion of quantum dynamics associated with classical chaos is done in parallel with the description
of classical dynamics, justifying the importance of its study.

Indeed, the definition of chaos, as we conceive it, relies on a particular sensitivity to initial
conditions [17]. In classical systems, chaotic behavior arises from nonlinearity, where a slight
alterations in initial conditions lead to drastically different outcomes over time. However, the
Schrödinger equation, being linear, implies that a small change in initial conditions only results
in a weak and constant change in temporal evolution. Thus, chaos, in the classical sense, does
not manifest at the quantum level due to this fundamental linearity, excluding the emergence of
chaotic behaviors.
So, what exactly does "quantum chaos"1 signify ? Well, in fact, quantum chaos is defined as
the study of distinctive properties of quantum systems whose classical counterparts are chaotic.
Three intrinsic characteristics of these quantum systems can be highlighted; the spectral fluctua-
tions of energy levels, the ergodicity of the eigenvectors, and the thermalization of the expectation
values of observables [19]. Ergodicity and thermalization of a system are two important prop-
erties of chaotic systems, which, in the quantum case, mean that the system’s eigenvectors are
uniformly distributed in phase space, and that, during the evolution of the system, the expected
values of the observables tend towards predictions given by statistical physics and remain close
to them [20]. Furthermore, in 1984, Bohigas, Giannoni, and Schmidt [21] proposed a conjecture
suggesting that the energy level fluctuations of quantum systems, whose classical counterparts
are entirely chaotic, correspond to the fluctuations predicted by the theory of random matrix
ensembles. Initially, we will not employ this technique, but it will be necessary later to explain
the process of chaos-assisted tunneling. Thus, the details of this method will be provided in the
chapter dedicated to this subject.

Given this particular definition, it seems natural to adopt a semi-classical approach, mean-
ing that we will analyze both the quantum mechanical elements of our system and its classical
dynamics, thereby capturing quantum aspect while preserving the intuition provided by the clas-
sical aspect of the system. In order to carry out such a comparison, we must operate within the
semi-classical limit h̄→ 0. Indeed, the correspondence between classical and quantum dynamics
is valid when a significant number of quantum levels are observed per unit Planck cell [22]. The
notation h̄→ 0 then takes on its full meaning.

With the importance of studying classical dynamics now clear, we will first define fundamental
concepts essential for understanding this theory. Then, we will explain the emergence of chaos
and its implications in classical systems.

1.1.1 Properties of classical chaos
As we just mentioned, we begin by citing some fundamental properties of classical chaos. In this
section, we will introduce the concepts of Lyapunov exponents and ergodicity. Before that, we
will also define Poincaré sections, a visualization tool of our system’s dynamics.

The phase space of a system with N degrees of freedom is of dimension 2N [22]. One can
quickly realize that for N ≥ 2, it becomes difficult, if not impossible, to have a purely geometric

1The term "quantum chaos" is somewhat of a misnomer, and some meticulous researchers prefer the term
"quantum chaology" [18]. However, as the former is more commonly used in the scientific domain, we will
continue to employ it.
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representation of this space. Indeed, even in the case of N = 2, the surface representing a given
energy is a three-dimensional hyperplane. Visualization tools of three-dimensional phase space
exist, as used in [23] and described in [24]. However, we introduce here another method to rep-
resent any N-dimensional system by a two-dimensional plane, known as Poincaré sections [22].
The construction principle is simple : we choose a plane in phase space and visualize each of the
points where a trajectory intersects this plane. This technique is illustrated in Fig. 1.2.

Figure 1.2: Representation of the construction of a Poincaré section on the plan defined by
q2 = 0, we visualize all the points at which the trajectory intersects that plane. The image on
the right represents the resulting Poincaré section. This diagram comes from Ref.[22]

Since the time evolution of a Hamiltonian system is unique, we can assume the same is true for
Poincaré sections. Therefore, much information about the system’s dynamics can be found in
theses maps. For example, if the system has a periodic orbit of order n for the initial postion
and momentum (q0, p0), then the corresponding Poincaré section P has a fixed point of order n
for the same initial condition. We have

Pn(q0, p0) = (q0, p0)

Regular trajectories are represented by closed curves, while chaotic trajectories manifest as scat-
tered points, allowing for a clear distinction between these two types of dynamics.

A simpler construction of the Poincaré section is possible when the Hamiltonian is periodic.
This periodicity can be temporal. In this case, we simply trace the intersections with trajec-
tories at all multiples of the period. This is called a stroboscopic Poincaré section [22], and a
schematic representation of constructing such a map is given in Fig. 1.3.

Next, fundamentally, classical chaos is characterized by its sensitivity to initial conditions. Ac-
cordingly, we can define the Lyapunov exponents σ of a dynamical system, which provide a mea-
sure of how trajectories diverge when subjected to slight modifications in initial conditions [22].
More precisely, they gauge the mean rate of exponential separation of neighboring trajectories
[17]. Consequently, if σ > 0, trajectories diverge exponentially, labeling the system as chaotic,
whereas if σ ≤ 0, trajectories separates only linearly in time and the system is considered stable.
Lyapunov exponents are calculated by considering a generic trajectory of a system (non-periodic)
which will be our reference trajectory, and assessing the evolution of deviation from this trajec-
tory over time. To derive the expression of this exponent, we will follow the same reasoning as
in [17].
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Figure 1.3: Representation of the construction of a stroboscopic Poincaré section, we visualize all
the points at which the trajectory intersects a plane at each multiple of the period. The image
on the right represents the resulting stroboscopic Poincaré section. This diagram comes from
Ref.[22]

So, we consider any system governed by the general differential equations

dxi
dt

= Fi(x1, ..., xn) i = 1, ...., n (1.2)

Linearizing these equations around any reference trajectories x̄ = (x̄1, ..., x̄n) yields what we call
the tangent map

dδxi
dt

=

n∑
j=1

δxj

(
∂Fi
∂xj

)
x=x̄(t)

(1.3)

This map provides the tangent to the system’s trajectory at each point in phase space. Then
the norm defined as

d(t) =

√√√√ n∑
i=1

δx2i (t) (1.4)

measures the divergence of neighboring trajectories, that is, the reference trajectory x̄ and its
neighbor with initial conditions x̄(0)+δx(0). And then, the mean rate of exponential divergence
is defined as

σ = lim
t→∞

lim
d(0)→0

(
1

t

)
ln

(
d(t)

d(0)

)
(1.5)

where

d(0) =

√√√√ n∑
i=1

δx2i (0)

Note that we can also define the Lyapunov exponents of the mappings directly. In the case of a
one-dimensional map of the form

xi+1 = f(xi) (1.6)

The tangent map is simply given by

δxi+1
= f ′(xi)δxi =

i∏
j=0

f ′(xj)δx0 (1.7)
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where f ′(xj) is the derivative of f(x) evaluated at each point xj along the given trajectory. Then
from (1.5) we can derive the associated Lyapunov exponent

σ = lim
N→∞

1

N
ln

 i∏
j=0

f ′(xj)



= lim
N→∞

1

N

N∑
j=0

ln |f ′(xj)| (1.8)

And, in the case of a n-dimensional map, there will be n characteristic exponents corresponding
to the n eigenvalues λi(N) with i = 1, ..., n, of the matrix tangent map.

σi = lim
N→∞

ln |λi(N)| (1.9)

It can be shown that they can be ordered by size

σ1 ≥ σ2 ≥ ... ≥ σn (1.10)

And, the existence of a single σi > 0 is associated with the presence of chaos in the system.

Finally, the last characteristic of classical chaotic systems we examine is ergodicity. The postulate
of ergodicity is as follows [25]:

Let F = F (q1, p1, ...., qN , pN ) be an observable defined in phase space. The average of F
along the trajectory is equal to the average of F in the accessible part of phase space,
respecting the constant of motion.

Indeed, a system is said to be ergodic when, over a sufficiently long evolution time (t → ∞), it
uniformly and randomly traverses its phase space, thus exploring all accessible regions. In other
words, ergodicity implies that the system passes through all possible configurations equitably.
This implies that it is possible to interchange temporal averages and ensemble averages. Note
that ergodicity is not unique to chaotic systems. Although for a system to be chaotic, it must
be ergodic, not all ergodic systems are necessarily chaotic.
The concept of ergodicity is also crucial in statistical mechanics as the postulate is used to derive
the microcanonical ensemble.

1.1.2 Nonlinear dynamics
A classical system can be classified in two distinct ways, it can either be integrable or non-
integrable. A system is considered integrable when the number of degrees of freedom n equals
the number of independent constants of motion k [22]. Conversely, a system is labeled non-
integrable if it possesses fewer independent constants of motion than degrees of freedom. Non-
integrability is an important concept as the emergence of chaos in a system can often be explained
by introducing a non-integrable perturbation into an initially integrable system. For instance, in
the system studied in this work, we have a Hamiltonian of the form :

H(q, p) =
p2

2m
− V [1 + δ cos(ω0t)] cos

(
2πq

L

)
(1.11)
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Where V is induced by a potential gradient, m is the mass of the particle, L is the circumfer-
ence of the ring, δ is the amplitude of the periodic modulation and ω0 is its frequency. The
part H0(q, p) = p2

2m − V cos
(
2πq
L

)
corresponds to the equation of a classical pendulum. When

neglecting the additional part, the system is integrable, and the equations of motion can be
solved analytically. However, the addition of the part H1(q, p, t) = V δ cos(ω0t) cos

(
2πq
L

)
makes

the system time-dependent and periodic. Consequently, the system’s energy ceases to represents
a constant of motion, rendering it non-integrable. The associated equations of motion are non-
linear. Depending on the amplitude δ of this perturbation, the system’s dynamics will undergo
significant changes.

As illustrated in figure 1.4a, the phase space associated with the unperturbed system consists of
tori, representing stable periodic orbits. We then have two theorems that tell us how these tori
will evolve upon the addition of the perturbation. Two distinct theorems are employed due to
the existence of two different kinds of tori [22]. They are distinguished by what is called their
winding number r

s , with r the frequency associated with the torus under consideration, and s
the frequency of the perturbation. Thus :

• Tori with an irrational winding number are preserved, with slight deformations, under the
influence of the perturbation, according to the KAM (Kolmogorov-Arnold-Moser) theorem,
as long as the perturbation remains within reasonable bounds [26, 27].
Thus, this theorem ensures the existence of regular structures under small perturbations.
It is obtained through an improved perturbation theory called the "superconvergent pertur-
bation theory". Indeed, thanks to this theory, Arnold and Moser [26, 27] demonstrate that
when the perturbation is taken into account, it is possible to find a new torus that is close
to the unperturbed torus and that the transformation from the old to the new one occurs
smoothly. This result is only valid for tori with an irrational winding number because for
tori with rational winding number, the perturbation theory used diverges.

• With the KAM theorem, we have established that tori with rational winding numbers are
destroyed by perturbations. Then, the Poincaré-Birkhoff theorem [17] states that when
such a torus is destroyed, it decomposes into an even number of fixed points, with stable
and unstable fixed points alternating. And, the stable points are surrounded by elliptic
structures, known as resonance islands.
Every torus with a rational winding number is surrounded by two tori with irrational
winding numbers. Thus, the result of this theorem can be found by meticulously studying
the deformation of these neighboring tori under the perturbation, one can observe how the
fixed points emerge from this dynamics.
Specifically, we obtain r stable points and r unstable points, where, as the winding number
is rational, r/s is the ratio of proportionality between the period of the emerging nonlinear
resonances and the period of the system’s Hamiltonian. For example, if we consider a torus
with a winding number reducible to the fraction 3/2, this torus will transform into three
stable points. A particle on one of these resonance island will make two rotations of our
ring trap in three periods of the external driving.

Rigorous explanations of these theorems involve complex concepts beyond the scope of this work
and can be found in [22, 17].

Therefore, according to the Poincaré-Birkhoff theorem, a torus with a winding number r/s gives
rise to a ring of r periodic orbits, known as resonance islands, separated by r unstable points.
This is referred to as an r : s resonance.
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Furthermore, as the perturbation amplitude increases, the size of the resonances also grows until
resonances from different rings begin to overlap. Chaos emerge from these superpositions [17].
Thus, the regular structures gradually disappear, and chaotic structures appear. And, the ad-
dition of a non-integrable periodic perturbation leads to the emergence of chaos in classical
dynamics. In some parametric regimes, both types of structures coexist, giving rise to a mixed
phase space. It is within such system that we will work, and thus, identifying this particular
parametric regime will be the first milestone to the obtaining of our results, as it will be discussed
in more details in Chapter 4.

It is also worth noting that, as said earlier, in the remainder of this work, we will focus on
the 2:1 resonance, where two regular symmetric islands appear, and where two periods of the
movement on one of these islands correspond exactly to one period of the external driving. In
the ring trap under consideration, the condensate can rotate clockwise or counterclockwise. In
the 2:1 resonance, we will then have two islands for each of these two directions of rotation. We
will consider only those which correspond to the clockwise rotation without loss of generality.
The figure 1.4 illustrates the successive emergence of these two islands for different values of δ.
We observe that for small values of the perturbation, the integrable tori are not altered. Then
we see chaotic structures appear and grow with the formation of resonance islands.
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(a) δ = 0 (b) δ = 0.2

(c) δ = 1 (d) δ = 2

(e) δ = 3 (f) δ = 5

Figure 1.4: Poincaré sections constructed for ω0t = π/2 + 2πn, ∀n ∈ Z, of the classical dy-
namics of a particle subject to a perturbation. We have the Hamiltonian H = p2/2m −
V [1 + δ cos(ωt)] cos(2πq/L) with increasing values of δ. Moreover, we have h̄ω = 0.5 V , with
h̄ = 0.1

√
V mL/2π. We clearly observe the transition from tori, represented by the Poincaré-

Birkhoff theorem, to resonance islands and the emergence of chaos as the amplitude of the
perturbation increases, until the perturbation is such that the resonance islands are destroyed,
the resonance 2:1 is marked in red. We also see the central island which is a KAM island, we see
that it is very little influenced by the disturbance.
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1.2 Quantum-classical correspondence
In this section, we introduce two essential tools that will allow us to characterize and study the
quantum dynamics of the system, finally enabling us to transition from classical to quantum
dynamics.

We begin by introducing the formalism of Floquet theory, used for time-dependent and time-
periodic systems, which will enable us to obtain the quantum spectrum of the system. Then, we
address the Husimi distributions, which provide a visualization of the various eigenstates of the
system in the classical phase space. This visualization will be crucial later on as it will allow us
to distinguish the eigensates involved in the tunneling process we wish to study.

1.2.1 Floquet theory
As we have now well established, the system considered in this work shows a temporal dependency
in the form of a periodic modulation δ cos(ω0t). We will therefore need the formalism of Floquet’s
theory. This theory was first developed in 1883 by Floquet [28], and is the temporal correspondent
of the Bloch theory used in condensed matter physics. It is used to solve the Schrödinger equation
with a time-dependent and periodic Hamiltonian.

ih̄
d

dt
|ψ(t)⟩ = Ĥ(t) |ψ(t)⟩ (1.12)

where we consider in our case a Hamiltonian of the form

Ĥ(t) = Ĥ0(q̂, p̂) + Ĥ1(q̂, p̂) cos(ω0t) = Ĥ(t+ T ) (1.13)

with T the period and ω0 = 2π
T the frequency. As we shall see this approach will allow us to

restrict the time-dependent problem to a time-independent eigenvalue problem that we will then
be able to solve.

Here, we will present the results of this theory from a slightly different perspective. We will
focus only on the outcome of the Floquet’s theorem, thereby providing an ad hoc explanation
that will give us a simpler form of the problem to solve. If the reader seeks a more comprehensive
and rigorous demonstration of this theorem, we recommend the following readings [29, 30].
The wave function that describes the temporal evolution of the system can be decomposed as
follows :

|ψt⟩ =
1√
2π

∫ ∞

−∞

∣∣∣ψ̃ω〉 e−iωtdω (1.14)

Which can also be written, assuming |ψt⟩ is integrable, without loss of generality, as :

|ψ⟩ = 1√
2π

+∞∑
l=−∞

∫ ω0/2

−ω0/2

dϵ
∣∣∣ψ̃lω0+

ϵ
h̄

〉
e−i(lω0+ϵ/h̄)t (1.15)

We will note
∣∣∣ψ̃lω0+ϵ/h̄

〉
≡

∣∣∣ψ̃l,ϵ〉. Equivalently, we have the inverse Fourier transform

∣∣∣ψ̃ω〉 =
1√
2π

∫ ∞

−∞
|ψt⟩ eiωtdt (1.16)
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By injecting this expression into (1.12), the time-dependent Schrödinger equation becomes a
time-independent eigenvalue problem.

h̄ω
∣∣∣ψ̃w〉 = Ĥ0

∣∣∣ψ̃ω〉+
1

2
Ĥ1

(∣∣∣ψ̃ω+ω0

〉
+

∣∣∣ψ̃ω−ω0

〉)
Given (1.15) we have,∑

l

(
h̄(lω0 +

ϵ
h̄ )

∣∣∣ψ̃l,ϵ〉) =
∑
l

(
Ĥ0

∣∣∣ψ̃l,ϵ〉+ 1
2Ĥ1

(∣∣∣ψ̃l+1,ϵ

〉
+

∣∣∣ψ̃l−1,ϵ

〉))
⇔

∑
l

(
(Ĥ0 − lh̄ω0)

∣∣∣ψ̃l,ϵ〉+ 1
2Ĥ1

(∣∣∣ψ̃l+1,ϵ

〉
+

∣∣∣ψ̃l−1,ϵ

〉))
=

∑
l

(
ϵ
∣∣∣ψ̃l,ϵ〉)

The eigenvalues and eigenvectors are then computed via the diagonalization of the matrix M .

M =



. . .
...

...
...

· · · Ĥ0 + h̄ω0
1
2Ĥ1 · · · · · ·

· · · 1
2Ĥ1 Ĥ0

1
2Ĥ1 · · ·

· · · · · · 1
2Ĥ1 Ĥ0 − h̄ω0 · · ·

...
...

...
. . .

 (1.17)

Then, again considering the equality (1.15), we can find the temporal evolution of the system
from the solutions of this diagonalization. And we have

|ψ(t)⟩ = 1√
2π

∫ ω0/2

−ω0/2

e−i
ϵ
h̄ t

+∞∑
l=−∞

e−ilω0t
∣∣∣ψ̃l,ϵ〉 (1.18)

If the Hamiltonian has a discrete spectrum, we can write

|ψ(t)⟩ =
d∑

n=1

cne
−i ϵnh̄ t

∣∣∣ψ̃ϵn(t)〉 (1.19)

Here, the summation over n includes all eigenvalues with d = dim(Ĥ0), where cn are coefficients
to be determined, dependent on the initial state of the system and∣∣∣ψ̃ϵn(t)〉 =

+∞∑
l=−∞

e−ilω0t
∣∣∣ψ̃l,ϵn(t)〉 ≡

∣∣∣ψ̃n(t)〉 (1.20)

These results constitute the Floquet’s theorem.

Floquet’s theorem
In the case of a time-dependent and periodic Schrödinger equation, the solutions |ψn(t)⟩
(∀n ∈ Z) of this equation are of the form [28, 30]

|ψn(t)⟩ = e−iϵnt/h̄
∣∣∣ψ̃n(t)〉 (1.21)

where
∣∣∣ψ̃n(t)〉 is a periodic function of the same period as the Hamiltonian. In this case,

the ϵn are called quasi-energies of the system and
∣∣∣ψ̃n(t)〉 are called Floquet states. Thus,
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any |ψ(t)⟩ can be decomposed as a linear combination of these Floquet states.

|ψ(t)⟩ =
d∑

n=1

cne
−iϵnt/h̄

∣∣∣ψ̃n(t)〉 (1.22)

Therefore, the Floquet spectrum is obtained by diagonalizing the matrix (1.17), which can now
be referred to as the Floquet matrix. The quasi-energies represent the effective energy levels of
the quantum states in our periodic system. They describes the temporal evolution of the energy
of the Floquet states in response to the periodicity of the perturbation.
Despite being infinite, the spectrum exhibits a periodicity of h̄ω0. We observe intervals of size
h̄ω0 containing d quasi-energies each, and two quasi-energies separated by this value posses the
same Floquet state, with their Fourier coefficients merely shifted.
Indeed, if

∣∣∣ψ̃n(t)〉 is a solution with the eigenvalue ϵn, eikω0t
∣∣∣ψ̃n(t)〉 is also a solution with the

eigenvalue ϵn + kh̄ω0. That is, if(
Ĥ(t)− i

d

dt

) ∣∣∣ψ̃n(t)〉 = ϵn

∣∣∣ψ̃n(t)〉 (1.23)

So, (
Ĥ(t)− i

d

dt

)
eikω0t

∣∣∣ψ̃n(t)〉 = (ϵn + kh̄ω0)
∣∣∣ψ̃n(t)〉 (1.24)

And,

eikω0t
∣∣∣ψ̃n(t)〉 =

+∞∑
l=−∞

ei(l−k)ω0t
∣∣∣ψ̃l,ϵn(t)〉 =

+∞∑
l=−∞

e−ilω0t
∣∣∣ψ̃l,ϵn+k(t)〉 (1.25)

Thanks to this property it will be possible to limit our study to an interval containing d quasi-
energies without loss of generality

1.2.2 Husimi representation
Once, we have obtain the Floquet spectrum of our system, we will see later that we will need
a tool that enables us to determine the localization of these various Floquet states in phase space.

An intuitive approach would be to represent these different Floquet states in classical phase
space, which means representing the wave function in terms of position and momentum vari-
ables. However, in quantum mechanics, due to the Heisenberg uncertainty principle

∆q̂∆p̂ ≥ h̄

2
(1.26)

it is not possible to simultaneously specify, for a given wave function, the generalized coordinate
and the associated conjugate momentum. This makes the direct representation of a quantum
state in phase space impossible. To overcome this limitation, we introduce the Husimi distribu-
tion, highlighted by K.Husimi in 1940 [31]. It represents an important tool in quantum mechanics
that allows for a more intuitive visualization of a given quantum state by associating a probabil-
ity of finding that states at each point in phase space.
This approach involves defining, for each quantum state of interest, the corresponding Husimi
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function. This function can be defined as the squared projection of this quantum state onto a
set of coherent states centered at different points in phase space.

Φ|ψn⟩(Q,P ) = | ⟨α|ψn⟩ |2 (1.27)

With the coherent state which is generally defined as follows in the position representation q.

⟨q|αQ,P ⟩ =
1√
σg

√
π
e−(q−Q)2/2σgeiP (q−Q)/h̄ (1.28)

Where Q and P are the coordinates of points in phase space and σg is the standard deviation of
the Gaussian in the direction g.
By performing this calculation at every point in phase space, we evaluate the degree of overlap
of the quantum state with the Gaussian wave packet centered at that point, thus giving us the
probability of finding that state in that region of phase space. We can then graphically represent
the value of this probability in the same phase space, providing a clear visualization of the lo-
calization of the different Floquet states, thereby facilitating the identification of those confined
to resonance islands. Examples of distributions are illustrated in figure 1.5, displaying Husimi
distributions for both the simple pendulum and the pendulum with periodically modulated am-
plitude. These distributions are presented both individually and superimposed onto the phase
spaces, the latter case provides explicit insight into the localization of the concerned eigenstates
within this phase space.

Note that to compute the Husimi functions of the different Floquet states, we first need to obtain
the Floquet spectrum. However, this step is far from negligible given the complexity that the
spectrum can exhibit. In our case, we employ numerical diagonalization of the Floquet matrix,
as we have just explain in the previous section.
However, there are also semi-classical analytical approaches that allow for an approximation of
the Floquet spectrum within resonance islands.

• EBK semi-classical quantization : The semi-classical EBK quantization, or Einstein-Brillouin-
Keller method, is a technique used to extract the eigenergies of quantum mechanics from
the classical dynamics of an integrable Hamiltonian system. However, motion within regu-
lar islands can be considered integrable under certain approximations. This method relies
on associating stable classical orbits with quantum phases according to a rule called the
EBK rule. Indeed, when a system is integrable, according to the Liouville-Arnold theo-
rem, it is possible to define canonical action-angle variable (I, θ) such that the Hamiltonian
depends only on the action. The definition of action along a periodic orbit is

I =
1

2π

∮
p dq (1.29)

Where p is the conjugate momentum of the generalized coordinate q along the trajectory.
Then, the EBK method [32] allows for the construction of an approximate solution of
the Schrödinger equation in terms of the variables (I, θ) as an integral along the classical
trajectory. This construction is possible if and only if

1

2π

∮
γi

p dq = (ni +
µi
4
)h̄ (1.30)

Where γi represents the closed classical orbit, ni is a quantum number associated with the
orbit, and µi is a topological index, in our case we always have µi = 2 [29].
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(a) (b)

(c) (d)

Figure 1.5: Husimi distributions in (a)-(b) for the simple pendulum and (c)-(d) for the pe-
riodically modulated pendulum. That is, the two configurations correspond to the Hamilto-
nian H = p2/2m + V [1 + δ cos(ω0t)] cos(2πq/L) with h̄ω0 = 0.5 V , h̄ = 0.1

√
V mL/2π, for

ω0t = π/2 + 2πn, ∀n ∈ Z, and where (a)-(b) δ = 0 and the represented eigenstate corresponds
to eigenvalue 0.379664 V , (c)-(d) δ = 2 and the represented eigenstate corresponds to eigenvalue
3.17474 V . In both cases, the distribution was illustrated once alone and then superimposed
with the corresponding phase space. Orange indicates a high probability of finding the state of
interest in that region of the phase space, while blue corresponds to a zero probability.

Thus by solving this equation, we obtain quantized values of the action that allow, when
injected into the classical Hamiltonian, to provide an estimate of the various quantum
energy levels with each classical orbit of the resonance islands.

• Mathieu approach : This method relies on Mathieu’s equations [33], which are differential
equations characterizing the motion of a particle in a periodic potential, often associated
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with harmonic oscillators, of the general form

d2y

dv2
+ (a− 2q cos 2v)y = 0 (1.31)

The dynamics within resonance islands can be described by these equations given that
motion can be considered integrable with certain approximations in the semi-classical limit.
The advantage of reducing to such a form is that the solutions of these equations are
well known. The coefficients a and q are then defined based on various characteristics of
the system, such as the action of the relevant orbit and the frequency. The expression
of the coefficient a is also related to the quasi-energies associated with the orbit, but
Mathieu’s equations only have solutions for a discrete set of values of a. This implies
that the quantification of quasi-energy levels can be estimated from the expression of these
different a.

Additional details on these methods can be found [22, 29, 12]. They rely on the fact that motion
within resonance islands can be approximated by the motion of a harmonic oscillator, thus only
giving an approximation of the quasi-energy levels within them. And, by considering a sufficiently
large Hilbert space in which we work, numerical diagonalization yields more reliable results.

1.3 Non-dispersive wave packet
We now know that the introduction of the perturbation δ cos(ω0t) into our system leads to the
emergence of resonance islands. And now that we have the tools to do so, we are going to look
at the impacts of this perturbation on the quantum dynamics of the system. We will see that
it induces what is known as phase-locked periodic motion of quantum wave packets prepared on
one of these two regular islands [34, 29].

The concept of wave packet is closely intertwined to that of localization. We can associate
with a classical particle a quantum state |ψ⟩ that is ideally localized around the spatial position
of the classical particle at any given time t. However, in quantum mechanics, there exists a
limitation on localization imposed by Heisenberg’s uncertainty principle (1.26).

Hence, the best we can hope for is a localized quantum state with a finite width (∆q̂,∆p̂),
centered around the classical particle’s position. Quantum states exhibiting these localization
properties in phase space are referred to as wave packets [35]. However, when the Hamiltonian
takes a completely general form independent of time, an initially localized wave packet will not
maintain its localization as time progresses. In fact, consider such a Hamiltonian

Ĥ =
p̂2

2m
+ V̂ (1.32)

with
Ĥ |ψn⟩ = En |ψn⟩ (1.33)

In this case, the time evolution of wave function |ψ(t)⟩ found through the Schrödinger equation
ih̄ d
dt |ψ(t)⟩ = Ĥ |ψ(t)⟩ will take the form

|ψ(t)⟩ =
∑
n

cne
−iEnt

h̄ |ψn⟩ (1.34)

It can then be observe that if |ψ(t = 0)⟩ is initially localized, its localization will degrade as
time advances due to the accumulation of relative phases of the different contributions in the
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equation (1.34). These contributions interact, creating regions of constructive and destructive
interference, resulting in an expanded spatial distribution of the probability of finding the parti-
cle associated with the wave function. The wave packet is said to spread. However, to study the
phenomenon of dynamic tunneling that we aim to examine in this paper, the wave packet must
be able to be confined to a region of phase space. Thus, we inquire about means to counteract
the natural dispersion of the wave packet.

Given the form of the wave function (1.34), it becomes apparent that we can recover the initial
and localized shape of the wave packet if all phases e−i

Ent
h̄ simultaneously take the same value,

meaning if all energy levels En are equally spaced [29]. However, this holds true only for har-
monic oscillators, which is far too restrictive. It is through classical mechanics that we can find
a solution. Indeed, a quantum wave packet propagates like the corresponding classical particles.
Consequently, if all classical trajectories in an initial volume of phase space remain well local-
ized during the temporal evolution in this volume, it is reasonable to expect that a wave packet
constructed on this initial volume will also not spread. To maintain generality, we can therefore
consider quasi-periodic classical trajectories that always remain close to a well-defined periodic
orbit [29]. Such trajectories can be easily generated using an external periodic perturbation.
Indeed, as we have just seen, the introduction of such a perturbation into our system leads to
the appearance of resonance islands via the Poincaré-Birkhoff theorem.
These resonance islands are defined by periodic orbits that form around the corresponding sta-
ble points. When a trajectory enters a resonance island, it is influenced by the periodic orbits
residing there. These orbits have the particularity of being stable, meaning that slight pertur-
bations of the initial trajectories are gradually corrected, bringing the trajectories back to the
corresponding periodic orbit. Consequently, any trajectory started near a stable periodic orbit
will remain trapped inside the resonance island, and these islands act as dynamical barriers that
confine the trajectories to a specific region of phase space.

Therefore, the distance between the central stable periodic orbit of the island, which has a period
equal to a multiple of the period of the external driving rT = r2π/ω0, and a trapped orbit in
the same island, will remain limited. Any trajectory in a certain interval around the periodic
orbit, cannot drift away from it, this is referred to as the phase-locking phenomenon [34, 29].
Consequently, the resonance island occupies a finite volume of phase space and traps all trajec-
tories in a region where the internal frequencies are close to the excitation frequency ω0. This
characteristic implies that the entire structure, and not just a few trajectories, is phase-locked.
Thus, if this resonance island is sufficiently large, it will be possible to construct quantum wave
packets locked in phase on the classical orbit and therefore that will not spread. In our system,
a wave packet locked on one of the 2:1 resonances thus results in a periodic motion (clockwise)
of the condensate in the ring trap as illustrated in Fig. 1.6a. The wave packet prepared on the
other island is just delayed by 2π/ω0 compared to this first case (Fig. 1.6b).

The quantum objects that naturally correspond to these particular wave packets are Floquet
states [29]. Indeed, as we have seen earlier, each Floquet eigenstate is associated with a density
of probability in phase space that is strictly periodic in time, with the period of the external
driving. Thus, this density of probability changes shape as time elapses, but regains its initial
shape after each period, thereby maintaining the localization of the wave packet. This charac-
teristic, combined with the ability to construct Floquet states well localized at specific phases of
the excitation field, automatically makes them non-dispersive wave packets.

In summary, creating a non-dispersive wave packet in a time-dependent periodic system amounts
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(a) (b)

Figure 1.6: Motion of the condensate in the ring trap when the wave packet is said to be locked
on a periodic orbit. Both illustrations show the condensate (the red dots) as it is prepared on
each of the resonance islands. In both cases, it will have a regular movement in the trap, and
will remain localized without dispersing. The two different solutions are just delayed by a period
in their evolution.

to finding a localized Floquet eigenstate. Our objective is therefore to find such localized Floquet
states on one of the resonance islands. Thus, we will first have to calculate the Floquet spectrum
by diagonalization of the matrix (1.17), then we will be able to identify the resulting Floquet
states that are located on the resonance islands, and thus identify the states useful for our study,
thanks to their Husimi distributions.
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Chapter 2

Time crystals and ultracold atoms

We have now clearly defined the general configuration that our system will adopt. By focusing
on the 2:1 resonance, we end up with two perfectly symmetrical regular islands, they are marked
in red in the figure 2.1. As a reminder, in this work, we wish to calculate the collective tunneling
rate of the atoms of our condensate between these two regular islands. The aim of this chapter
is then to study in more detail the intrinsic dynamics of our condensate in such a configuration
to understand this phenomenon.

Figure 2.1: Poinacré section constructed for ω0t = π/2 + 2π, n ∀n ∈ Z, of the classical single-
particle dynamics for the model Hamiltonian H = p2/2m + V [1 + δ cos(ω0t)] cos(2πq/L) with
δ = 2, h̄ω0 = 0.5 V and h̄ = 0.1

√
V mL/2π. The 2:1 resonance islands are marked in red.

Hence, we will introduce the Bose-Hubbard model, one of the simplest model describing ultra-
cold interacting atoms trapped in a periodic potential. It provides expressions for the elements
of the effective hopping matrix and the effective atom-atom interaction parameter, which we can
calculate. Once these parameters are evaluated, the Bose-Hubbard Hamiltonian allows us to
make an initial prediction on the time of the collective tunneling phenomenon of a condensate
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of N particles as we will see later.
Then, we will also explain how the consideration of the interaction between particles within the
condensate in this particular setup will lead to a breaking of the symmetry of the system, im-
plying that our system is actually what we call a time crystal.

Before presenting the formalism related to the Bose-Hubbard model, it is necessary to revisit
the theory of Bose-Einstein condensation. We will thus begin by defining this particular state
of matter, the specific properties associated with it, and how we can characterize the dynamics
of the atoms constituting it. Then we will define this model and explain how the tunneling rate
can be calculated from it. Finally, we will end this chapter by introducing the concept of time
crystals and explaining how our system fits into this framework.

2.1 Bose-Einstein condensation
A Bose-Einstein condensate can be seen as a new state of matter that behaves like a coherent
wave, emerging when we have a large amount of particles and when the temperature approaches
absolute zero. Its origin traces back to Einstein’s predictions in 1924-1925 [36, 37], following
Bose’s work in 1924 [38]. Subsequently, in the 1990s, the first experimental realizations of this
phenomenon were achieved by the group of Wieman and Cornell with 87Rb atoms [39] and by
Ketterle’s group with 23Na [40].
The appearance of Bose-Einstein condensates occurs when the quantum properties of matter
must be considered. Indeed, one of the fundamental concepts of quantum physics is the wave-
particle duality. This concept states that each particle is characterized by a wavelength

λdB =
h

p
(2.1)

where h is Planck’s constant and p is the particle’s momentum. This wavelength, known as
the de Broglie wavelength [41], measures the spatial extension of a particle of mass m at the
temperature T . In terms of thermodynamics quantities, we have

λdB =

√
2πh̄2

mkBT
(2.2)

where kB is the Boltzmann’s constant and h̄ is the normalized Planck constant.

We consider a ideal dilute gas (N ≈ 105, ..., 1010) of N indistinguishable particles contained
in a volume v, maintained at temperature T and chemical potential µ. At ambient temperature
and pressures, the typical distance between particles in such a gas is much greater than λdB [9].
In this case, the particles can be considered as points, and their energy distribution can be de-
scribed by the Maxwell-Boltzmann distribution.
However, at lower temperatures, the spatial extensions of the waves associated with the parti-
cles begin to overlap, and quantum properties must be taken into account. Now, the quantum
properties of a quantum gas of indistinguishable particles differ from the classical case.
Indeed, two types of quantum particles are distinguished : bosons and fermions, which are
respectively described by a wave function that is completely symmetric ψ+ and completely anti-
symmetric ψ−. In other words, the permutation of two identical particles results in a factor +1
in the wave function in the symmetric case and a factor −1 in the anti-symmetric case.

ψ±(r1, ..., ri, ..., rj , ..., rN ) = ±ψ±(r1, ..., rj , ..., ri, ..., rN ) (2.3)
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Considerations of these symmetries lead to the following results [25]

• Two fermions cannot occupy the same quantum state, known as Pauli’s exclusion principle.

• In the case of bosons, the probability of finding all particles in the same state is greatly
increased, a phenomenon known as Bose enhancement. And this effect becomes more
visible as the number of indistinguishable particles in the gas increases.

Thus, when quantum aspects are considered, the Maxwell-Boltzmann distribution must be re-
placed by the Bose-Einstein distribution for bosons, and by the Fermi-Dirac distribution for
fermions.

We are only interested in the case of bosons, for which the Bose-Einstein distribution gives
the average occupation number nk of energy level ϵk

⟨ n̄k⟩ =
1

exp
(
ϵk−µ
kBT

)
− 1

(2.4)

which depends only on the temperature T and chemical potential µ. As previously stated, noth-
ing prevents multiple bosons from occupying the same quantum state. Thus, at low temperatures,
a significant portion of the particles occupy the ground state ϵ0.
Furthermore, as the temperature decreases, in order for the average particle density, given by
⟨ ¯̂
N⟩
v =

∑
k⟨ n̄k⟩, to remain constant, µ must adjust itself by approaching ϵ0.

At a certain temperature Tc, a singular behavior occurs; the occupation of the ground state
diverges when µ→ ϵ0, and if µ > ϵ0 it would correspond to an infinite population of the system,
which is not possible. By studying this divergence in more detail, we see that for a temperature
T < Tc, the chemical potential remains constant at µ = ϵ0, and the additional population ac-
cumulates in the ground state. This is the signature of Bose-Einstein condensation, and in this
case, the particles lose their individuality and condense into the ground state, forming a coherent
matter wave. Thus, Tc represents a critical temperature, characterizing a phase transition. This
is illustrated in Fig. 2.2.

Note that a Bose-Einstein condensate can also be prepared in an excited state, not necessarily in
the ground state, either by applying magnetic fields, lasers, or other means of atom manipulation.
In particular, when a condensate is in motion, the atoms composing it are in an excited state.

This state of matter is distinguished by the formation of a coherent matter wave on a large
scale. To describe this long-range coherence, we define the one-body density matrix [42]

n(r, r’) = ⟨ψ̂†(r)ψ̂(r’)⟩ (2.5)

Where ψ̂(r’) is the field operator that destroys a particle at position r, and ψ̂†(r) creates a
particle at position r. If we have {(ϕk)k=0,1,...} an orthonormal basis of the one-body Hilbert
space, the field operators can be expressed as

ψ̂(r) =
∑
k

ϕk(r)âk , ψ̂†(r) =
∑
k

ϕ∗k(r)â
†
k (2.6)

with âk the annihilation operator that destroys a particle characterized by the orbital ϕk(r), and
â†k the creation operator that creates such a particle. So we also have,

nkk′ = ⟨â†kâk′⟩ (2.7)
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Figure 2.2: Sketch of the Bose-Einstein condensation occurring when the spatial extensions of
the bosonic particles sufficiently overlap. We can see the wave behaviour of matter emerging.
This image comes from Ref.[42].

This parameter characterizes the long-range coherent behavior, which distinguishes the Bose-
Einstein distribution from the Maxwell-Boltzmann distribution and allows condensation. Indeed,
if we consider a ideal gas in a normalization volume v = L3, i. e. in a cube with side length L
which serves as a reference volume, in this case

nkk′ =
δkk′

eβ(ϵk−µ) − 1

So,

n(r, r’) = ⟨ψ̂†(r)ψ̂(r’)⟩ =
∞∑

k,k′=0

nkk′ϕ
∗
k(r)ϕk′(r’)

=

∞∑
k=0

ϕ∗k(r)ϕk′(r’)
eβ(ϵk−µ) − 1

=
1

V

∑
ℓ

ei2πℓ(r’−r)/L

eβ(ϵℓ−µ) − 1

If V → ∞, then p = 2πh̄
L → ℓ. And thus, the expression becomes

1

(2πh̄)3

∫
d3p

eip(r’−r)/h̄

eβ(p2/2m−µ) − 1
=

1

v

∫
d3p n(p)e

i
h̄p(r’−r)
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with

n(p) =


v

(2πh̄)3
1

eβ(p2/2m−µ) − 1
if T > Tc

v

(2πh̄)3
1

eβ(p2/2m) − 1
+N0δ(p) if T < Tc

(2.8)

Indeed, we know that for the Bose-Einstein distribution, n(p) is a smooth function above the
temperature Tc and thus the one-particle density matrix vanishes for |r− r’| → ∞. However, we
know that a divergence appears at Tc and below, which results in the presence of a delta function
in expression (2.8). Thus,

n(r, r’) →


0 if T > Tc

N0

v
if T < Tc

(2.9)

And the long-range behaviour is explicit. It is called "off-diagonal long-range order" [43].

These Bose-Einstein condensates are achieved at temperatures scales ≈ 1µK. Several tech-
niques must then be employed to trap and cool atoms. Laser cooling technique traps atoms
by using cycles of absorption and spontaneous emission of a photon by an atom, which also
allows reaching a temperature of 10µK but not going below [25]. Then, a second technique,
evaporative cooling, is used. This technique removes the most energetic atoms from the trap
via radio-frequency radiation. More details can be found in [44]. Alkali atoms are an interesting
species of atoms for the experimental construction of such a state of matter; they have a single
valence electron whose magnetic moment can interact with an external magnetic field.

Note also that to achieve such a state with a gas of N particles, it is important that this gas be
dilute to prevent phase transitions to liquid or solid configurations, even at such low temperatures.

To summarize, in a Bose-Einstein condensate, bosons behave collectively, they are all in the
same quantum state. This collective behavior leads to interesting phenomena such as superflu-
idity, where matter can flow without friction [45].

2.2 Interactions in the condensate
In the condensate, atoms interact not only with external fields used for trapping and cooling,
but also with each other. However, atoms are intrinsically neutral, so the interaction is relatively
weak, but it cannot be completely neglected in such a configuration where a large fraction of the
atoms condense into the same quantum state. Given that the gas of ultracold atoms is dilute, it
is reasonable to primarily consider interactions between two atoms, while three-body collisions
can be safely ignored.

Therefore, the interaction between atoms in the condensate can be reduced to the collision
process between two atoms and can be modeled by a potential of the form U(r, r’) depending on
the positions of the two particles r and r’ considered. In this two-body scenario, it is convenient
to study the system in the center-of-mass coordinates defined by (r + r’)/2, and in the relative
coordinates r̄ = |r− r’|. In reality, the interaction depends only on the relative distance between
the two particles, thus U(r, r’) = U(r̄).
In the center-of-mass coordinates, the wave function behaves like a free particle, so it is charac-
terized by plane waves. However, an interesting behavior emerges when considering the relative
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coordinates. In this context, the wave function ψ is described by an ordinary Schrödinger equa-
tion in which U is treated as an external potential. Essentially we find ourselves in the well-known
case of the scattering process of a particle in a central potential U , as schematize in Fig. 2.3.

(a) (b)

Figure 2.3: (a) Sketch of the 2-body scattering process. (b) This process can be considered as a
one-body scattering process in a central potential U in the relative coordinates r̄.

It is thus possible to write the wave function as a coherent superposition of an incident plane
wave (assumed too be oriented along the z̄ axis in the relative coordinates) and a scattered part
see Fig. 2.4b. By considering that the potential is spherically symmetric, that U → 0 when
r̄ → ∞ sufficiently rapidly, and that initially, the wave packet is far from the potential, we have
[44, 45]

ψ(r̄) = eikz̄ + a(θ)
eikr̄

r̄
(2.10)

Where a(θ) is the scattering amplitude that depends only on θ, the scattering angle1 represented
in the figure 2.4a, and where k is the wave vector. This is the angle between the incident motion
and the motion after scattering.

(a) (b)

Figure 2.4: Graph (a) represents the scattering angle θ. Graph (b) is a sketch of the initial
incident wave and the wave scattered by the central potential U.

1Since we consider a spherically symmetric potential
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We would now like to obtain the expression for this scattering amplitude a(θ), focusing on low
energies. Here, we strongly summarize the development to arrive at the desired expression, but
more details can be found in [25, 46].
We can observe that this coefficient depends only on δl which corresponds to a phase shift of
the wave function relative to the potential U . We have δl = 0 if U(r̄) = 0 ∀r̄. Then, δl → 0
for k → ∞ because we are in the low energy regime, and so we look at δl in the limit k → 0.
We examine the behavior of δl for different values of l as a function of k [46], if we consider a
diffusion potential that decreases in U ∝ −r−n with n > 3,

δl ∝

{
k2l+1 : 2l + 1 < n− 2

kn−2 : 2l + 1 ≥ n− 2
(2.11)

And so, we find that δ0 increases linearly with k and thus the ratio δ0/k remains constant in the
limit k → 0. While for l > 0, δl increases more rapidly with k, these components then disappear
in the limit k → 0. Therefore, a(θ) can be considered as a constant as = δ0/k. This constant
is the scattering length of s-wave and thus fully describes the low-energy collision between two
atoms. The scattering wave function then becomes

ψ(r̄) = eikz̄ − as
r̄
eikr̄

k→0
= 1− as

r̄
(2.12)

Here is a table with typical values of as for alkali atoms

7Li 23Na 87Rb 85Rb
as[aB ] −30 20 100 −370

Table 2.1

Where the values are given in unit of the Bohr radius aB = 5.29× 10−2 nm. It is worth noting
that as can be positive or negative. A negative as corresponds to an attractive interaction be-
tween atoms and a positive as to a repulsive interaction. It is experimentally possible to build
a Bose-Einstein condensate in the attractive case, but this situation is more unstable than the
repulsive case, as this attraction can lead to the collapse of the condensate onto itself via the
appearance of three-body collisions.

Furthermore, the s-wave scattering length therefore represents the typical distance at which
atoms interact. With d denoting the typical inter-atomic distance in the ultracold atom gas, the
condition of dilute gas is

|as| << d (2.13)

This means that for a typical separation d, atoms do not see each other. It is then convenient
to get rid of all the details of the atom-atom interaction, and to model it by a contact potential

U(r, r’) = gδ(r − r’) (2.14)

We can make this replacement as long as this new potential gives us the expected as. Then we
have the following relation between g and as [47]

g =
4πh̄2as
m

(2.15)
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where m is the mass of the atomic species considered.

We now seek to obtain the equation governing the dynamics of a Bose-Einstein condensate.
Considering the two-body interaction, the Hamiltonian of the system is

Ĥ =

∫
d3r ψ̂†(r)(

−h̄2

2m
∆+ V (r))ψ̂(r) +

1

2

∫
d3r

∫
d3r′ψ̂†(r)ψ̂†(r’)U(r − r’)ψ̂(r)ψ̂(r’) (2.16)

where ψ̂†(r) and ψ̂(r) are the field operators described earlier (2.6) and V (r) represents the
trapping potential. We are still in the regime of low temperatures ≈ 1µK, and as we have just
shown, for dilute gases |as| << d, we can approximate the shape of U by (2.14). Moreover we can
make the Hartree ansatz by assuming that all atoms share the same normalized single-particle
orbital ϕ(r) [48]. We can then define the condensate wavefunction of a gas of N atoms by

ψ(r) =
√
Nϕ(r) (2.17)

This function represent the collective state in which each particle is located and consequently
|ψ|2 would represent the density of condensed atoms [48]. And so, to describe the dynamics of
the condensate, all we need to do is describe the time evolution of this particular function. We
then have the Gross-Pitaevskii equation for ψ

−h̄2

2m
∆ψ(r) + V (r)ψ(r) + g|ψ(r)|2ψ(r) = µψ(r) (2.18)

where µ is the chemical potential of the condensate. This equation is a nonlinear Schrödinger
equation that describes the collective dynamics of the condensate.
It can be obtained by the variational principle for the optimal choice of ψ. We have to minimize
the functional H [ψ]− µN [ψ] with

H [ψ] =

∫
d3r

(
h̄2

2m
|∇ψ(r)|2 + V (r)|ψ(r)|2 + 1

2
g|ψ(r)|4

)
(2.19)

N [ψ] =

∫
d3r |ψ(r)|2 −N (2.20)

Where N is the number of particles in the condensate. This approach can be easily generalized
to describe time-dependent phenomena, such as the evolution of a condensate in the presence of
a time-dependent potential V (r, t) [49], as discussed in this study. We have the time-dependent
Gross-Pitaevskii equation

ih̄
∂

∂t
ψ(r, t) =

−h̄2

2m
∆ψ(r, t) + V (r, t)ψ(r, t) + g|ψ(r, t)|2ψ(r, t) (2.21)

Finally, note that when atom-atom interactions are neglected, i.e. for g = 0, the Gross-Pitaevskii
equation reduces to an ordinary Schrödinger equation. This equation predicts a state of the
condensate that adopts a Gaussian shape, when it is confined in a harmonic trap. However,
when atom-atom interactions are taken into account, the shape of the condensate can significantly
diverge from the Gaussian shape anticipated in the absence of interactions. Thus, the effects of
these interactions manifest as alterations to this Gaussian profile. In other words, atom-atom
interactions influence the spatial structure of the condensate, giving it a different organization
than the one predicted by a model without interactions [47].
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2.3 Bose-Einstein condensate in a waveguide
Let’s revisit the configuration of our trap. The motion of our condensate within it can be
illustrated like in the figure 2.5.

Figure 2.5: Sketch of the ring trap. This clearly shows that the condensate only moves in the
direction of the x and remains confined in the two transverse directions y and z.

We immediately notice that the motion can be reduced to one-dimensional motion along the
x direction. This means we can approximate the condensate as being subjected to a harmonic
trap potential in the transverse directions (along y and z for example). This trap potential is
considered isotropic and is associated with a frequency w⊥ in both of these directions. While
there is no longitudinal confinement (along x). We also approximate that the curvature of the
trap can be ignored along this direction.
Therefore, the condensate wave function ψ(r) can be decomposed as

ψ(r) = ψ⊥(y, z)ψ(x) (2.22)

In this case, we consider that ψ⊥(y, z) corresponds to the transverse ground state, which is a
Gaussian function of the form [50]

ψ0,⊥ =
1√
πσ⊥

e
−y2

2σ2
⊥ e

−z2

2σ2
⊥ (2.23)

with σ⊥ =
√

h̄
mω⊥

, as the transverse trapping potential is assumed to be harmonic.
Then, in order to obtain a one-dimensional Gross-Pitaevskii equation, the three-dimensional
equation (2.18) is projected onto the transverse ground state .Note that the potential V (r) can
also be decomposed as V (r) = V⊥(y, z)V (x), and by projecting onto the transverse part, only
the component V (x) remains relevant2. We find straightforwardly

−h̄2

2m

∂2

∂x2
ψ(x) + V (x)ψ(x) + g1D|ψ(x)|2ψ(x) = µψ(x) (2.24)

2We are restricting ourselves to a one-dimensional Hilbert space
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In which only the interaction term undergoes a significant change due to the presence of the
modulus square of the wave function |ψ(r)|2 in that term. Thus, the coefficient g characterizing
this interaction differs depending on whether one or more dimensions are considered. In the case
of the problem reduced to one dimension, we write it g1D to differentiate it from (2.15). We will
determine its exact expression in the next section where we will need it to find the form of the
effective interaction parameter in the Bose-Hubbard model.

And so, in conclusion, the study of the dynamics of our condensate can be reduced to a one-
dimensional problem because of the specific shape of the trap in which it lies.

2.4 Bose-Hubbard model
Historically, the Hubbard model was introduced to study interacting electrons in a solid [51].
However, as we have mentioned before, the system under consideration here is a time crystal.
By analogy to solid crystals, this system is defined as one with a periodic potential, but this
periodicity is in time rather than in space as we will see in the next section. In this system, it
is ultracold atoms, rather than electrons, that are trapped. The Hubbard model can be adapted
to describe ultracold bosonic atoms interacting and trapped in a periodic potential, which is
referred to as the Bose-Hubbard model [52, 53, 54]. Therefore, it is possible for us to derive this
model to describe our system.

Indeed, our condensate is trapped in a ring trap, obtaining such a configuration requires precise
steps that we won’t detail here, but interested readers can find more information on this topic
in [55, 56, 57]. But, as it is now well established, we know that, in addition to the trap potential,
we have a periodic modulation of its amplitude, and, in this section, we will simply denote by
V (x, t) the potential relative to this trap and its periodic modulation. This potential is thus
time-periodic and it can be associated with a double well potential, as we know after Chapter 1
that the presence of the modulation results in the formation of two resonance islands in the case
of the 2:1 resonance. In practice, the condensate atoms will only populate the sites corresponding
to these wells, i.e., the stable solutions.
So, recalling the conclusion of the previous section, the system’s Hamiltonian can be written as

Ĥ =

∫
dxψ̂†(x)

(
−h̄2

2m

∂2

∂x2
+ V (x, t)

)
ψ̂(x)

+
1

2

∫
dx

∫
dx′ ψ̂†(x)ψ̂†(x′)U(x− x′)ψ̂(x)ψ̂(x′)

(2.25)

And, if we consider a single-particle orthonormal basis (ϕk(x))k=1,2,... in which the two wave
functions ϕ1(x) and ϕ2(x) are localized in each of the potential wells. Given what we know
about the configuration of the system, we can make a two-mode approximation [48], assuming
that the populations of all other orbitals can be neglected. Note that the two modes ϕ1(x)
and ϕ2(x) are actually quasimodes, as we will see in the next section. Although we know that
in this work we limit ourselves to the case of a 2:1 resonance, we can generalize the following
development to the case where we have Ns resonances and Ns quasimodes localized on them.
Then, the field operators can be approximately defined as

ψ̂(x) =

Ns∑
j=1

ϕj(x)âj (2.26)
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ψ̂†(x) =

Ns∑
j=1

ϕ∗j (x)â
†
j (2.27)

Where, therefore, Ns is the number of sites. Then, âj is the operator associated with particle
annihilation at site j, and â†j is the operator associated with particle creation at such a site.
Moreover, as mentioned previously, at low energies, atom-atom collisions are described by the
s-wave scattering length as.
Thus, the Hamiltonian can now be written as

Ĥ =

Ns∑
i,j=1

Hij â
†
i âj +

1

2

Ns∑
i,j,k,l=1

Uijkl â
†
i â

†
j âkâl (2.28)

with

Hij =

∫
dx ϕ∗i (x)

(
−h̄2

2m

∂2

∂x2
+ V (x, t)

)
ϕj(x) (2.29)

Uijkl = g1D

∫
dx ϕ∗i (x)ϕ

∗
j (x)ϕk(x)ϕl(x) (2.30)

And in order to obtain the Bose-Hubbard Hamiltonian, we need to make a few more assumptions
[9, 58]. First, the different matrix elements considered are assumed to be real. Then, note that
the parameter Hij can be divided into two parts. If j = i,

Hii =

∫
dx ϕ∗i (x)

(
−h̄2

2m

∂2

∂x2
+ V (x, t)

)
ϕi(x) (2.31)

represents the on-site energy of the system, it will be noted ξi = Hii. Whereas if j ̸= i, the
term represents the hopping parameter. Then we have the second assumption which states that
this hopping is restricted to the nearest neighboring sites. Which means that if the lattice is
one-dimensional, we have

Hi,i+1 ̸= 0 et Hi,i+l = 0 ∀l ≥ 2 ∀i

So, we denote

−Ji ≡ Hi,i+1 =

∫
dx ϕ∗i (x)

(
−h̄2

2m

∂2

∂x2
+ V (x, t)

)
ϕi+1(x) (2.32)

Next, we assume that the two-body interaction is restricted to particles at the same site. Meaning
that non-local interactions are neglected

Uijkl ̸= 0 ⇔ i = j = k = l

Thus, if we consider a dilute gas of ultracold atoms, then the interaction can be modeled by a
contact potential as (2.14), we have

Ui ≡ Uiiii = g1D

∫
dx |ϕi(x)|4 (2.33)

Then, we obtain the Bose-Hubbard Hamiltonian

Ĥ = −
Ns∑
l=1

Jl(â
†
l âl+1 + â†l+1âl) +

1

2

Ns∑
l=1

Ulâ
†
l â

†
l âlâl +

Ns∑
l=1

ξlâ
†
l âl (2.34)
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In the case of a periodic boundary conditions, we have âNs+1 = â1.

In our case, Ns = 2, and thus the hopping matrix only have one element, denoted as J . Further-
more, as our system is a time crystal, we have a perfect symmetry of the potential wells, and
thus, we can assume ξ1 = ξ2 ≡ ξ and U1 = U2 ≡ U . And then,

Ĥ = −J(â†1â2 + â†2â1) +
1

2

2∑
l=1

Uâ†l â
†
l âlâl +

2∑
l=1

ξâ†l âl (2.35)

Our goal is to obtain the form of this Hamiltonian, because, as we will see, a straightforward
diagonalization of its resulting form yields a first quantitative prediction for the collective tunnel-
ing time. We must calculate the effective hopping matrix element and the atom-atom interaction
parameter of this model for our two quasimodes.

The hopping between the two potential wells is determined by the splitting of the eigenval-
ues corresponding to the two states localized on the resonances.

Indeed, as we have seen, the eigenvalues of our system are obtained through Floquet calcu-
lations corresponding to the Hamiltonian (1.1), which describes the dynamics of the condensate
in the ring. This amounts, in our model (2.35), to diagonalizing the matrix

M =

(
ξ −J
−J ξ

)
(2.36)

Where, in order to determine the value of J , we assume that the atom-atom interaction U is
zero, essentially treating the system as if it contained only a single particle.
The eigenvalues of this matrix are obtained by finding the roots of its characteristic polynomial

det(M − λI) = 0 (2.37)

⇔ det

(
ξ − λ −J
−J ξ − λ

)
= 0

⇔ (ξ − λ)2 − J2 = 0 ⇔ (ξ − λ)2 = J2

(ξ − λ) = ±J

We then have two distinct solutions, which we denote as λ1 and λ2

λ1 = ξ + J , λ2 = ξ − J (2.38)

And thus, the splitting between these two eigenvalues is

|λ2 − λ1| = |2J | (2.39)

Next, we aim to calculate the effective atom-atom interaction parameter. As mentioned earlier,
this parameter is equivalent on both sites, so we can calculate it for either one without loss of
generality. For instance, let’s compute U for the quasimode ϕ1(x). We have,

U = g1D

∫
dx |ϕ1(x)|4 (2.40)
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with g1D the coefficient that describes the interaction for one dimension. However, we don’t know
its expression, so we have to determine it. To do this, let’s go back to the three-dimensional
problem, as we know the form of g in this case, we have

U = g

∫
d3r |ϕ1(r)|4 (2.41)

But, as we have seen in the previous section, ϕ1(r) can be decomposed as ϕ1(r) = ϕ1,⊥(y, z)ϕ1(x)
with

ϕ0,⊥ =
1√
πσ⊥

e
−y2

2σ2
⊥ e

−z2

2σ2
⊥ (2.42)

Hence, the interaction parameter is

U = g

∫
dx |ϕ1(x)|4

∫
dy dz |ϕ0,⊥(y, z)|4 (2.43)

We can then calculate the second integral of this expression by injecting (2.42) in it. Indeed, this
leads us to Poisson integrals for which the solution is well established∫

dy dz |ϕ0,⊥(y, z)|4 =
1

π2σ4
⊥

∫
dy e

−2y2

σ2
⊥

∫
dz e

−2z2

σ2
⊥ (2.44)

=
1

π2σ4
⊥

√
πσ⊥√
2

√
πσ⊥√
2

=
1

2πσ2
⊥

(2.45)

Then, remembering the form of g and σ⊥, we find the final form of the one-dimensional atom-
atom interaction

U =
4πh̄2as
m

mω⊥

2πh̄

∫
dx |ϕ1(x)|4 = 2h̄ω⊥as

∫
dx |ϕ1(x)|4 (2.46)

And,
g1D = 2h̄ω⊥as (2.47)

Thus, to calculate the effective atom-atom interaction parameter, along with the frequency of
the transverse trap potential and the s-wave scattering length of the atomic species considered,
we need informations about the spatial localization of one of the state of the single-particle basis
corresponding to one of the two resonances.

Let us also note that, as you may have noticed, the computation of these two parameters can
be done within the one-particle formalism. Indeed, when computing the hopping, the interac-
tion is considered null, and in the computation of the interaction parameter, we only need the
one-particle basis states. And, once these parameters are calculated, we obtain, as wanted, the
form of the effective two-sites Bose-Hubbard Hamiltonian. Then, when still considering a single
particle, the hopping parameter (2.39) that we have already calculated corresponds to the tun-
neling rate we are looking for.
However, this scenario changes when dealing with N particles. In this case, we turn to the
Fock space where the states are labeled |n1, n2⟩ with n1 and n2 = N − n1 being the occupation
numbers of the quasimodes [59]. The Fock space is then the space whose basis is formed by all
these states, so that for N particles, this space has a N + 1 dimension. Neglecting the on-site
energy ξ, the matrix elements of the Bose-Hubbard Hamiltonian, in this basis, are then given by

⟨n1, n2| Ĥ |n′1, n′2⟩ = −J
[√

n′2(n
′
1 + 1)δn1,n′

1+1δn2,n′
2−1 +

√
n′1(n

′
2 + 1)δn1,n′

1−1δn2,n′
2+1

]
+
1

2
U
[
n′1(n

′
1 + 1)δn1,n′

1
δn2,n′

2
+ n′2(n

′
2 + 1)δn1,n′

1
δn2,n′

2

] (2.48)
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If we assume an even number of particleN , the middle element corresponds to ⟨N/2, N/2| Ĥ |N/2, N/2⟩,
and the form of the Bose-Hubbard Hamiltonian in this case is then,

Ĥ =



. . .
...

...
...

· · · 1
2U(N

2

2 +N + 2) −J
√

N
2 (

N
2 + 1) · · · · · ·

· · · −J
√

N
2 (

N
2 + 1) 1

2UN(N2 + 1) −J
√

N
2 (

N
2 + 1) · · ·

· · · · · · −J
√

N
2 (

N
2 + 1) 1

2U(N
2

2 +N + 2) · · ·
...

...
...

. . .


(2.49)

It is a tridiagonal matrix, with coupling terms that couple the states |N − n, n⟩ and |N − (n+ 1), n+ 1⟩,
∀n ∈ {0, ..., N}, which is the coupling represented by the hopping parameter calculated ear-
lier (2.39). However, the process of interest in this work is the collective tunneling experienced
by the N particles forming the condensate. Therefore, we need the splitting between the energies
of the states |N, 0⟩ and |0, N⟩. This is easily obtained from expression (2.49). Indeed, by diag-
onalizing this matrix, we obtain the eigenvalues and eigenvectors related to the different Fock
states, allowing us to directly calculate the difference between the eigenvalues of the two state of
interest.

So, in summary, in order to get the tunneling rate we need to calculate these two parame-
ters, (2.39) and (2.40), before diagonalizing the resulting Bose-Hubbard Hamiltonian matrix. It
is these calculations that will occupy us in the practical part of this work.

2.5 Time cristals
In the quantum description we know that it will be possible to find localized wave packets moving
along one of the periodic orbits of the nonlinear resonances without spreading. We also know
that the quantum objects corresponding to this kind of wave packet are Floquet states but, due
to the perfect symmetry between our two islands, a single wave packet prepared on one of these
cannot form a Floquet state.

To understand this observation, let’s consider the absence of interaction between the particles
constituting our condensate. In this case, we have a single-particle problem. The invariant tori
that appear are distinct duplicates of the same structure, connected by a symmetry relation given
the way they are defined by the Poincaré-Birkhoff theorem [12]. Thus, the energy levels corre-
sponding to these islands are quasi-degenerate doublets, separated by a value h̄w/2+ J where J
is the tunneling rate [14]. So, after a time h̄/J , a wave packet prepared on one of the islands will
tunnel to the position of the missing wave packet. This situation is therefore not stable, and the
periodic solutions in time must be a superposition of the two wave packets propagating along
the periodic orbits that exchange their position after a period T . Two wave packets can form
two different orthogonal superposition, and thus, we have two such Floquet states.
Another way to understand the existence of solutions in the form of a superposition is that a
wave packet prepared along one of the classical resonance orbits with a period twice as long as
the period T of the Floquet states, which has the same period as the Hamiltonian by definition.
While with a superposition of such two wave packets moving with a period 2T , we find again the
period T of the system. The recovery of this period with the superposition is clearly visible when
studying properties of the system such as the temporal evolution of the condensate position in
the ring trap or the probability density of measuring a particle as shown in the figures Fig. 2.6
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and Fig. 2.7.

(a)

(b)

Figure 2.6: The periodic behaviour over time of the ring trap configurations when we have (a)
a wave packet prepared on one of the resonance islands or (b) the superposition. It can be seen
that in the latter case, the motion is periodic of period T , whereas a single wave packet prepared
on one of the two islands has a periodic motion of double period.

However, interactions between particles cannot be neglected in a Bose-Einstein condensate, and
the single-particle problem formalism is not applicable. In the mean-field approximation, all
atoms occupy the same single-particle wave function, which is a solution of the Gross-Pitaevskii
equation (2.21), as we have just discussed. We then use the Fock formalism [59], which allows
us to coherently describe quantum states involving N particles. In this formalism, the states are
denoted |n1, n1⟩ where n1 and n2 = N − n1 are the numbers of particles occupying the states
corresponding to the resonance islands.
Considering the two mode approximation made earlier, and that the eigenstates of the Hamil-
tonian corresponding to the many-body Floquet states must also respect the symmetry of this
Hamiltonian, the mean field approximation doesn’t accurately describe our situation, and the
many-body state is given by the NOON state [8, 61, 5]

|ψ⟩ = |N, 0⟩+ |0, N⟩√
2

(2.50)

By representing the two resonance islands as a double-well potential, the various possible config-
urations of our system are depicted in Fig. 2.8. A wave packet prepared on one of the two islands
alone is shown in Fig. 2.8a and Fig. 2.8b, while the NOON superposition can be visualized as
depicted in Fig. 2.8c.
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(a) (b)

Figure 2.7: These graphs from ref. [60] show the periodic behaviour of the probability density in
the case of (a) a wave packet prepared on one of the resonance islands or (b) the superposition.
These measurements are made in the frame of an atom bouncing on an oscillating mirror. In (a)
we can clearly see the periodic behaviour of period 2T while the behaviour of period T is recover
in the case of the superposition (b).

(a) (b)

(c)

Figure 2.8: Visualization in a double-well potential of (a)-(b) a wave packet prepared on one of
the resonance islands and (c) of the NOON superposition of two wave packets prepared each on
one of the regular islands
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However, the experimental preparation of this state that reflects the symmetry of the system is
very complicated because it involves preparing a macroscopic superposition of two Bose-Einstein
condensates each localized in different potential wells. It requires a perfectly equal distribution
of the number of particles between these wells, and the loss of a particle is enough to break the
symmetry and for the remaining particles to accumulate in one of the two wells. And thus, for
example, the measurement of a particle in one of the two states of the NOON-superposition (2.50)
leads to the collapse of the other quantum states into the same state [60][14]. It is then said
that the symmetry of the system is broken. More precisely, we speak of spontaneous breaking of
temporal translation symmetry τ . Therefore, because of our classical view of things, we actually
observe only these states that break this τ symmetry. The system is then what is called a discrete
time crystal.

Before explaining what a discrete time crystal is and what is meant by spontaneous symme-
try breaking, let us note that after the collapse of the system into one of the two states, |N, 0⟩ or
|0, N⟩, the system is robust to other measurements and other perturbations. It evolves in time
with the period 2T [14].
Indeed, taking into account the interaction among the condensate particles, the chemical poten-
tial of the well in which all the condensate atoms have collapsed is altered by the value of this
interaction. As a result, if the interaction is large enough (U > J), the chemical potentials of the
two wells are no longer equal and the atoms of the condensate will no longer tunnel individually
towards the other resonance. The sequential tunneling observed earlier and occurring at intervals
of h̄/J , is suppressed, this is known as quantum self-trapping.
However, in the real many-body dynamics of the system, this trapping phenomenon is "over-
ruled" and the condensate will still tunnel from one resonance to the other, but only if all the
particles tunnel together leading to a collective tunnel, and this phenomenon is very slow [48, 9].

2.5.1 Definition and spontaneous symmetry breaking
So, what is a time crystals ? The notion of solid crystal is well known; structures in which
constituent atoms follow a regular arrangement in space, due to the mutual interactions between
these atoms that then reorganize into a periodic structure. In 2012, F.Wilczek wondered whether
a similar structure could exist in the time domain [62]. In other words, is it conceivable to have
a structure that exhibits a repetitive pattern not in space, but in time ? However, this notion
seems somewhat problematic, as systems with temporal periodicity are not entirely new. We can
mention, for example, the Earth, which regains its orientation every 24 hours, pendulum clocks,
and many other. It is then necessary to note that in reality, as F.Wilczek says in [63]: "if it is the
symmetries that are at the origin of the aesthetic character of crystals, it is the lack of symmetry
in the mathematical sense of these objects that defines them in the eyes of physicists". Returning
to the familiar case of solid crystals, the self-organization of atoms during their formation is a
quantum phenomenon tied to the spontaneous breaking of translation symmetry in space [64].
When a liquid or gas cools to form a crystal, the resulting solution, derived from the laws of
physics, describe a crystal with less symmetry than the laws themselves. Let’s consider the solid
state Hamiltonian

Ĥ =

N∑
i=1

p̂i
2

2mi
+

1

2

N∑
i ̸=j

Uij(ri − rj) (2.51)

Which describes N particles interacting within a finite volume with periodic boundary condi-
tions. A periodic state in space cannot be the ground state of this many-body system because it
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would break the spatial translation symmetry. Indeed, we see that if we shift all atom positions
ri by the same vector R, the expression (2.51) does not change given that it depends only on
the relative distance between these atoms. This indicates that the system possesses a continu-
ous spatial translation symmetry. Formally, a system possesses a symmetry when the operator
T̂ associated with this symmetry commutes with the Hamiltonian, [Ĥ, T̂ ] = 0, implying that
the eigenstates ψn(r1, ..., rN) of Ĥ are also the eigenstates of T̂ . Therefore, the eigenstates of
the system must reflect the same symmetry as the system itself, or equivalently, the probability
density of the measurement of a single particle, ρ1, must be uniform in space if the system is
prepared in the ground state. That is to say, we must have for a crystal of N atoms

ρ1(r1 +R) =

∫
d(r2 +R)...d(rN +R)|ψn(r1 +R, ..., rN +R)|2

=

∫
dr2...drN|ψn(r1, ..., rN)|2 = ρ1(r1)

(2.52)

Nonetheless, when observing the system defined by Hamiltonian (2.51), we see a periodic crys-
talline structure in space. The states corresponding to this structure no longer possess continuous
translation symmetry. To reproduce the same structure, we cannot translate atom positions by
any vector R but only by a vector whose norm is equal to the distance between the atoms d,
as illustrated in Fig. 2.9. Consequently, the crystal has a reduced degree of spatial translation
symmetry. And if this structure is visible while ρ1 must be uniform in space, it is because the
two-point correlation function,

ρ2(r1, r2) =

∫
dr3...drN|ψn(r1, ...rN)|2 (2.53)

is not necessarily uniform [60]. Moreover, it represents the probability of finding a particle at a
position r2 given that a first particle has been detected at a given position r1. So, if ρ2 displays
periodic behavior of r2 for a fixed r1, it indicates a crystalline structure. Therefore, the mea-
surement of a single particle allows us to detect this periodic organization3. That is why we say
that the symmetry breaking is spontaneous.

In summary, spontaneous symmetry breaking, characteristic of crystalline structures, occurs
when the equations describing a system possess a certain symmetry, yet the system spontaneously
chooses a solution that breaks this symmetry. This effect is manifested through a vulnerability
of the eigenstates of exact symmetry to weak perturbations, such as measurements or coupling
with the environment [64]. Consequently, a time crystal, as conceived by Wilczek, is a time-
independent system that spontaneously adopts periodic motion in time, even in its lowest state.
That is to say, it is a system in which temporal translation symmetry is broken [62].

Temporal translation symmetry τ is undeniably one of the most fundamental symmetries, as
it expresses the principle that a system’s physical properties remain unchanged when the direc-
tion of time is reversed. Hence, for instance, a many-body time-independent system4 possesses
this continuous symmetry if, when prepared in an eigenstate |ψn⟩ of energy En, the probability
density of detecting particles at a fixed position in configuration space remains constant over time.
And, according to Noether’s theorem, which states that for every symmetry there corresponds
a conserved quantity, τ corresponds to the conservation of energy. So, when this symmetry is
broken, energy is no longer conserved and ceases to be a useful characteristic in describing the

3Because it provides us with information on the spatial distribution of the other particles in the system
4All time-independent systems possess continuous temporal translation symmetry
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Figure 2.9: Illustration of the spatial translational symmetry of a two-dimensional crystal from
the ref [63]. The atoms represented by the pink dots are spaced by a distance d, so if we translate
the atoms by a vector other than d, we do not find the pink structure but we find ourselves in
the situations represented by the blue lines

system.

Thus, the experimental observation of a many-body time-independent system, prepared in its
ground state, being able to transition to periodic motion over time under the influence of a
weak perturbation, would manifest as periodic behavior in the probability density of measuring
the system at a fixed point in configuration space over time. In this case, temporal translation
symmetry is said to be discrete. More formal definitions of time crystals can be found in [65]
and [66]. The theoretical realization of systems exhibiting this property has been demonstrated
in numerous articles. For example, in [16] it is shown that a classical system can reveal periodic
motion in the lowest-energy state, while in the article [62] the idea of quantum time crystal is
presented. In this latter work, Wilczek considers N bosons interacting attractively in a ring
in the presence of a magnetic flux α, called an Aharonov-Bohm ring, whose Hamiltonian thus
possesses continuous temporal translation symmetry. He then predicts that for an appropriate
value of the flux α, the particle density will exhibit periodic motion along the ring, persisting
indefinitely as N → ∞. Other configurations yielding similar results have been considered, such
as in [67] where Li and his colleagues propose to examine ions in a ring, under conditions where
the ions’kinetic energy is significantly lower than the Coulomb potential energy between them.

Nevertheless, P. Bruno quickly demonstrated that under fairly general conditions, the sponta-
neous breaking of continuous temporal translation symmetry is not possible in a time-independent
system prepared in the ground state [68], a result later reaffirmed in [69]. However, it has been
shown that this spontaneous breaking can be observed when a time-independent many-body
system is prepared in an excited eigenstate [70]. We will not elaborate on this possibility, as
another avenue, inspired by Wilczek’s idea, captures our attention.

2.5.2 Discrete Time Crystal
After the realization that the time crystals originally envisioned by Wilczek were not a realistic
concept, a revised version of these crystals was proposed by Sacha in 2015 [14], known as discrete
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or Floquet time crystals. While it is not possible for a system prepared in its ground state to
transition from continuous τ symmetry to discrete τ symmetry, the question arose; would it be
possible to transition from a discrete τ symmetry to another discrete τ symmetry with a different
period ? The periodically driven systems, which have captivated our interest since the beginning
of this work, are systems possessing a discrete τ symmetry. Sacha then posed the question of
whether a periodically driven many-body system, prepared in a Floquet state, could sponta-
neously reorganize over time and evolve with a period distinct from that of the driving. He then
demonstrated, using a setup involving ultra-cold atoms bouncing off an oscillating mirror in the
presence of the gravitational field, that such a transition is indeed possible [14]. Other methods
for creating these discrete temporal crystals have been proposed in driven spin systems [71], and
the existence of this crystallization phenomenon in the time domain has been experimentally
validated in [72] where researchers succeeded in creating one in their laboratory5. The three
different types of temporal translation symmetry that we consider are shown in Fig 2.10.

Therefore, despite the expectation that a periodically driven system in its steady state would
synchronize with the external driving, it turns out that, owing to the mutual interactions among
particles, the system prefers to follow a periodic motion with a period different from that of the
driving. This phenomena defines discrete temporal crystals and corresponds to the situation of
our system described earlier.

(a) (b) (c)

Figure 2.10: Probability density plot as a function of time t/T , where T is the period of the
driving, to represent the temporal translation symmetry τ in three cases: (a) continuous, (b)
discrete with the period of the driving T, and (c) discrete with a different period than that of
the driving.

As a result, we observe a broken symmetry state |N, 0⟩ moving periodically along a 2:1 resonance
orbit. This state will still be able to tunnel to the other resonance island, but at a significantly
slower pace as we explained earlier. This process constitutes the focus of our investigation and
is the subject of the next Chapter. Hence, more than generating chaos in our system as we have
seen in the first Chapter, the periodic perturbation δ cosω0t allows the formation of a discrete
temporal crystal. Although it is similar to a static double-well potential configuration, it provides
an optimal arrangement for studying the dynamic tunneling effect of our Bose-Einstein conden-
sate. The perfect symmetry of the regular islands is an intrinsic property of such a system, and
its maintenance is essential for studying this phenomenon, which is not trivial in the case of the
static double-well.

5Such systems can also exhibit solid-state phenomena in the time domain[60]
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Chapter 3

Dynamical tunneling

As a reminder, the objective of this work is to calculate the tunneling rate of our condensate
when it is prepared on one of the resonance islands. In this case, as we have explained earlier,
due to the interactions between the particles of this condensate, we are in a self-trapping regime
where the sequential tunneling of individual atoms is suppressed. However, the entire conden-
sate can undergo what is called collective tunneling to the other island. This chapter therefore
focuses in more detail on the study of this collective tunneling. We have already explained in
Section 2.4 how we will practically be able to calculate the corresponding tunneling rate for this
phenomenon, the purpose of this chapter is not to provide another explanation but rather to
give a theoretical view of what happens concretely during this phenomenon.

Tunneling is one of the most remarkable implications of quantum theory. It is often introduced
as the ability of a quantum particle to penetrate an energy barrier, whereas such penetration is
completely prohibited classically. In other words, in quantum theory, there is a nonzero prob-
ability of detecting the quantum particle on the other side of a classical barrier, owing to the
evanescent components of its wave function. However, this concept can be generalized to all sorts
of transitions that are classically forbidden in phase space, not only through static potential bar-
riers, but also through dynamic barriers formed by other constraints of the underlying classical
dynamics. This is what is then referred to as "dynamical tunneling" [73, 74]. This generalization
allows for a deeper understanding of this process, enabling its extension to multi-dimensional
cases, in which the presence of a potential barrier to separate phase space is not particularly
evident. For example, in our case, it is the resonance islands that play the role of the dynamical
barriers. As we have seen in the previous chapters, these resonances represent regular motion,
and therefore, classically speaking, a trajectory starting in their vicinity will remain confined
nearby.

Thus, tunneling refers to the quantum processes that are classically forbidden, and two types can
be distinguished, barrier tunneling and dynamical tunneling. Despite its fundamentally quan-
tum nature, this concept is characterized in a semiclassical framework, as the quantum system
behaves according to quantum theory, and labeling what occurs as tunneling can only be done in
comparison to the classical counterpart. Furthermore, it will be seen that again despite its purely
quantum nature, tunneling is also strongly affected by the structure of the phase space of the
underlying classical dynamics [75]. For example, the presence of chaos and nonlinear resonances
in this space can significantly increase the tunneling rate. This is exactly what will happen in
our case.
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Indeed, due to interactions between the condensate particles, the tunneling we want to observe is
actually very slow, even too slow compared to the lifetime of a Bose-Einstein condensate in such
a situation. Fortunately for us, the presence of nonlinear resonances and chaotic sea among them
will significantly accelerate this phenomenon. The mechanisms associated with these accelera-
tions are respectively called resonance-assisted tunneling [76] and chaos-assisted tunneling [13].
And so, their study will be the subject of this chapter.
Before delving into the explanations related to these processes, we need to introduce the tool of
random matrix ensembles that we will need in the formalism of chaos-assisted tunneling. Then,
we will also take the time to quickly examine the tunneling rate in integrable systems to un-
derstand well the change that will be brought about by the presence of chaos and nonlinear
resonances.

3.1 Random matrices ensemble
In Section 1.1, it was explained that one of the distinctive features of quantum chaos is the fluc-
tuation of levels in the system’s spectrum, and in 1984, Bohigas, Giannoni, and Schmidt claimed
that the energy level fluctuations of a quantum system whose classical counterpart is entirely
chaotic correspond to the fluctuations predicted by the theory of random matrix ensembles [21].
This theory aims to study the statistics of energy levels, particularly focusing on the fluctuations
in distances between these levels.

In contrast to integrable systems, where energy levels are ordered and predictable, chaotic sys-
tems exhibit random fluctuations in their spectral levels. Nevertheless, numerous numerical and
empirical observations suggest a universality of these local fluctuations for systems exhibiting
global chaos in their classical phase space [77]. Indeed, it has been observed that all Hamilto-
nian matrices corresponding to such situations, and of sufficiently large dimension, produce the
same spectral fluctuations, provided they have the same group of canonical transformations. In
particular, the distribution of splittings between levels generally takes on a characteristic from
depending on the canonical group.
It is this universality that forms the basis of random matrix theory. It postulates that Hamilto-
nian matrices of chaotic systems can be modeled by ensembles of random matrices, characterized
by specific distributions of resulting energy levels, which are then determined by the properties
and symmetries of the system. Furthermore, the conjecture by Bohigas, Giannoni, and Schmidt
suggests that all such matrices follow Gaussian distributions. Moreover, symmetries further con-
strain the ensembles that model them, without needing to know too much about the system.
Thus, there exist three universality classes of random matrix ensembles :

• Gaussian Orthogonal Ensembles (GOE), if the system is invariant under time reversal,
represented by the time reversal operator T̂ . This means that the Hamiltonian commutes
with T̂ and so, that it is a real symmetric matrix. Therefore, it is invariant under orthogonal
transformation.

• Gaussian Unitary Ensembles (GUE), if the system is not invariant under a time reversal
transformation T̂ . In this case, Ĥ corresponds to a complex Hermitian matrix and thus is
invariant under all unitary basis transformations.

• Gaussian Symplectic Ensembles (GSE), if the system is again invariant under a time re-
versal transformation T̂ , but specifically with T̂ = −1. In this case, all levels are doubly
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degenerate, and Ĥ is invariant under basis transformations represented by unitary simplec-
tic matrices.

One important result of this theory is that each of these universality classes exhibits a specific
distribution of the distance between neighboring energy levels s, and these three distributions
are quite distinct from the integrable case, which by analogy is often described by Poissonian
matrix ensembles [22].

P (s) =



e−s integrable

s
π

2
e−s

2 π
4 GOE

s2
32

π
e−s

2 4
π GUE

s3
218

36π3
e−s

2 64
9π GSE

(3.1)

In summary, random matrix ensemble theory amounts to representing the system by matrices
whose elements are randomly chosen while preserving the symmetric structure of the said sys-
tem. Moreover, it is then convenient to perform what is called a random matrix average on the
eigenvectors and eigenvalues of all the matrices of the ensemble chosen to model the system, for
example, in order to study the overall statistical properties of the spectrum. That is, statistical
averages of results are calculated for all matrices in the ensemble to capture general trends and
obtain meaningful values to work with.

This conjecture will then be useful in the case of our mixed system to model the chaotic sea
surrounding our regular islands. Here, we have simply introduced the tool represented by this
theory, but more information can be found in [22, 19, 20].

3.2 Tunneling rate in integrable systems
Here, we will quickly examine the form taken by the tunneling rate when the system under con-
sideration is integrable. Indeed, this tangent seems interesting as it will allow us to clearly see
the change in behavior of this tunneling rate when the non-integrable perturbation is added to
the system. Note then that we will not detail the calculations since only the results interests us,
we will follow the same reasoning as in references [76, 78].

Thus, in the integrable case, we know that the phase space is formed by tori. Two of these
tori symmetrically related are not necessarily connected in phase space. And so, if the initial
conditions are chosen on one of the tori, the time evolution will never reach the other torus.
However, to solve this problem one can perform an analytical continuation of the canonical vari-
ables in the complex plane. Indeed, if we represent the tori with the action-angle coordinates
(I, θ), then the tori corresponding to the action In are described by (qL(In, θ), pL(In, θ)) and
(qR(In, θ), pR(In, θ)), where p and q are the position and momentum variables, and the indices L
and R distinguish the two tori. Then in this case, it is possible to show that the analytical con-
tinuations of these tori are indeed the same manifold when θ can take complex values. We thus
have an imaginary path connecting the two symmetrically connected tori, and we can therefore
calculate the tunneling rate between them. The energy splitting is given by

∆E =
h̄

T
exp

(
−σ
h̄

)
(3.2)
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Where T is the classical period of the torus and σ is the action integral of the analytical contin-
uation

σ = Im

[∫
Γk→Γ

′
k

p dq

]
(3.3)

We then observe that, in an integrable system, the tunneling rate exhibits an exponentially
decreasing behavior in 1/h̄. This also implies that in the classical limit, this tunneling effect
disappears.

This approach of analytical continuation no longer work as soon as a non-integrable perturbation
is added, even if it is relatively weak. Indeed, as we saw in the previous chapter, in this case,
invariant tori still exist by virtue of KAM’s theorem, but their analytical continuations in the
complex plane will not intersect. And, numerous numerical calculations in the early 90s [13, 79]
showed that the tunneling splitting in non-integrable systems is greatly increased compared to
the integrable case. The smooth exponential behavior in 1/h̄ is no longer visible, the splitting
∆E in this case has a very different h̄ dependence. This difference can then be explained by
the presence of nonlinear resonances and/or chaos, for higher perturbation amplitudes, in these
systems, which we will explore in the following sections.

3.3 Chaos-assisted tunneling
We start by examining how chaos impacts the tunneling rate. In our system, this mechanism will
be dominant and will have the most influence on the tunneling rate, compared to the resonance-
assisted tunneling mechanism, which will be the subject of the next section.

At the core of this mechanism is the fact that in mixed systems like the one we’re studying
in this work, the doublet of localized quasimodes involved in tunneling is no longer isolated in
the spectrum. It resonantly interacts with states belonging to the chaotic sea.
Indeed, due to their delocalized nature in phase space, chaotic states typically exhibit significant
overlap with the boundaries of regular regions, such as resonance islands. Thus, it’s easy to
understand that these states can provide a coupling mechanism between the quasimodes local-
ized on the islands. The increase in the tunneling rate in such systems has been understood, by
Bohigas et al. [12] and Tomsovic et al. [13], in terms of an avoided crossing between the tunnel-
ing pair and a third state associated with the chaotic region. We will see that this three-level
model is a simplified representation of the phenomenon, but it’s still interesting to begin with
its explanation as it provides an initial understanding of the mechanism behind this enhancement.

Therefore, we consider a pair of tunneling states, each localized on one of the regular islands,
with respective quasi-energies, which we can denote, for example, as Er and Er + δ, where with
this notation δ represents the regular tunneling rate. These two states have opposite parity,
subsequently, we will assume that Er is even without any loss of generality. Next, we must also
consider a third state in the chaotic region whose associated quasi-energy can be denoted as
Er +∆c, where ∆c is the difference between the regular state and the considered chaotic state
of same parity. Indeed, this state also has a parity, an even parity for example. In this config-
uration, the chaotic state does not interact with the odd-parity quasimode but rather with the
even one. It’s important that this chaotic state does not have a corresponding state of opposite
parity, which can generally be assumed since chaotic states typically do not appear in closely
spaced doublets [73].
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The Hamiltonian of this simplified situation can be written as

Heff =

Er + δ 0 0
0 Er β/2
0 β/2 Er +∆c

 (3.4)

where β represents the coupling between the chaotic state and the regular state of the same par-
ity. Then, these two states undergo an avoided crossing, modifying the effective energy associated
with the even-parity regular state. Depending on this modification, the tunneling rate can be
increased or decreased. Indeed, if this coupling modifies the effective energy of the regular state
so that it exactly matches the energy of the other regular state, the two states of complementary
parity involved in the tunneling process will perfectly cross, thus completely suppressing the
process. Conversely, if the modification increases the energy difference between the regular state
coupled to the chaotic state and the energy of the other regular state involved in the process,
the tunneling rate between these two states will also increase. There’s a strong dependence of
the tunneling rate on a parameter.

Another way to visualize this mechanism is to imagine that at each moment, a small part of
the condensate localized on one of the quasimodes breaks off and is transferred to the chaotic
state. It is then transferred back to the other quasimode, and so on until all the condensate ends
up in this other quasimode. This corresponds to an indirect path with multiple steps traversing
the chaotic region, in contrast to regular tunneling, which corresponds to a direct path in a single
step.

We mentioned earlier that this three-level mechanism is simplified. Indeed, in reality, no chaotic
state plays a predominant role over the others. Instead of a three-level mechanism, we have
a multilevel mechanism in which multiple chaotic states will couple to regular states. In this
case, Heff (3.4) must be modified. The chaotic sea is now modeled by a block in this matrix
[75, 80, 81, 82]

Heff =



E+ Veff

Veff

chaos

Veff

Veff E−


(3.5)

where E± represents the energy corresponding to regular states and Veff is the effective coupling
to the chaotic sea.
Next, since we know that chaotic states interact exclusively with the regular state of the same
parity as them, the matrix (3.5) can be separated into its symmetric and antisymmetric parts.

H±
eff =



E± Veff

Veff

chaos±


(3.6)
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The chaotic blocks can then be adequately modeled by a random matrix from the Gaussian
Orthogonal Ensemble (GOE).

H±
chaos → GOE

±
(3.7)

Note that the random matrices chosen to model these chaotic blocks of different parity are com-
pletely independent. Also, note that the situation where the chaotic sea can be described by a
single1 of these matrices is an idealized situation in which the presence of partial barriers in the
chaotic region is neglected. We will remain in this approximation until the end of our expla-
nations, in line with what is done in [13, 83]. However, it seemed important to clarify that in
reality, it’s not that simple. Generally, the chaotic part of phase space is subdivided into several
subregions that are weakly coupled to each other. The partial barriers separating these regions
are formed by other resonances. Further details on the role of these barriers can be found in [75].

Returning now to the case where the presence of these barriers is neglected, we have (3.7),
and in this case, after a prediagonalization of Hchaos giving us the eigenvectors ϕ±j and the eigen-
values ϵ±j , the shifts of the energies of the symmetric and antisymmetric states can be found with
a first-order perturbative approach

E± = E0 +

Nc∑
j=1

|vjeff±|2

E0 − ϵ±j
(3.8)

with vjeff ± = Veff
〈
n
∣∣ϕ±j 〉, |n⟩ being the regular state.

Then, by taking the random matrix average for the eigenvectors, we obtain |
〈
n
∣∣ϕ±j 〉 |2 ≈ 1/Nc,

∀j = 1, ..., Nc. This demonstrates that none of the chaotic eigenstates is distinguished from the
others. Consequently, Veff is independent of j and v2eff = V 2

eff/Nc. This implies that the chaotic
eigenstates are all coupled in the same way on average to |n⟩.
Furthermore, the random matrix average over the eigenvalues ϵj gives a Cauchy distribution for
the energy shifts, and therefore, also for the splitting ∆E0 = |E+ − E−|, as proven in [83]. We
have the probability distribution

P (∆E0) =
2

π

∆E0

(∆E0)2 + (∆E0)2
(3.9)

with

∆E0 =
2πv2eff
∆c

(3.10)

where ∆c represents the mean level spacing in the chaos at energy E. This distribution is valid
for ∆E0 << veff and presents a cutoff at ∆E0 ≈ 2veff to avoid divergences.

Moreover, tunneling rates are usually studied on a logarithmic scale. Thus, we define our "mean"
splitting ⟨∆E0⟩g as the geometric mean of ∆E0.

⟨∆E0⟩g = exp(⟨ln∆E0⟩) (3.11)

And we obtain [75, 80, 82]
⟨∆E0⟩g = ∆E0 (3.12)

1two counting both parities
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We can further simplify this expression in our case. Indeed, in periodically driven, the chaotic
eigenvalues are distributed over a Floquet block, ξ < ϵ±j ≤ h̄ω + ξ, with level repulsion related
to GOE modeling [22]. Hence, we have

∆c =
h̄ω

Nc
(3.13)

This yields

⟨∆E0⟩g =
2πV 2

eff

Nc

Nc
h̄ω

=
2πV 2

eff

h̄ω
(3.14)

Thus, we have the modified expression for the tunneling rate compared to the integrable case (3.2).
However, we still lack the form of the effective coupling element Veff , which is necessary to cal-
culate the tunneling rate. It is through the process of resonance-assisted tunneling that we will
be able to accomplish this step.

3.4 Resonance-assisted tunneling
We have just seen how the presence of chaos in a system can affect the tunneling rate. However,
even in nearly integrable systems, where the non-integrable perturbation isn’t strong enough for
chaos to emerge, a change in the tunneling rate can be observed [84].

Indeed, the presence of nonlinear resonances alone will lead to an increase in the tunneling
rate. We will see that their presence will couple the regular ground states of the islands to
excited states within these same islands, a coupling that will increase the tunneling rate to the
other island [75].
To understand what happens in this process, Brodier et al. [84, 76] developed a quantitative
semiclassical theory of near-integrable tunneling with which they succeeded to reproduce the
exact quantum splittings. In the context of this work, as this mechanism plays a secondary role
in the increase of the tunneling rate, we will not detail all the theoretical steps, but we will
summarize the important results. An interested reader can find complete developments of this
theory in [76, 75, 80].

Different approximations to describe the dynamics of the system in the resonant islands are
made, for example, the first step is to assume that the Hamiltonian can be decompose into an
integrable part H0(I, θ) and a perturbation V (I, θ, t), in terms of action-angle variables (I, θ).
We won’t detail all the other approximations made in this theory, but, they are made to finally
find that, in such dynamics, chain-like substructures appear in the resonance islands. And, if we
consider the case where our two resonance islands exhibit a predominant resonance r:s, it is then
directly possible to find that the perturbation induces a coupling Vk = ⟨n+ kr| Ĥres |n⟩ between
the states |n⟩ and |n+ kr⟩. The perturbation is decomposed into a Fourier series and Vk are the
Fourier components of this series. In this configuration, |n⟩ represents the ground state of the
regular island, |n+ kr⟩ represents an excited state of this same island with k a positive integer,
and Ĥres denotes the approximate form of the Hamiltonian. So, in a regular island, the true
eigenstate is given by the state |n⟩ plus all the admixtures of this state with the other quasimodes
|n′⟩ that satisfy the selection rule |n′ − n| = kr.
Then, assuming that the perturbation is weak, it is possible, in quantum perturbation theory, to
derive the form of the modification of the tunneling rate by the presence of this resonance r:s.

∆En =

kc∑
k=0

|A (r:s)
n,n+kr|

2∆E
(0)
n+kr (3.15)
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with

A
(r:s)
n,n+kr =

k∏
j=k

⟨n+ jr| Ĥ(r:s)
res |n+ jr⟩

E
(0)
n − E

(0)
n+jr + jsh̄ω

(3.16)

which represents the admixture of the kr-th excited state with the unperturbed ground state |n⟩.
And in these two expressions, the indicators (0) mean that the unperturbed values of the energies
are considered. And finally, kc is the maximum number of coupled states due to the finite size
of the islands. We have

kc =

[
1

2

(
area of the island

2πh̄
− 1

2

)]
(3.17)

where [ ] means that we consider the integer part of this expression. Then, it can be shown
that the admixture between the states |n⟩ and |n′⟩ is particularly strong if the resonance r:s
is symmetrically located between the two tori associated with the action In and In′ of these
two involved states, In + In′ ≈ 2Ir:s. That is, the unperturbed ground state |n⟩ located at the
center of the island will be significantly coupled with an excited state at the border of the regular
island. And thus, the coupling will modify the energy associated with state |n⟩ and increase the
tunneling rate to the other island.

Now that we have explained in summary the mechanism of tunneling rate enhancement via
an r:s resonance, we will see how it can be combined with the chaos-assisted tunneling mecha-
nism. But, before, note that in the semiclassical limit h̄ → 0, this process often involves more
than one resonance. We then speak of a multiresonances process, and in this case, the expression
for the tunneling rate (3.15) is modified with additional terms. However, we do not consider this
case further in the following.

As we have just stated, the two mechanisms that we introduced in these last two sections can be
combined [75, 80]. The effective coupling element Veff of expression (3.14) can be calculated using
resonance-assisted tunneling. Indeed, we consider that the effective model found to describe this
latter process in the vicinity of the resonances can also be extended to the chaotic sea in the
near vicinity of the regular islands.
Near the regular-chaotic boundary, the transition between the quasimodes inside and outside the
regular region is still dominated by an r:s resonance inside the regular island. Consequently, the
"true" structure of the effective Hamiltonian that describes the coupling of the ground state E±

0

to the chaotic sea is given by

H±
eff =



E±
0 V

(r)
r:s

V
(r)
r:s

. . . . . .

. . . E±
kcr

V
[(kc+1)r]
r:s

V[(kc+1)r]
r:s

chaos±



(3.18)

If we assume that the couplings induced by the resonance r:s are mostly described by the lowest
non-vanishing Fourier component V1 of the perturbation, denoted as V (n+r)

r:s = ⟨n+ r| Ĥeff |n⟩.
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And where the Ekr are the unperturbed eigenenergies of the regular region, and the chaotic block
is modeled by a random matrix from the Gaussian orthogonal ensemble (GOE) as explained in
the previous section. In this situation, kcr is the last state in the island, the highest unperturbed
state that is connected by the resonance r:s to the ground state localized in this island. And
then, the effective coupling element Veff between this state and the ground state and the chaotic
block of the expression (3.14) is given by

Veff = V (kc+1)r
r:s

kc∏
k=1

V
(kr)
r:s

E0 − Ekr + ksh̄ω
(3.19)

The form of this expression allows us to see that the behavior in h̄ is quite different from (3.2).
In general, the tunneling do no longer follow a smooth exponential scaling with 1/h̄ as in (3.2),
but displays huge fluctuations [80].
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Chapter 4

Results

We now have all the necessary keys to study the collective tunneling rate of the Bose-Einstein
condensate between the two sites of our time crystal.

Indeed, we have seen that it was possible to obtain it by diagonalizing the Bose-Hubbard Ham-
miltonian matrix. This matrix has, for a gas of N ultracold atoms, a dimension N + 1, and its
elements in the Fock basis are given by

⟨n1, n2| Ĥ |n′1, n′2⟩ = −J
[√

n′2(n
′
1 + 1)δn1,n′

1+1δn2,n′
2−1 +

√
n′1(n

′
2 + 1)δn1,n′

1−1δn2,n′
2+1

]
+
1

2
U
[
n′1(n

′
1 + 1)δn1,n′

1
δn2,n′

2
+ n′2(n

′
2 + 1)δn1,n′

1
δn2,n′

2

] (4.1)

where J is the effective hopping parameter and U is the effective interaction parameter. They
are respectively given by

J =
|λ2 − λ1|

2
(4.2)

U = g1D

∫
dx |ϕi(x)|4 , i = 1, 2 (4.3)

where, λ1 and λ2 are the quasi-energies associated to the one-particle Floquet states, ϕ1(x) and
ϕ2(x), localized on our two resonance island of interest, and g1D is the coefficient that charac-
terizes the interaction (2.47).

So in order to obtain the form of this matrix, we need to calculate these two parameters, and
to calculate these two parameters we only have to diagonalize the Floquet matrix correspond-
ing to our system when considering only one particle. Indeed, this diagonalization provides us
with all the necessary elements we need to then compute the two parameters of interest, namely
the single-particle Floquet states {ϕi(x)}i=1,2 localized on resonance islands and the associated
quasi-energies, λ1 and λ2.

4.1 Phase space parametrization
The first step, before going into these calculations, is to determine the optimal settings of the
parameters characterizing this said time crystal, including V which is included by a potential
gradient, as well as the amplitude δ and the frequency ω0 of its periodic modulation. To do this,

50



we undertake an analysis through stroboscopic Poincaré sections of the classical phase space
associated with the motion of a particle in the ring trap subject to a periodic modulation. The
corresponding classical Hamiltonian, as we have seen before, is as follows :

H(q, p) =
p2

2m
− V [1 + δ cos(ω0t)] cos

(
2πq

L

)
(4.4)

Where q is the position of the particle, p is its momentum, m, the mass of the atomic species
concerned, is considered equal to 1 and L is the circumference of the ring which is considered
equal to 2π.

Although this step may seem somewhat obsolete, it is of major importance for the continua-
tion of the protocol. Indeed, specific conditions must be met for the tunneling phenomenon to
occur as desired in our system. Thus, the optimal parameters should lead us to a mixed regular-
chaotic phase space, in which the 2:1 resonance is clearly manifested through a pair of sufficiently
large regular islands represented in red in the figure 4.1. Indeed, if the resonance islands are too
small, as explained in Section 1.3, it will not be possible thereafter to find in the quantum de-
scription a Floquet state localized on them. Another important point is the presence of residual
dynamic barriers, or partial barriers. These barriers, which we neglected in the previous chapter,
are in fact necessary because they prevent tunneling transitions of the particle between clockwise
and counterclockwise rotations, which could lead to atom-atom collisions [85, 12]. We know that
these barriers are induced by the presence of additional resonance islands, in our case it is the
3:1 resonances shown in blue in the figure 4.1 that are important and prevent the phenomenon
of unwanted tunneling from top to bottom and vice versa.
The appropriate phase space is obtained for the following numerical values of the various param-
eters :

• m = 1

• V = 1

• L = 2π

• δ = 2

• h̄ω = 0.5 V with h̄ = 0.1
√
V mL/2π

Note that, for aesthetic reasons, we construct the stroboscopic Poincaré section for times ω0t =
π/2+ 2πn, ∀n ∈ Z, thus making the two islands of the 2:1 resonance more visible in the window
of positions ranging from −0.5 to 0.5. It is represented in figure 4.1.

4.2 Floquet matrix and Husimi distributions
Next, we aim to diagonalize the Floquet matrix corresponding to our situation in order to obtain
the quasi-energies and Floquet states of the system needed to calculate our parameters J and U .
Indeed, we saw in Section 1.2 that this method was more effective than the analytical approaches
presented in the same Section. Therefore, as a reminder, the matrix we want to diagonalize takes
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Figure 4.1: Poinacré section for ω0t = π/2+2πn, ∀n ∈ Z, of the classical single-particle dynamics
for a promising parameter configuration. Plotted are the position and momentum coordinates q
and p, for the model Hamiltonian (4.4) with δ = 2, h̄ω0 = 0.5 V and h̄ = 0.1

√
V mL/2π. The

2:1 resonance islands are marked in red. The additional resonance islands that give rise to the
necessary residual barriers are the 3:1 resonance islands marked in blue.

the form :

M =



. . .
...

...
...

· · · Ĥ0 + h̄ω0
1
2Ĥ1 · · · · · ·

· · · 1
2Ĥ1 Ĥ0

1
2Ĥ1 · · ·

· · · · · · 1
2Ĥ1 Ĥ0 − h̄ω0 · · ·

...
...

...
. . .

 (4.5)

Where, Ĥ0 = p̂2/2m − V cos (2πq̂/L) and Ĥ1 = V δ cos (2πq̂/L). In our case, we perform this
diagonalization for 50 Floquet blocks and 100 × 100 matrix elements in the momentum basis
within these blocks. We thus have a 5000× 5000 matrix elements and in the following, we note
d = dim Ĥ0 = 100 and f the number of Floquet blocks, f = 50. The details of this method have
been extensively discussed in the Section 1.2.1.
At the end of this operation, we obtain the quasi-energies and Floquet states of the system. To
be precise, at the end of this diagonalization, we obtain eigenvectors of 5000 elements, and we
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must then calculate the Floquet states |ψn(t)⟩ corresponding to these eigenvectors. We have

|ψn(t)⟩ =
24∑

l=−25

∣∣∣ψ̃n,l〉 e−ilω0t (4.6)

Note that, given the periodicity of the Floquet spectrum, it is not necessary to perform these
calculations for all the eigenvectors of the matrix (4.5). Indeed, it is sufficient to choose a suitable
interval and to restrict the study to the d states within this interval. To choose this interval we
directly look at the classical phase space, we calculate the average momentum of the unperturbed
torus, which will transform into these two resonance islands, and then calculate the energy as-
sociated with this momentum. By looking at the mixed phase space in Fig. 4.2, constructed for
ω0t = 0 + 2πn, ∀n ∈ Z, we can see that the two regular islands of interest seem to correspond
to a momentum p = 2.4. We then average the momenta of the unperturbed torus that seems
to correspond, the torus marked in red in the figure 4.2, yielding to p = 2.45 and thus, the
associated energy is p2/2m ≈ 3 V . Thus we will only consider the eigenstates whose associated
quasi-energies lie within the interval [3 V − h̄ω0/2 ; 3 V + h̄ω0/2].

(a) (b)

Figure 4.2: Poincaré sections for ω0t = 0+2πn, ∀n ∈ Z, of the classical single-particle dynamics
corresponding to the Hamiltonian H = p2/2m + V [1 + δ cos(ω0t)] cos(2πq/L). The figure on
the left represents the optimal configuration we just found. The figure on the right represents
the same unperturbed system with δ = 0, represents a quantum pendulum. In both figures,
the 2:1 resonance islands and the unperturbed torus, which appears to correspond to the same
momentum, are marked in red.

The choice of our interval is approximate, but once again, due to the periodicity of the spectrum,
we do not need to be more precise.

Now that we have the quasi-energies and associated Floquet states, we will calculate the Husimi
distributions of these states to find which ones are localized on the resonance islands. This tool
was presented earlier in the Section 1.2.3, thus we won’t dwell on the formalism associated with
it, but we will simply specify the form of the Gaussian wave packet onto which we project our
eigenfunctions in our specific case.
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We have
|αQ,P (q)⟩ =

1

(πh̄)4
exp

(
−1

2h̄
(q −Q)2 +

i

h̄
P (q −Q)

)
(4.7)

where in our case we consider h̄ = 0.1
√
V mL/2π. And before we can calculate the scalar

product (1.27), we must also express the eigenvector of interest |ψn⟩ in the representation of
positions q.

|ψn(q)⟩ =
∑
k

ψk,n
eikq√
2π

(4.8)

Then,

| ⟨αQ,P |ψn⟩ |2 = |
∫
dq α∗

Q,P (q) ψn(q)|2

=
∣∣∣ 1√

2π

∑
k

|ψk,n⟩
∫ ∞

−∞
e−

1
2h̄ (q−Q)2e

−i
h̄ (P−h̄k)(q−Q) eikQ dq

∣∣∣2
=

∣∣∣ 1√
2π

∑
k

|ψk,n⟩ eikQ
∫ ∞

−∞
e−

1
2h̄ (q−Q)2e

−i
h̄ (P−h̄k)(q−Q) dq

∣∣∣2
We can make a variable change in the integral u = q −Q and so du = dq. So we have

I =

∫ ∞

−∞
e

1
2h̄u

2

e
−i
h̄ (P−h̄k)udu

Which corresponds to the Fourier transform of a Gaussian. Thus,

I = e
−(P−h̄k)2

h̄2
2h̄
4 = e

−(P−h̄k)2

2h̄

√
2πh̄

And finally we have

Φ|ψn⟩(Q,P ) =

(
h̄

π

)1/4 ∑
k

|ψk,n⟩ e
−(P−h̄k)2

2h̄ eikQ (4.9)

As the diagonalization of the matrix (4.5) may actually prove to be a challenge in itself, to refine
the calculation of the Husimi distribution, we start by examining the problem without the peri-
odic excitation, i.e., the problem corresponding to a simple quantum pendulum. In this scenario,
for eigenstates such as |ψ0⟩ and |ψ4⟩, for example, we obtain the distributions depicted in the
figure 4.3 superimposed on the classical phase space.
Subsequently, for the Floquet states, we obtain for example the distributions shown in the fig-
ure 4.4, still superimposed on the corresponding classical phase space for enhanced clarity.
These examples correspond to the parameters obtained for the optimal configuration, and the
corresponding Poincaré sections are constructed for ω0t = 0+2πn, ∀n ∈ Z. On the left, we have
the Husimi distribution of a regular state localized on the 3:1 resonance, in the middle, we have
a regular state, localized on a KAM torus this time, at the center of the phase space, and on the
right, we have a chaotic state, clearly showing the delocalization of this state in the phase space.

Thus, we find the Floquet states localized on the 2:1 resonance islands and their associated
quasi-energies. We find four such states corresponding to the following quasi-energies:

• ϵ4462 = 2.9087025 V

• ϵ4463 = 2.9087765 V
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(a) |ψ0⟩ (b) |ψ4⟩

Figure 4.3: Husimi distributions of the regular states |ψ0⟩ and |ψ4⟩ of the quantum pendulum
corresponding to the Hamiltonian Ĥ = p̂2/2m+V cos(2πq̂/L), where h̄ = 0.1

√
V mL/2π. These

distributions are superimposed on the corresponding classical phase space, thus allowing a clear
visualization of the localization of these eigenstates within it. Orange indicates a high probability
of finding the state of interest in that region of the phase space, while blue corresponds to a zero
probability.

(a) (b) (c)

Figure 4.4: Husimi distributions of three different Floquet states of the system with the periodic
modulation, they are superimposed on the corresponding classical phase space withH = p2/2m+
V [1 + δ cos(ω0t)] cos(2πq/L) for δ = 2, h̄ω0 = 0.5 V , h̄ = 0.1

√
V mL/2π and for ω0t = 0 + 2πn,

∀n ∈ Z. Graph (a) represents a regular state localized on the 3:1 resonance islands, (b) represents
a regular state localized on a KAM torus and (c) represents a chaotic state. This later is
delocalized into phase space as expected. Orange indicates a high probability of finding the state
of interest in that region of the phase space, while blue corresponds to a zero probability.

• ϵ4571 = 3.1587729 V

• ϵ4572 = 3.1587878 V

They all have the same Husimi distribution, so we only show the distribution of one of these
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states in Fig. 4.5, the state |ψ4572⟩ for example, and we show it superimposed on the associated
classical phase space. We show the situation for two different times.

(a) (b)

Figure 4.5: Husimi distributions of one of the Floquet states localized on the 2:1 resonance
islands. More specifically, it is the Husimi distribution of the state |ψ4572⟩ associated with
the quasi-energy ϵ4572 = 3.1587878 V . The distribution is superimposed on the corresponding
classical phase space with H = p2/2m + V [1 + δ cos(ω0t)] cos(2πq/L). δ = 2, h̄ω0 = 0.5 V and
h̄ = 0.1

√
V mL/2π. The difference between figures (a) and (b) is that they are both plotted for

different times. The stroboscopic Poincaré section in (a) is constructed for ω0t = 0 + 2πn and
the one in (b) for ω0t = π/2 + 2πn, ∀n ∈ Z. Orange indicates a high probability of finding the
state of interest in that region of the phase space, while blue corresponds to a zero probability.

4.3 Effective hopping parameter
The effective hopping parameter is given, up to a factor two, by the splitting between the quasi-
energies of the Floquet states localized on the resonance islands (4.2). However, at the end of
the previous step, we end up with four such states, grouped into two pairs, and not just two
states. Furthermore, their Husimi distributions (Fig. 4.5) show us states localized on the four
2:1 resonance islands, corresponding to the two islands with a clockwise rotation and the two
islands with a counterclockwise rotation.
It is therefore easy to understand that we have these two pairs of states because there are these
two directions of rotation. Thus, in reality, we distinguish two different hopping parameters, the
hopping between islands of different rotation directions and the hopping between the two islands
of the same rotation direction. As we have now well established, within the scope of this work,
it is the tunneling phenomenon between the two islands propagating in the clockwise direction
that interest us. So, in order to identify which of the four states are involved in this process
and from which splitting the hopping parameter related to this phenomenon can be calculated,
we compute the Husimi distributions of the different superpositions of these four states. These
different superpositions are shown in figure 4.6.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.6: Husimi distributions of the different superpositions of the four Floquet states lo-
calized on the 2:1 resonance islands. These distributions are superimposed on the correspond-
ing classical phase space, this phase space is model by the Hamiltonian H = p2/2m + V [1 +
δ cos(ω0t)] cos(2πq/L) with δ = 2, h̄ω0 = 0.5 V and h̄ = 0.1

√
V mL/2π, for ω0t = π/2 + 2πn,

∀n ∈ Z. The figure (a) and (b) respectively represent the symmetric and antisymmetric superpo-
sitions of the states |ψ4462⟩ and |ψ4463⟩, (c) and (d) represent the symmetric and antisymmetric
superpositions of the states |ψ4462⟩ and |ψ4571⟩, and finally, (e) and (f) represent the symmetric
and antisymmetric superpositions of the states |ψ4463⟩ and |ψ4572⟩.
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The figure 4.6a corresponds to the symmetric superposition of the states |ψ4462⟩ and |ψ4463⟩,
while figure 4.6b corresponds to the antisymmetric superposition of these states. We obtain
similar results with states |ψ4571⟩ and |ψ4572⟩. We see that the splittings between these two
pairs of states actually represent the tunneling phenomenon between the different directions of
rotation. Then, figures 4.6c and 4.6d represent the symmetric and antisymmetric superpositions
of states |ψ4462⟩ and |ψ4571⟩, these are therefore the states involved in the tunneling between the
two islands moving in the counterclockwise direction. Hence, it is the states |ψ4463⟩ and |ψ4572⟩,
whose superpositions are represented in figure 4.6e and 4.6f, that interest us in this work.

We then obtain
J = 0.1250056 V (4.10)

Subsequently, in the Floquet theory presented in Section 1.2.1, the calculations are done with
an infinite-dimensional matrix, but in practice, we have done the calculation for a 5000 × 5000
matrix. Therefore, we will now conduct a convergence study of the parameter J for different
dimensions of this matrix to determine if the chosen dimension is sufficient.

• For 50 Floquet blocks but with only 50 × 50 elements per block : The results are more
ambiguous, instead of observing two quasi-energy doublets, we end up with four different
values. Namely; 2.7682151 V , 2.9742364 V , 3.0208845 V and 3.2276796 V . Furthermore,
the Husimi distributions of these states are not as well localized as our previous results, as
shown in Fig. 4.7a. We conclude that this configuration lacks sufficient precision.

• For 20 Floquet blocks with 100× 100 elements per block : In this case, we already recover
the two pairs of quasi-energies; 2.9081489 V , 2.9081700 V , 3.158310 V and 3.1583097 V .
We can see that the values of these quasi-energies differ slightly from what we find with 50
Floquet blocks, and we obtain a hopping parameter equal to 0.1250698 V . Furthermore,
the Husimi distributions are well localized on the islands, Fig. 4.7b. Thus this configuration
might already be sufficient, but we will see that the results really converge starting from
50 blocks.

• For 50 Floquet blocks with 200×200 elements per block : We find almost exactly the same
quasi-energies as in the case with 100 elements per block, namely 2.9087042 V , 2.9087283 V ,
3.1587877 V and 3.1587878 V . Therefore the associated hopping is J = 0.1250297 V .
And the Husimi distributions associated with these quasi-energies are very well localized,
Fig. 4.7c.

We can see that the results are well converged in our configuration and we conclude that 50
Floquet blocks with 100× 100 elements per block are sufficient, and we will use the value (4.10)
in the rest of the calculations.

Next, still to verify if our approximation is indeed sufficient, we check if the periodicity of the
spectrum is preserved. We calculate the splitting in an interval centered at 11.1550137 V , and
we find that the two Floquet states corresponding to our phenomenon have the quasi-energies
10.9087839 V and 11.1587985 V . Therefore, we obtain J = 0.1250073 V , which is quite close to
the value (4.10).

Finally, we will study the behavior of this parameter for different values of h̄. We keep all
other parameters fixed, including the dimension, and calculate the splitting ∆E between the
two Floquet states localized on the 2:1 resonance island concerned in our process. We do this
calculation for seven different values of h̄ : 0.05, 1/18, 1/15, 1/12, 0.1, 1/7, 0.3, 0.4, 0.5 and 1.
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(a) (b) (c)

Figure 4.7: Husimi distributions of one of the Floquet states localized on the 2:1 resonance
islands, superimposed on the corresponding classical phase space that is, the space modeled by
H = p2/2m+ V [1 + δ cos(ω0t)] cos(2πq/L) with δ = 2, h̄ω0 = 0.5 V , h̄ = 0.1

√
V mL/2π and for

ω0t = π/2+2πn, ∀n ∈ Z. The three figures correspond to three different dimensions of the space
in which the calculations are performed. (a) 50 Floquet blocks but with only 50 × 50 elements
per block, (b) 20 Floquet blocks with 100 × 100 elements per block and (c) 50 Floquet blocks
with 200× 200 elements per block.

We represent the results in a graph of the logarithm of the splittings found as a function of 1/h̄,
Fig. 4.8.

Figure 4.8: Graph of the logarithm of the splittings as a function of 1/h̄. The points correspond
to the different values we have compute for seven different values of h̄ : 0.05, 1/18, 1/15, 1/12,
0.1, 1/7, 0.3, 0.4, 0.5 and 1. All the others parameters are fixed, so we have δ = 2 and we
consider 50 Floquet blocks with 100× 100 elements per block.

We clearly see the decay predicted by the theory of chaos- and resonance-assisted tunnel-

59



ing [12, 13, 75, 84], and we also see a peak for h̄ = 0.3, representing one of the characteristic
fluctuations of these phenomena.

4.4 Effective interaction parameter
Now that we have the effective hopping parameter, we want to calculate the effective interaction
parameter. This is obtained through an analysis of the spatial localization properties of the
Floquet states localized on the resonance islands.

U = g1D

∫
|ϕi(x)|4 dx , i = 1 or 2 (4.11)

ϕ1(x) and ϕ2(x) are the two single-particle states respectively localized on one of the two reso-
nance islands.
We know that the Floquet states obtained after diagonalizing the Floquet matrix (4.5) are lo-
calized on the four islands. However, we need a state localized on one of the islands that rotates
clockwise. In the previous section, we found that such situations are given by the symmetric and
antisymmetric superpositions of states |ψ4463⟩ and |ψ4572⟩, see figure 4.6. We choose to work
with the antisymmetric superposition of these states. For simplicity and consistency with (4.11),
we will denote this state as ϕ1.

The first step is to normalize this vector. We must have∫
|ϕ1(x)|2 dx = 1 (4.12)

This integral should theoretically be performed from −∞ to +∞, but in practice, we restrict our
calculations to an interval of size L, and we always consider a Floquet matrix composed of 50
blocks with 100× 100 elements per block. So, we have∫ L/2

−L/2
|ϕ1(x)|2 dx = 1 (4.13)

Since ϕ1(x) is a Floquet state, for recall by definition we have

ϕ1(x) =

d∑
k=1

ϕke
2iπ
L kx (4.14)

where the {ϕk}k=1,..,d are the Floquet components which we have access to numerically. We
have ∫ L/2

−L/2
|

d∑
k1=1

ϕk1e
2iπ
L k1x|∗|

d∑
k2=1

ϕk2e
2iπ
L k2x| dx

=

∫ L/2

−L/2

d∑
k1,k2=1

ϕ∗k1ϕk2e
2iπ
L (k2−k1)x dx (4.15)

=

d∑
k1,k2=1

ϕ∗k1ϕk2

∫ L/2

−L/2
e

2iπ
L (k2−k1)x dx (4.16)
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This integral is easily calculated, and we obtain∫
|ϕ1(x)|4 dx = L

d∑
k=1

|ϕk|2 = 1 ⇔
d∑
k=1

|ϕk|2 = 1/L (4.17)

With L = 2π. Thus, we need to calculate this sum and normalize correctly the vector.

We can now calculate the integral in (4.11). Since our system is time-dependent, the nonlinear
resonances move in the Poincaré section as time progresses. Since the integral to be calculated
depends on the localization of the considered Floquet state on this island, to be complete, we
need to calculate the time average of this integral. In practice, this can be done in two different
ways.

The first method involves calculating it for X different time values and then averaging the
X results obtained.
In this case, we start with the superposition of the two eigenvectors of interest of the matrix (4.5)
before calculating the corresponding Floquet state. Indeed, as seen in the previous Section, the
Floquet state depends on time, so it must be calculated for each considered time.
Next, we can calculate ∫ L/2

−L/2
|ϕ1(x)|4 dx (4.18)

We proceed as in the normalization calculation, and we have∫ L/2

−L/2

d∑
k1,k2,k3,k4=1

ϕ∗k1ϕ
∗
k2ϕk3ϕk4e

2iπ
L (k3+k4−k2−k1)x dx

=

d∑
k1,k2,k3,k4=1

ϕ∗k1ϕ
∗
k2ϕk3ϕk4

∫ L/2

−L/2
e

2iπ
L (k3+k4−k1−k2)x dx (4.19)

= L

d∑
k1,k2,k3,k4=1

ϕ∗k1ϕ
∗
k2ϕk3ϕk4δk1+k2,k3+k4 (4.20)

Furthermore, the {ϕk}k=1,...,d are the components of the Floquet state that we have calculated.
Thus, if we have normalized correctly, it is sufficient to make the appropriate sum of these
components to obtain the value of this integral in units of 1/L.
Using this method, for 100 different times (from t = 0 to t = 1.24407), we obtain

0.0704833 1/L (4.21)

The second technique involves directly calculating this average analytically, which means we
want to calculate

1

T

∫ T

0

∫ L/2

−L/2
|ϕ1(x)|4 dx dt (4.22)

We have just calculated the first integral of this expression, we have

1

T

∫ T

0

d∑
k1,k2,k3,k4=1

Lϕ∗k1ϕ
∗
k2ϕk3ϕk4δk1+k2,k3+k4 dt (4.23)
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In order to continue, we need to recall the decomposition of the Floquet components, we have

ϕk =

f∑
l=1

ϕk,le
ilω0t (4.24)

where the {ϕk,l}l=1,...,f correspond to the components of the "rough" eigenvectors obtained
directly after diagonalizing the Floquet matrix. Then,

L

T

∫ T

0

d∑
k1,k2,k3,k4=1

f∑
l1,l2,l3,l4=1

ϕ∗k1,l1ϕ
∗
k2,l2ϕk3,l3ϕk4,l4e

iω0t(l3+l4−l2−l1)δk1+k2,k3+k4 dt

=
L

T

d∑
k1,k2,k3,k4=1

f∑
l1,l2,l3,l4=1

ϕ∗k1,l1ϕ
∗
k2,l2ϕk3,l3ϕk4,l4δk1+k2,k3+k4

∫ T

0

eiω0t(l3+l4−l2−l1) dt (4.25)

= L

d∑
k1,k2,k3,k4=1

f∑
l1,l2,l3,l4=1

ϕ∗k1,l1ϕ
∗
k2,l2ϕk3,l3ϕk4,l4δk1+k2,k3+k4δl1+l2,l3+l4 (4.26)

Again, the {ϕk,l} are the components of the superposition of the eigenvectors that we can access
numerically. Thus, if we have normalized correctly, it is again sufficient to make the appropriate
sum of the components, this time of the eigenvector and not the Floquet state, in order to obtain
the time average of the integral in units of 1/L.
Using this method, we obtain

0.0704833 1/L (4.27)

We see that both techniques provide the same results. Although in the second method there is
only one calculation to be made, compared to X calculations for the first method, the sum in
this calculation is much larger. To the point that, for the dimensions considered in this work
(5000× 5000), the second method takes much longer than the first.

To obtain the final expression of the interaction parameter, we now need to multiply (4.27)
by g1D. We have

U = g1D × 0.0704833/L (4.28)

with
g1D = 2h̄ω⊥as (4.29)

Therefore, we actually need to calculate g1D/L. To do this, we need to set the real parameters
of our system. Indeed, so far, we have been working in numerical units. We have expressed the
different values in terms of V , L and m. If we denote the associated numerical units as V (0),
L(0) and m(0), we have 

m = m(0)

L = 2π L(0)

h̄ = 0.1
√
V (0)m(0)L(0)

V = V (0)

ω0 = 5 ω
(0)
0 = 5

√
V (0)

m(0)

1

L(0)

(4.30)
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But, in reality, if we consider that our condensate is made of 87Rubidium atoms, we have{
m = 1.4192261× 10−25 kg

as = 5× 10−9 m
(4.31)

We know that h̄ = 1.05457× 10−34 Js and L and ω⊥ are the trap parameters, these parameters
can be controlled and we decide to set them to the following values{

L = 10−5 m
ω⊥ = 2π × 10 kHz

(4.32)

So, we can calculate

g1D = 6.62606× 10−38 J m

⇔ g1D/L = 6.62606× 10−33 J
(4.33)

This value is expressed in SI units. However, we must re-express it in units of V to find an
effective interaction parameter also in units of V . Indeed, to use the value of this parameter for
the numerical diagonalization of the Bose-Hubbard matrix in the next step, it must be expressed
in numerical units, just like the effective hopping parameter. To do this, we need the value of
the potential V in SI units, but we do not know it, we must calculate it.
Since the value of h̄ is known, we re-express our parameter again, this time in terms of h̄(0), L(0)

and m(0), with h̄ = 0.1h̄(0). Thus, using the equalities in (4.30), we find

V (0) =
h̄(0)2

m(0)L(0)2
(4.34)

Using the equalities (4.30), (4.31) and (4.32), we can find the values of h̄(0), L(0) and m(0) in SI
units. We have

• h̄ = 1.05457× 10−34 Js = 0.1 h̄(0). So, h̄(0) = 1.05457× 10−33 Js

• L = 10−5 m = 2π L(0). So, L(0) = 10−5/2π m

• m = 1.4192261× 10−25 kg = 1 m(0). So, m(0) = 1.4192261× 10−25 kg

Thus,

V = V (0) =
h̄(0)2

m(0)L(0)2
= 3.09356× 10−30 J = 29334.8 Hz (4.35)

Dividing (4.33) by (4.35), we get the value of g1D/L in units of V

g1D/L = 0.002142 V (4.36)

And thus,
U = 0.00015098 V (4.37)

4.5 Computation of the collective tunneling rate
We have thus calculated the two effective parameters needed to obtain the Bose-Hubbard matrix,
using only the eigenvalues and eigenvectors of the Floquet matrix of the single-particle problem.
With this, we can now consider the case of a gas of N ultracold atoms. Then, we have to
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express the Bose-Hubbard matrix in the corresponding Fock space, where only the quasimodes
associated with the two islands will be populated and therefore taken into account. The matrix
is of dimension N + 1 and, as a reminder, its elements are given by

⟨n1, n2| Ĥ |n′1, n′2⟩ = −J
[√

n′2(n
′
1 + 1)δn1,n′

1+1δn2,n′
2−1 +

√
n′1(n

′
2 + 1)δn1,n′

1−1δn2,n′
2+1

]
+
1

2
U
[
n′1(n

′
1 + 1)δn1,n′

1
δn2,n′

2
+ n′2(n

′
2 + 1)δn1,n′

1
δn2,n′

2

] (4.38)

We know that if the condensate is prepared on one of our two resonance islands, due to the pres-
ence of interaction between the N atoms in the condensate, if U > J we are in the self-trapping
regime, and the particles cannot tunnel individually to the other resonance island. However,
they can tunnel all together, which is referred to as collective tunneling. In other words, in
the Fock basis, the state of the system can transition from state |N, 0⟩ to the state |0, N⟩. It is
this collective tunneling that we have been aiming to characterize from the beginning of this work.

If we consider N = 5, the associated Fock space is of dimension 6, and the Bose-Hubbard
matrix in this space is given by

Ĥ =



15U −
√
5J 0 · · · · · · 0

−
√
5J 11U −

√
8J

. . .
...

0 −
√
8J 9U −3J

. . .
...

...
. . . −3J 9U −

√
8J 0

...
. . . −

√
8J 11U −

√
5J

0 · · · · · · 0 −
√
5J 15U


(4.39)

Here, the parameter J represents the coupling between the states |N − n, n⟩ and |N − (n+ 1), n+ 1⟩,
∀n = 0, ..., N . It corresponds to the tunneling rate of the non-interacting system, i.e., the single-
particle system. This is the tunneling rate of the sequential process, which is suppressed when
we are in the self-trapping regime.

The collective tunneling rate is then simply given by the splitting between the energies asso-
ciated with states |N, 0⟩ and |0, N⟩.

After diagonalizing the matrix (4.39), we find that the eigenvalues associated with these states
are the two largest eigenvalues. Indeed, |N, 0⟩ and |0, N⟩ are the two states at the ends of the
diagonal of the matrix, and as can be observed, they have the highest coefficients, making them
the largest elements of this matrix. Additionally, by examining the coefficients of this matrix, we
can observe that the tridiagonal elements are much smaller than the diagonal elements. Thus,
the eigenvalues obtained after diagonalization are not significantly altered compared to these di-
agonal elements, confirming that the two largest eigenvalues are indeed the eigenvalues of interest.

As mentioned in the previous Section, the parameter ω⊥ is a trap parameter that we can adjust.
We have just calculated the value of the effective parameter U for ω⊥ = 2π × 10 kHz. Here, we
will perform the diagonalization of the matrix (4.39) for two different values of this frequency,
and thus two different values of U , to highlight the two different regimes that can be encountered
depending on the value of this interaction parameter. If U > J , we are in the self-trapping
regime where collective tunneling can be observed, otherwise, we are in a regime where sequen-
tial tunneling of the condensate atoms is observed. We will consider ω⊥,1 = 2π × 10 kHz and
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ω⊥,2 = 2π × 50000 kHz. Additionally, it is known that J = 0.1250056 V , a value that does not
change regardless of the transverse confinement frequency.

Let us start with ω⊥,1 = 2π × 10 kHz. In this case, we already know the value of the effec-
tive interaction parameter, U1 = 0.00015098 V . By inserting the values of U1 and J into the
Bose-Hubbard matrix (4.39) and after diagonalization, we obtain the eigenvalues

λ1 = 0.3768288 V (4.40)

λ2 = 0.6265380 V (4.41)

Therefore, the corresponding tunneling rate is given by

Jcol,1 = 0.2497092 V (4.42)

We see that Jcol,1 is of the same order of magnitude as J , which is not what is expected for
the collective tunneling rate. Indeed, as we have already stated, J represents the tunneling rate
in our time crystal when there is only one particle. Therefore, it should be much greater than
Jcol,1, the tunneling rate of N particles. Indeed, sequential tunneling is much faster than col-
lective tunneling. Additionally, U1 ≪ J , thus, with this transverse confinement frequency, we
are not in the self-trapping regime. To be in such a regime, the effective interaction between
particles must be greater than the effective hopping between our two islands. Therefore, Jcol,1
does not represent the collective tunneling rate of our N particles we are looking for.

Another way to determine whether or not we are in the self-trapping regime is to examine the
eigenvectors associated with our two eigenvalues of interest. In the self-trapping regime, these
eigenvectors should have a structure resembling (1/

√
2, 0, 0, 0, 0, 1/

√
2), indicating a NOON su-

perposition of these states. In our case we have

|ψ1⟩ = (−0.39564, 0.53017,−0.24977,−0.24977, 0.53017,−0.39564) (4.43)

|ψ2⟩ = (0.17704,−0.39540, 0.55885,−0.55885, 0.39540,−0.17704) (4.44)

We clearly see that they do not correspond to vectors indicating a NOON superposition.

Now, let us look for ω⊥,2 = 2π × 50000 kHz. In this case, we need to recalculate g1D/L.
We have

g1D/L = 3.31303× 10−29J (4.45)

= 10.7094 V (4.46)

Therefore,
U2 = 0.7548338 V (4.47)

And this time, we obtain the two eigenvalues

λ1 = 11.3483794 V (4.48)

λ2 = 11.3484181 V (4.49)

The associated eigenvectors are

|ψ1⟩ = (0.70408,−0.06517, 0.00467, 0.00467,−0.06517, 0.70408) (4.50)

|ψ2⟩ = (0.70407,−0.06527, 0.00552,−0.00552, 0.06527,−0.70407) (4.51)

65



We observe that in this case, they possess the structure indicating a NOON superposition. This
means that with this value of the transverse confinement frequency, we are in the self-trapping
regime. Thus, the splitting between these two eigenvalues indeed represents the collective tun-
neling rate of the N condensate atoms between the two sites of our time crystal that we have
been seeking since the beginning of this work. We obtain

Jcol,2 = 0.0000387 V (4.52)

To better understand this result, we can calculate the times associated with the tunneling rates
found

tseq =
h̄

J
(4.53)

tcol,2 =
h̄

Jcol,2
(4.54)

To obtain a time in seconds, we must first re-express J and Jcol,2 in SI units, we have

J = 3.86713× 10−31 J (4.55)

Jcol,2 = 1.19721× 10−34 J (4.56)

Therefore,
tseq = 0.000273 s (4.57)

tcol,2 = 0.880856 s (4.58)

The time tseq represents the interval after which an atom tunnels from one of our resonance
islands to the other, and then back to the initial island, and so on, when the interaction between
particles is not taken into account. The time tcol,2 represents the interval after which the entire
condensate, prepared on one of the resonance island, tunnels to the other resonance when the
interaction between particles is considered.
As expected, we have tseq << tcol,2. Furthermore, we can see that tcol,2 < 1s, which seems to be
a reasonable time and proves that the collective tunneling process is significantly accelerated by
the presence of chaos in the system. Indeed, it was mentioned earlier that without assistance,
the collective tunneling is extremely slow. In reality, it can be so slow that it is never observed
because the condensate’s lifetime is shorter. However, it is known that the average lifetime of a
condensate can range from a few seconds to several minutes, tcol,2 is much smaller, which clearly
shows that the tunneling process between the two sites of the time crystal is accelerated.

Note that, although these results are theoretically correct, in practice, achieving a transverse
confinement frequency of 2π×50000 kHz would be difficult. This means that, for the parameters
we have chosen, the self-trapping regime is not easily reached. This is not a problem in itself for
our results, but we could improve them in different ways to obtain a smaller ω⊥,2 value where
the self-trapping regime appears. We could reduce L to 5 × 10−6 m, but again, going below
this value seems too challenging experimentally. We could also increase the number of atoms
considered. Another approach would be to consider a smaller value of h̄, which would enhance
the spatial localization on the islands.
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Conclusion

The aim of this Master’s thesis was to study the collective tunneling of a Bose-Einstein conden-
sate prepared on one of the two sites of a time crystal. More specifically, the main objective
was to calculate a first prediction of the time associated with this process for a given population
value N of the sites, using Floquet theory an the two-site Bose-Hubbard model.

To achieve this, we began by studying the classical dynamics associated with the Hamiltonian
of our system. We observed that the introduction of a non-integrable perturbation δ cosω0t to
the potential led to the emergence of chaos in the classical system, and more importantly, to the
formation of nonlinear resonances according to the Poincaré-Birkhoff theorem. We focused more
specifically on the 2:1 resonance where two symmetric islands appear. We found that this specific
configuration of the classical phase space strongly influences the underlying quantum dynamics
and allows the observation of a tunneling effect between these two islands, by confining the wave
packets to specific regions of the phase space, which are these resonance islands. Therefore, the
first thing we needed to do was to find the optimal values of the parameters δ and ω0 to obtain
the optimal phase space configuration for the study of our phenomenon.
We then found that the quantum objects corresponding to these localized wave packets are the
Floquet states, and thus we introduced the Floquet theory.
Until then, we had neglected the interaction between the particles of our condensate, which was
equivalent to considering a single-particle system. However, by introducing the theory of Bose-
Einstein condensates, we saw that this interaction could not be neglected and its consideration
has significant consequences. The first of these consequences is that we only observed symmetry-
broken states, making our system a discrete time crystal. The second one is that taking this
interaction into account also defined a self-trapping regime in which the sequential tunneling of
atoms constituting the condensate from one to the other is suppressed, "trapping" the conden-
sate particles in the symmetry-broken state they are prepared into. Only a collective tunneling
of the whole condensate can be observed in this regime. However, we saw that this phenomenon
is normally very slow but can be accelerated by the presence of chaos and resonance in our system.

Then, to study this collective tunneling in practice, we introduced the two-site Bose-Hubbard
model. We saw that in this model, the tunneling rate of the collective tunneling phenomenon,
for a condensate composed of N particles, could be simply obtained by diagonalizing the Bose-
Hubbard matrix in the associated Fock space of dimension N +1. We also saw that the elements
of this matrix depended only on the parameters U and J , where U is the effective interaction pa-
rameter and J is the effective hopping parameter. In the Bose-Hubbard model, these parameters
can be computed simply from the one-particle Floquet states localized on our resonance islands,
and the associated quasi-energies. Therefore, we only need the single-particle Floquet spectrum
to obtain the form of our Bose-Hubbard matrix and then calculate the collective tunneling rate.
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We thus had to calculate this Floquet spectrum of our system when neglecting the interac-
tion between the condensate particles. To do this, we performed a numerical diagonalization of
the corresponding Floquet matrix for 50 Floquet blocks, each consisting of 100 × 100 elements.
This diagonalization, combined with the calculation of the Husimi distributions of the obtained
Floquet states, allowed us to identify the states of the single-particle Floquet spectrum localized
on our resonance islands and the quasi-energies associated with them. We were then able to
directly obtain the value of the effective hopping parameter, J = 0.1250056 V . We also con-
ducted some analysis to verify if the obtained value was well converged and if J had the expected
behavior as a function of h̄ according to the theory of chaos- and resonance-assisted tunneling.
We then observed that J decreased with 1/h̄ while showing random fluctuations in this decrease,
exactly as predicted by these theories.
Next, thanks to the results of this diagonalization, we were also able to directly calculate the
value of the effective interaction parameter. We performed a numerical calculation of the integral
in the expression of U from the components of one of the Floquet states localized on one of the
two islands, and we calculated the coefficient g1D by fixing the real parameters of our system.
Assuming that our condensate was composed of Rubidium atoms, we tried for two values of ω⊥.
For, ω⊥,1 = 2π×10 kHZ, we obtained U1 = 0.00015098 V and for ω⊥,2 = 2π×50000 kHZ, we ob-
tained U2 = 0.7548338 V . Going back to the N -particles problem and numerically diagonalizing
the Bose-Hubbard matrix in the associated Fock space, we obtained Jcol,1 = 0.2497092 V and
Jcol,2 = 0.0000387 V . We then noticed that for the first value we were not in the self-trapping
regime in which we need to be to observe the collective tunneling of our condensate. Indeed,
the value of the collective tunneling rate is too close to the value of J , which represents the
tunneling rate of a single particle when the interaction is not taken into account. The second
value, however, correspond to the self-trapping regime.

As expected, Jcol,2 ≪ J , the sequential tunneling phenomenon of an atom described by the
rate J is much faster than the collective tunneling phenomenon of the entire condensate de-
scribed by Jcol,2. We then calculated the characteristic times associated with these phenomena,
we obtained tseq = 0.000273 s and tcol,2 = 0.880856 s. The second time thus being the time we
were looking for. Finally, we note that although it is much larger than tseq, this time remains
quite small, which proves that the collective tunneling phenomenon in our system has indeed
been accelerated by the presence of chaos, given that collective tunneling times without assis-
tance are often too long to even be observed within the typical lifetime of a condensate. We have
also discussed the practical feasibility of the obtained results.
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Perspectives

As we have now already mentioned plenty of times, the deliverable of this work is the value of
the collective tunneling time between the two sites of a time crystal for different values of the
population N of the sites. However, there is another way to view this Master’s thesis. It can be
considered as the first step of a theoretical elaboration of a protocol for creating NOON states
with ultracold bosonic atoms and for predicting the time scale of this creation, as we explained
in the introduction.
As a reminder, it has already been demonstrated [9] that such states can be created through
the collective tunneling process in a self-trapping regime of an atomic gas between the two wells
of a symmetric double-well potential. Our system is equivalent to this configuration. Thus, at
half of the collective tunneling time tcol that we have calculated, the NOON state is obtained.
However, the value of this time obtained at the end of this work is only a first prediction and
can be improved to better represent reality, which is why we refer to it as a first step.

We have already discussed how to achieve results that are more achievable in practice.
To go further, we could start by studying how our parameters δ and ω0, which characterize the
periodic modulation, can be tuned as a function of the mode population N to achieve an optimal
tunneling rate, i.e., to have optimally fast tunneling, even for large values of N .
Additionally, the Bose-Hubbard model we use in this work is actually too simple, as it does not
account for certain complications that may arise. For example, the parameters U and J can
depend on the population N of a given site. Indeed, as N increases, the single-particle wave
function describing these sites extends if the interaction is repulsive and contracts if the interac-
tion is attractive. Moreover, the two-mode approximation we use to develop the Bose-Hubbard
model is actually too simple. To address these issues, more sophisticated numerical calculations
of this collective tunneling effect are required, such as many-body simulations in the tilted ring
configuration for a limited number of atoms. This step provides us with a more reliable quan-
titative prediction of the desired tunneling rate, allowing us to recalibrate the Bose-Hubbard
model used in this work. Specifically, by considering more single-particle modes and making
the interaction and hopping parameters population-dependent, which can be done by including
higher-order terms in the effective many-body Hamiltonian. This will yield a model that is as
reliable as possible while maintaining reasonable numerical complexity. This model will then
serve as a versatile tool for calculating the chaos-assisted tunneling rate, even for larger atomic
populations.
We could go even further. For example, we could also investigate how an additional periodic
modulation might further boost the tunneling rate. We could also examine how this collective
tunneling process behaves in other resonance chains, such as the 3:1 resonances, and between the
1:1 resonance and its mirror counterpart rotating in the opposite direction, where, in this case,
collisions between atoms must be taken into account.
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