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Introduction

In the last decades, the demand for fast, secure, and reliable data connections has significantly
increased. To meet this demand, it is essential to enhance the computational power of network
systems through high-performance technologies. Quantum computing is one such technology,
showing a clear potential to outperform current classical computing systems. Quantum comput-
ing combines principles from computer science and quantum mechanics to create more advanced
systems capable of handling complex computational tasks. The basic operational unit in QC is
the quantum bit (qubit), which utilizes fundamental concepts like superposition and entangle-
ment, contributing to its high performance. Quantum computing-assisted communications have
therefore been extensively studied and developed in recent years, and hold great promise for
improving communications and security in today’s networks [1, 2].

However, challenges emerge from the rapid development of quantum computing, notably re-
lated to some asymmetric cryptographic algorithms such as RSA (Rivest-Shamir-Adleman) [3],
a public key cryptosystem still used in many secure data transmissions to this day. Standard en-
cryption techniques such as RSA, while very powerful, could be broken through Shor’s algorithm,
a quantum algorithm factoring large integers exponentially faster than the best-known classical
algorithms [4]. While current quantum computing technology is still far from being enough
advanced to break RSA, this motivated the elaboration of new encryption techniques, notably
based on quantum mechanical properties. This new branch of cryptography, called Quantum
Cryptography, offers unconditional security independent of the current computing power and
gives rise to the use of quantum key distribution (QKD). Its aim is to implement the exchange of
private key bits over a public insecure channel between two parties. These key bits can then be
used to implement a classical private key cryptosystem, thus enabling the two parties to securely
communicate. Quantum Key Distribution is the most famous category of quantum cryptogra-
phy protocols as it offers a theoretically secure solution to the challenge of private key exchange
between communicating users [5]. The BB84 is the first QKD protocol, proposed by Charles
Bennett and Gilles Brassard in 1984 [6], and uses linearly polarized photons travelling in an
optical fiber.

The advantage of quantum over classical cryptography is its exploitation of quantum mechan-
ical properties. Among these properties are the Heisenberg uncertainty principle, the no-cloning
theorem which stipulates it is impossible to create an independent and identical copy of an arbi-
trary unknown quantum state, and most importantly the perturbative nature of measurement.
Indeed, the latter implies that any spy acting on a communication channel will influence the
state of the qubits traveling inside, because of the collapse of the wavefunction. Therefore a
measurement would modify the information contained in the qubits, making it more easily de-
tectable than in classical communication protocols.

The effects on QKD protocols of measurements have been studied in the past, although not
extensively [7, 8, 9, 10].



The aim of this Master’s thesis is to study the security of the BB84 protocol when implemented
in realistic conditions and against advanced type of attacks. We analyze the impact on the
photons, used as the qubits in the quantum communication channel, of intrinsic dissipation in
the channel and of different types of measurement, such as projective or weak measurements,
that can be viewed as attacks from a third party. In addition, we investigate the implementation
of quantum feedback based on the spy measurement outcomes that they could use to cover their
tracks, i.e., decrease the influence of their measurements on the qubits. A representative sketch
is displayed in Figure 1.

dissination (+ The BB84 Protocol
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Figure 1: Sketch representation of this Master’s thesis aim. Alice (A) sends linearly polarized photons to Bob
(B) via an optical fiber, while travelling they are subject to dissipation with a rate yp and to weak measurements
via monitoring of a cavity output field with a rate yg. The output of this measurement is treated using a neural
network to determine the initial state, and used to apply feedback on the photons.

In Chaper 1 we start by recalling the fundamental concepts of quantum mechanics needed
to describe open quantum systems. Then we derive the different equations needed, such as the
Lindblad master equation to describe the interaction of a quantum system (e.g., photons) with
its environment (e.g., optical fiber), the master equations conditioned on measurement, such as
the homodyne master equation, and finally the homodyne mediated feedback master equation.

In chapter 2 we explain the BB84 protocol, which is the most common QKD protocol, step
by step, considering first an idealized case without noise nor eavesdropping, then a more realistic
case with their presence.

In Chapter 3, we first evaluate the impact of noise and third party attacks, in the form of
projective measurements, independently. Then we evaluate their joint impact on the protocol
probability of success. In the fourth section, we perform an in-depth examination of how weak
measurements could be used by the spy to decrease its impact on the photons while still extracting
information. We finish this Chapter by evaluating the impact on single photons of such weak
measurements through the trace distance metric, which measures how different two quantum
states are from each other.

In Chapter 4 we start by exploring standard tomography to reconstruct the state of photons
from the result of a single homodyne measurement on a photon traveling in the optical fiber.



We also motivate the use of neural networks for this task, given their high capacities in pattern
recognition, data analysis, and complex problem-solving. We then introduce the theoretical
background needed to understand and construct a neural network, which we use to perform
initial state tomography (i.e., recovering the initial state of the qubits used in the protocol) from
the results of homodyne measurements.

In Chapter 5, we introduce the concept of information gain to quantify the information a given
measurement extracts on a given system. The second Section of this Chapter is dedicated to
finding the trade-off between the amount of information extracted from the qubits measurement
and the impact that this measurement has on their state.

In Chapter 6 we investigate the introduction, in the system, of quantum feedback by the spy
to cover its tracks.



Chapter 1

Open quantum systems

Since we will be interested in looking at the influence of dissipative mechanisms and measurements
on quantum systems, it is necessary to introduce all the necessary tools to the description of open
quantum systems. In this Chapter, we first recall the concepts of pure and mixed states, the
density operator formalism, and quantum mechanics postulates in this formalism. We then derive
three master equations, respectively the GKSL (or Lindblad) one to describe quantum systems
interacting with their environment, the homodyne conditioned stochastic master equation for
systems subjected to weak measurements, and finally the homodyne mediated feedback master
equation to account for the additional introduction of quantum feedback.

1.1 Pure and mixed states

Let us consider a quantum system S, e.g., a two-level atom prepared in an excited state |e). In
this example, at ¢t = 0, we know that this system has a probability of one to be in the state
le), and is thus said to be in a pure state. However, at a later time ¢t # 0, there is a non-zero
probability the atom has emitted a photon to reach its ground state |g), and we thus not know
exactly in which state the atom is. In other words, the state of the whole system, made of the
atom and the surrounding electromagnetic field can be written as:

[vse) = Ci(t) |e,0) + Ca(t) g, 1), (1.1)

where |e,0) = |e) ®]0) denotes the state of the whole system when the atom is in its excited state
and no photon has been emitted, |g, 1) is the state when the atom has emitted a photon and is
in its ground state, C1(f) and Cs(t) are time-dependant complex coefficients that determine the
probabilities of the system to be in each state.

From Eq. (1.1), it is clear that one cannot identify exactly the state of the atom without
knowing the state of the electromagnetic field (they are entangled). In this case, the atom is said
to be in a mixed state or in a statistical mixture of states, which is more generally defined as

Zpi i) (il 5 (1.2)

where 0 < p; <1 is the probability to be in the pure state |¢;). Therefore we have Y p; = 1.

1
Usually, the coupling of a system to an environment is likely to turn an initially pure state
into a mixed state. In Sec. 1.4, we will show how to derive explicitly Eq. (1.2) for the example
given above, and what are the explicit expressions for the probabilities p; involved.



The fact that the state of an open system is generally not pure motivates the introduction of
a more general tool to describe open systems dynamics: the density operator, as elaborated on
below.

1.2 Density operator

A noteworthy mathematical instrument employed universally is the density operator, also called
density matrix or statistical operator. Usually noted p, the density operator is mainly used to
describe the state of open quantum systems. For a system in a pure state, the density operator
is defined as the projector on the state of the system considered:

p(t) = |(2)) (L (t)]- (1.3)
Given Egs. (1.2) and (1.3), for a system in a mixed state
p= sz‘ﬁz', (1.4)
where p; is the probability that the system is in the pure state p; = |¢;) (;]. The following
fundamental properties of p are immediately inferred from its definition (1.2) [11]:
e j is hermitian: pf = p
e /) has unit trace: Tr(p) =1
e /) is a positive operator: (¢| p|¢) >0, V|¢) € H, the hilbert space of the system.
e For a pure state, p is idempotent: p? =

We can define the purity of a state p as Tr(p?), which is equal to one for a pure state and
smaller than one for a mixed state. Another important property of the density operator is its
use to compute the expectation value of any other operator:

<A>w = Tr(pA). (1.5)

1.3 Quantum mechanics postulates

We can reformulate the postulates of quantum mechanics in terms of the density operator. The
two first postulates characterize the state of a system and its temporal evolution.

Postulate 1

The state of an isolated physical system is represented, at a fixed time ¢, by a density
operator j(t), belonging to a Hilbert space H defined over the field of complexes, called the
state space. This operator must be positive and have a unit trace.




Postulate 2

The time evolution of the density operator j(t) of an isolated physical system is described
by the Liouville-von Neumann equation

3y = U140 (16)

where £ is the reduced Planck constant and H is the Hamiltonian of the considered system.

The third postulate characterizes measurements and their impact on the system.

Postulate 3

Measurements on a quantum system are described by a set of operators {M},} called mea-
surement operators acting in the state space H, where k denotes the possible measurement
outcomes. They satisfy the completeness relation

> M, =1 (1.7)
k

If the state of the system is described by the density operator p just before the measurement,
then the probability that the outcome of a physical quantity (represented by A) measurement
is one of its discrete eigenvalues k is

P(k) = Tr (ﬁM,IMk) . (1.8)

If the outcome is k, the state of the system after the measurement is

. My pM;|
p= 7Tk (1.9)
Tr (pMkMk>

The last postulate describes the state of a composite system, i.e. a system composed of
several sub-systems.

Postulate 4

The state space of a composite system of N physical systems is the tensor product of the
state spaces of each sub-systems

H=H1Q3Ho® ... HNnN. (1.10)

If the ith sub-system is in the state p; (i = 1,...,N), the state of the composite system is
given by the density operator
P=p1R PR ... R PN- (1.11)




The elements of the density operator matrix can be interpreted as physical quantities. Indeed,
the diagonal elements are the amplitudes and the non-diagonal ones are the coherences. The
latter will go to zero if the system considered is interacting with its environment, this process is
called phase damping.

1.4 The Lindblad master equation

Since the physical systems considered in this work are single photons travelling through an
optical fiber and since optical fibers, such as any other real system, are not perfectly insulating,
the photons will interact with their environment by being diffused or polarized. To handle such
open systems we need a new formalism, which is to replace the state vector |)(¢)) used previously
by the density operator p(t) defined in Section 1.2.

In this open quantum system formalism we consider an enlarged system, composed of the
open system of interest S and its environment F, to be a closed quantum system whose state
is described by a density operator psg(t) as explained in Figure 1.1. Following postulate 4,
this state lives in a Hilbert space Hgp which is the tensor product of the Hilbert space of the
environment and of the system : Hgp = Hs ® Hp.

PSE
..................... — r——
System = Environment “i
e L P p
75 - PE

Figure 1.1: Schematic representation of the open quantum system formalism [12]. Hg, Hg and H;,; are respec-
tively the Hilbert spaces of the system, its environment, and the interaction between them. pg, pg and psg are
respectively the density operators representing the states of the system, the environment and the total system
formed by both of them.

Going back to the example of Section 1.1, the system considered is the two-level atom and
the environment is a bosonic mode of the emitted (or not) photon. The initial state describing
the system and environment is thus |¢sg) = |e,0). At time ¢, this state is mixed and we can
describe it as (1.1) but also using the density operator

pse = |Vse) (sl = |C1(t)]* [e, 0) (e, 0] + |C2(t)* g, 1) (g, 1], (1.12)

where |Cy(t)]* and |Ca(t)|? are the probabilities of the excited state and the ground state respec-
tively. To obtain the state of the system starting from the state of the System + Environment,
we must perform the partial trace operation :

ps = Trp(pse) = Y (o

po |60 3)

where {‘¢g)>} is an orthonormal basis of Hp, the Hilbert space of the environment. In the

example of the atom and surrounding electromagnetic field, this basis could be a Fock basis. In

10



this example, the state of the atom is

ps = Tre(psk)
= [C1(t) |e) (e] + |C2(t)[* |g) (g]

which corresponds to the general expression of Eq. (1.4).

As stated in postulate 2, the evolution of the total system is given by the von Neumann
equation [Eq. (1.6)] but we need a way to describe the evolution of the system alone.
It was shown in 1976 by Lindblad [13] and Gorini et al. [14] that the generator of the quantum
dynamics for a Markovian equation p = £p(t) must be of the form:

K

Lp=—ilH,pl+ Y wDLilp, (1.14)
k=1

where the superoperator £ is called the Lindbladian or the Liouvillian,AI:[ is hermitian and
contains a rate w (e.g., H = wd), {L,} are arbitrary operators and D[L] is a superoperator
defined as:

DIL]p = LpLt (ﬁiﬁ + pﬂﬁ) . (1.15)

1
2
The form of (1.14) is called the Lindblad or Gorini-Kossakowski-Sudarshan-Lindblad (GKSL)
form, and we must use an equation of this form to perform our analysis. Deriving this equation
is beyond the scope of this master thesis, but a full demonstration can be found in [15]. This
equation is derived from the von Neumann equation (1.6), where the Hamiltonian is separated
into three parts: one for the system, one for the environment, and one for the interactions be-
tween the two.

The total system is characterized by three typical timescales: 7p,7s and 7 referring re-
spectively to the typical timescale of the bath, the system and the relaxation. 7y refers to the
characteristic timescale over which the system approaches its steady state or equilibrium due
to interaction with the environment. The bath correlation time 7p refers to the characteristic
timescale over which the bath loses information coming from the system. For a finite size system,
Tg is the typical timescale of the system dynamics, for example if the Hamiltonian describing the
system dynamics is H= w0z, then 7¢ = 1/wy.

We first assume a weak interaction between the system and the environment, which is also
called weak system-bath coupling as the environment is also called bath. This assumption is
called the Born approximation. We also assume that the largeness of the environment (the
closeness of its energy levels) ensures that from one moment to another the system interacts
with different parts of the environment, this is called the Markov approximation (see Figure
1.2) [16]. These two approximations together form the Born-Markov approximation, which can
be interpreted as the bath having no memory effect of its interaction with the system, i.e., it
returns to its original state almost instantly after the interaction while the system does not. This
approximation is valid if the timescale of the bath is small compared to the relaxation timescale,
ie., 75 L TR.-

Then, we assume the system and environment are initially in a separable state:

11



pse(0) = ps(0) ® pr(0),

which means there are no correlations between them. Over time, due to the interaction Hamil-
tonian, some correlations are expected to happen between the system and the environment.
However, we may assume the typical timescales of correlation and relaxation of the environment
are much smaller than the system timescale (because coupling is weak) and are thus negligi-
ble. Under this approximation, the environment state can be considered as always thermal and
decoupled from the system state:

pse(t) = ps(t) @ pr(0).

We now apply the rotating wave approximation (RWA, see Figure 1.2) which consists in con-
sidering some terms as oscillating much faster than the typical timescale of the system evolution,
thus averaging to 0 over that period. This approximation is valid if the typical timescale of the
system is much smaller than the relaxation one, i.e., 79 < T5.

After these assumptions and approximations, we finally obtain the Lindblad-Gorini-Kossakowski-
Sudarshan Master equation (or Lindblad equation) :

= =il + Hus 0] + Yo (Ll L] - HEIL (O} ) = £300), (1.16)

where the operators L, are usually referred to as jump operators. Hg is the Lamb Shift Hamil-
tonian which renormalizes the system energy levels due to the interaction with the environment.
The Lindblad master equation (1.16) will be our model to describe dissipative processes acting
on the system we consider, i.e., the photons travelling through the optical fiber.

System < — Environment
Tg OX % TR X5 7~ 0

Tp T RWA Th

<
) L

B-M approximation

Figure 1.2: Hierarchy between the typical timescales 7p, 7¢ and T of the bath, the system and the relaxation
respectively. Here, w is the natural frequency of the system and ~ is the typical damping rate of the system due to
its interaction with its environment. The Born-Markov and Rotating Wave approximations are valid respectively
for 15 K T and 75 K TR.

1.5 Quantum trajectories

In this section, we generalize the unitary evolution of an isolated quantum system by incorpo-
rating measurements. Most results of this Section come from [16].

12



1.5.1 Quantum Jumps

The evolution of an isolated quantum system in the absence of measurement is Markovian and
continuous:

p(t) = —i [ﬁ(t)7 p(t)] = finite. (1.17)

In this equation, and more generally in this master thesis, we consider the Hamiltonian H to
be containing the rate w in a similar way to in Eq. (1.14). We require the measurement time 7T
to be infinitesimal in order to obtain a differential equation for j(t), in this case the system is
said to be monitored. Using Eq. (1.9), assuming that the measurements are performed but the
results r are ignored and averaging over all possible results, the unconditioned evolution of the
state is

plt+dt) = TPrp(t+dt) = TIM]p(t), (1.18)

where J[M,]p(t) = M,p(t)M], P, is given by Eq. (1.8) and the index r corresponds to the
possible results of the measurement. Here the denomination 'unconditioned’ refers to the state
obtained by averaging over the random measurement results which condition the system [16]. As
p(t + dt) is infinitesimally different from p(t), a plausible assumption would be to consider just
one r (e.g., = 0) and set the measurement operator as

. . R .

My(dt) =1— (2 + zH) dt, (1.19)
where R and H are Hermitian operators. However, this measurement operator alone does not
satisfy the completeness condition that is Eq. (1.7). We have, to order dt,

M (dt) Mo(dt) = 1 — Rdt # 1. (1.20)

Indeed, a measurement with only one possible result does not really constitute a measurement at
all. For the completeness condition to be satisfiable, the measurement requires a second possible
result and thus a second measurement operator. We thus consider the two possible outcomes 0
and 1, and define the measurement operators

Mo(dt) =1 — <§ +u§r> dt and M(dt) = \/ygdté, (1.21)

where ¢ is an arbitrary operator such that

ypé'é = R. (1.22)
Thus with R being positive, the measurement operators satisfy the completeness condition
NI (dt) Mo(dt) + M (dt) Ny (dt) = 1. (1.23)
The respective probabilities for the results » =1 and » = 0 are
P, (dt) = Tr {j[Ml][)] — v Tr [etep] dt, (1.24)

Po(dt) = Tr [j[MO]ﬁ] =1 —ygTr [elep] dt. (1.25)

IP; (dt) is infinitesimal since ¢fé is bounded, and thus IPy(dt) is almost equal to one.

13



Thus for almost every infinitesimal time intervals dt the measurement result is » = 0, and the
system evolves infinitesimally. However at random times, having a rate Ipz(td t)7 the measurement
result is » = 1 and thus the system will undergo a finite evolution (detection). This event is
called a quantum jump but does not represent a physical event, but rather a sudden modification

of the observer’s knowledge about the system.

1.5.2 Homodyne detection

Homodyne detection is a technique used in quantum optics to analyze and extract information
from quantum states of light. It consists in mixing a quantum signal with a reference beam,
typically called a local oscillator, at a beamsplitter. This creates an interference pattern that
contains information about the phase and amplitude of the quantum signal. By measuring this
interference pattern using photodetectors (Figure 1.3), we can extract valuable information about
the quantum state being studied. Homodyne detection is said to measure one quadrature of the
system. The term homodyne signifies that the local oscillator is derived from the same source as
the signal before the modulating process. For example, in a laser scattering measurement, the
laser beam is split into two part, one is the local oscillator and the other is sent to the system
to be probed. The scattered light is then mixed with the local oscillator on the detector [17].
This type of measurement is called weak measurement because it introduces less perturbations
in the system than a direct measurement, as a result the measurement does not contain all in-
formation about the state of the system, but only about one of its quadratures. Since this type
of measurement perturbs less the system it monitors, it could be used in attacks against the
BB84 protocol. In this section, we derive a master equation describing a system continuously
monitored via homodyne detection.

The master equation in the Lindblad form, where g is the dissipation rate for the operator

o

dp = —idt[H, p] + yedtD[d)p, (1.26)

is known to be invariant under shift of the jump operator ¢, if a new term is added to the
Hamiltonian [16]:

N i 1
¢—=C+; H—)H—ii(v*é—’yéT), (1.27)

where 7 is an arbitrary complex number. Under such transformation, the measurement operators
from Eq. (1.21) become

M, (dt) = \/ypdt(é+7), (1.28)
My(dt) =1 —dt |iH + @(&y* —éty) + 77E(6T +7)(E+7)] - (1.29)

This type of transformation can be used to model homodyne detection, which is a type of weak
measurement where the output field of the system considered (e.g. a cavity) is sent through one
port of a beam-splitter of transmittance n while a strong coherent field (having the same frequency
as the system dipole) is sent through its other port. Then both output ports are measured with
photo detectors which outputs are subtracted to remove the contribution of the local oscillator,
as illustrated in Figure 1.3. Let’s suppose b is the operator for the field entering one port and
0 is the operator for the other port incident field. After going through the beam-splitter they

become R X
b— /nb++/1—n0, (1.30)

14



Local oscillator

v

Cavity
output field

BS | 50:50

Figure 1.3: Balanced homodyne detection in the limit of an infinitely strong local oscillator. The field being
emitted by the system (e.g. a cavity) is being fed to one input port of the beam-splitter while a strong coherent
field (local oscillator) is injected in the other input port. The two output ports are then measured and substracted
to obtain the homodyne photo current of Eq. (1.49).

6 — /16— /1 —nb, (1.31)
where 7 is an adimensional number representing the efficiency of the measurement, i.e. n =1 for
a perfect measurement. We can model a strong coherent field using

é:

=0 + 0, (1.32)
where the first term represents the coherent amplitude of the local oscillator and the second part
represents the quantum fluctuations around the expectation value (¥ is a continuum field).
Considering a measurement efficiency 7 close to one, the transformation (1.30) thus reduces
to
b—b+ 7. (1.33)

This transformation represents a displacement of the field. Supposing the coherent field -y is real,
the homodyne detection measures the z quadrature of the system, which two quadratures are
defined as

t=é¢+eét and g =—i(e—éf). (1.34)

We define N(t) as the number of photo detections up to time t, thus the stochastic increment
dN (t) follows

BN (1)) = (V0 (at) VI (d1)) = mdt (o(0) &1 o(1) (1.35)
We also define the rate of photo detection at the detector as
dN(t . Ay A
. [ dt( )} = Tr[("? + /A8 +7pé'e)pr (1)), (1.36)
where pr(t) is the state of the system conditioned on the photo current I(t) = djgt(t). If v is

much larger than the expectation value <éTé>, this rate is composed of a large term, a term
proportional to Z, and a small term.

The measurement operators Mo (dt) and M (dt) yield the stochastic master equation for the
conditioned state

apr(t) = {dN(t)g[é 4]+ dir [—u;r B — %ECTC] } p1(t), (1.37)

15



where

H(ep=ép+pet —Tr [ep+pet] p |, (1.38)
and .
A cpe .
= —m — . ]..
glelp = 4, P (1.39)

When the local oscillator amplitudes tends to infinity, the rate of photo detections also tends to
infinity but the effect of each detection on the system tends to zero. Indeed, the local oscillator
covers almost entirely the other field and we can thus derive a continuous approximation of the
photo current, yielding a continuous evolution equation for the system [18, 16].

Let us consider a time interval [t,¢ 4+ 0t] with 6t = O(y~3/2) in order to have a very large
number of detections 6N ~ 2§t and a very small change in the system O(5t) = O(y~3/2).
Therefore the mean number of detections in this time is

p=Te (v +yvAmE + 1we'e) {pr(0) + 0¥ || ot
=72 + /A8 (@) () + O(y/2)let.

Since the number of counts § NV is very large, its statistics are consistent with those of a Gaussian
random variable of mean p [Eq. (1.40)] and variance

(1.40)

0% = [¥* + O(y¥/%)]ot. (1.41)
Thus we can write 6V as
\/ ), (t
ON =426t |1+ Y2 ?I W1 ydw, (1.42)

where W is a Wiener increment satisfying
E[§W] = 0, (1.43)

E[6W?] = 6t. (1.44)

From the beginning, §t has been considered to be very small, and we can expand Eq. (1.37) in
powers of 71, yielding

(t) =0N(t) (\/ﬁ;%[é] + g (¢fe), ()Gl — (@) r(t)H]e]

Spr(t
(1.45)
+6tH [—if{ e — %Eafa} pr(t).

We can substitute the expression of 6N from Eq. (1.42) into Eq. (1.45), keeping only the lowest-
order terms in v~ /2 and taking 6t — dt yields the stochastic master equation

Aps(t) = =i [f1, 5. (1)] dt + 1mAtDIelpy (1) + AW () H[Ef (1), (1.46)
where dW (t) is an infinitesimal Wiener increment satisfying the conditions
E[dW(t)] =0, (1.47)

dW (t)? = dt. (1.48)
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Eq. (1.46) represents diffusive evolution and no longer a jump evolution as Eq. (1.37).

As 7 — oo transforms the evolution to continuous, it also changes the point-process photo-
count into a continuous photo current with white noise. Removing the constant local oscillator
contribution gives

) — 25
T = lim SOOI = 7 (a) 1)+ S (1.49)

where £(t) = dvgt(t).

To obtain Eq. (1.33), we made the assumption that the measurement efficiency was close
to one. In order to obtain a more realistic and general SME, we now consider an inefficient
detection (i.e. 0 < n < 1) which we model by a perfect detector detecting only a proportion n of
the output beam [16]. The homodyne photo current can be obtained by replacing the operator
¢ with /né¢ which yields

. £()
Jhom = VYEN (T) ; (1) + —=, 1.50
om < >J( ) \/,Y—E ( )
that we can normalize so that the deterministic part is not dependant on the efficiency. We
obtain
£()

Jhom = \/77E<£>J (t) + \/W (1'51)

Eq. (1.46) is thus modified to

dpy(t) = —i [H ﬁJ(t)} dt + vED[Elps (1)t + AEndW ()H[Eps (L) (1.52)

To better model the system we consider (i.e., a photon travelling in an optical fiber), an
intrinsic dissipation term is added to equation (1.52), which gives

dps(t) = —i |:Ha ﬁJ(t)} dt + yeD[d]ps(t)dt + /yendW (t)H[e]p.(t) + ypD[d]ps(t)dt,

(1.53)
where ¢ is the dissipation operator and vyp the corresponding dissipation rate.

This equation is one of the central points of this work; to describe the effects of dissipation
and weak measurement on the BB84 protocol. More specifically, this equation can serve as a
model of the temporal evolution of a photon travelling inside an optical fiber, where dissipation
occurs, and being subject to weak measurements such as homodyne detection.

1.6 Quantum feedback control

The goal of this Section is to derive a stochastic master equation describing the evolution of a
quantum system monitored with homodyne detection, to which one apply quantum feedback.
Indeed, as stated in the introduction, one of the goal of this master thesis is to investigate the
use of quantum feedback by a spy, in order to decrease its measurement impact on the photons,
and thus become less detectable.

As shown in the previous section, the SME for homodyne detection is Eq. (1.52). We derived
it from Eq. (1.37) which, since it is the starting point to describe feedback, we recall to be

dpy(t) = {dN(t)g[é 4]+ dir [—u;r — e — %ECTC] } pa(t). (1.54)
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Then, the expression for the effect of the feedback is
{/5J(t)]fb = F [t, Tnomfo.n] £ (1), (1.55)

where Jp,om[o,¢) 18 the photo current record from time ¢y = 0 (beginning of the experiment) to
time ¢ (present time). F [t,J;wm[O,t)] is a superoperator, i.e., a functional of the current for all
past times. To completely describe the effect of feedback, we can add Eq. (1.55) to Eq. (1.54).
Simplifying assumptions can be done, firstly we can consider that the feedback functional is
linear, which generates an evolution of the form

[bs)] = /0 " B(S) Tnom (t — $)KCp (£)ds, (1.56)

where h(s) is the response function and K is a Liouville superoperator.
We first consider that h(s) = d(s — 7), modelling a fixed delay 7 of the feedback. According
to [19], the time evolution is given by

[651)] = Tnom(t = T)Kps 1), (1.57)

K must be such as to give valid evolution whether the time is positive or negative since the
homodyne photo current may be negative because of the substraction of the constant local
oscillator. In other words, it must generate reversible evolution with

Kp= —im [F,,a} , (1.58)

for F' some hermitian operator. To combine Eq. (1.57) with Eq. (1.54) it is necessary to convert
it from an implicit to an explicit equation, which yields

ps(t) +[dps(8)] = exp [Knom (t — 7)dt] ps (t)- (1.59)

The total conditioned evolution of the system is, according to [20],

pst+dt) ={1+K[AE(e+c"), (t—7)dt+dW(t —7)//n] + [1/(2n))K? dt}

A (1.60)
x {1+ H[-iH]dt + v D[e]dt + /vendW (t)H[E]} s (t).
Considering a finite 7, this equation becomes
R e R A oA 1 .
dps(t) =dt {’H[—lH] +veD[E + Ve <c + CT>J (t—1)K+ 2771C2} ps(t) (L61)

+AW(t = 7)Kps )/ + VyendW () H[e]p ().

Putting 7 = 0 in Eq. (1.60) is considering a feedback with no delay, in other words an instanta-
neous feedback. This yields

Apy(t) =dt { =i [£, 5, (8)] + 7eDleps () = ive [F,épa () + ps (0T }

+yEDF)ps (8)dt/n+ ypdW () H[\/5é — 1iF/\/0)ps (t).

The non-selective evolution equation of the system can be obtained by taking the ensemble
average of this equation, which removes the last term because of the stochasticity of dW (¢t). By
doing so we obtain the homodyne mediated feedback master equation [20]:

(1.62)

p=—ilH. ]+ DlAlp ~ o [Fop + '] + TEDIF]p (1.63)
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The last two terms represent the feedback applied on the system. The first one is linear in 3
and is the desired effect of the feedback which would dominate in classical regime. The second
one causes diffusion in the variable conjugate to the operator F which can be attributed to the
inevitable introduction of noise in the system by the measurement. This last equation can be
rewritten in the Lindblad form:

. . P ) 1—
b= i [H n %E (éTF ¥ Fc) ,,5] +apDle —iFlp+ — 1 sDIF)p=Lh. (1.64)

By comparing this equation to the original Lindblad equation [Eq. (1.14)], we notice that the
effect of feedback is to replace the ¢ operator by ¢ —iF, to add an extra term to the hamiltonian
and a term vanishing for the efficiency n = 1.

Since the dissipation in the optical fiber is totally independant from the measurement and
the feedback applied, we can simply add to Eq. (1.64) the same dissipation term as in Eq. (1.52)
which yields the equation we use to describe the system evolution

5 [ A A 1= . A
p=—i|fi+ 2 (1 +Fe), | +wDle —iF)p+ n”wED[F]pﬂDD[v}pJ(t), (1.65)

using the same notations as previously. This equation will serve as model for the description of
the BB84 protocol subjected to dissipation, weak measurement and unconditional feedback.

1.7 Summary

In this Chapter, we derived three main equations that we will use throughout this work. They
are the Linblad master equation (1.16), the stochastic master equation conditioned on homodyne
measurement (1.53) and finally the homodyne mediated feedback master equation (1.65).

Now that we have obtained the mathematical tools to describe the evolution of photons in
various cases, we will detail the implementation of the BB84 protocol in the next Chapter.
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Chapter 2

The BB84 protocol

The BB84 protocol is the first quantum cryptography protocol, formalized by Charles Bennett
and Gilles Brassard in 1984 [6]. Its primary aim is to establish a secure communication channel
between two parties by exploiting the principles of quantum mechanics. It is, however, not used
to directly communicate information, but rather for these two parties to agree on a shared secret
key, which will then be used to implement a classical private key protocol.

In the first Section of this Chapter we explore the definition of qubits from linearly polarized
photons. We detail a generic implementation of the BB84 protocol in the second section, first
using the approximations that the quantum channel used is perfect (i.e., there is no dissipation
on the photons) and that there is no eavesdropping. Finally, we consider the solutions to an
implementation of the protocol without these assumptions.

2.1 Photon polarization and qubit definition

The BB84 protocol makes use of polarized photons to define qubits of information. As a matter
of fact, we choose to make use of photons because they travel at the speed of light, therefore in-
formation reaches its destination much faster than with other means of transportation. Another
reason is that photons can be sent through optical fibers, which are already known and used in
many places. We thus want to create qubits using photons in order to send them via an optical
fiber.

A photon polarization lives in a two-dimensional Hilbert space, which means we need two
parameters to completely define a polarization state. A photon can be polarized in every direction
contained in a plane perpendicular to its direction of propagation. We choose as a basis the states
|0) and |1), corresponding respectively to vertical and horizontal polarizations. Every polarization
state can be written as a superposition of these two basis states, such as |[+) and |—) defined as

4y = QO+
V2
0) — 1)
V2

(2.1)
=)=

These 2 states respectively correspond to a polarization of the photons at angles of 7 and —*
with respect to the vertical. We call the basis {|0),|1)} the computational basis (or Pauli-Z eigen-
basis) and the basis {|+),|—)} the diagonal basis (or Pauli-X eigenbasis) [21]. These two bases
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are mutually unbiased, because if any state of one basis is measured in the other, the results are
equally likely [22].

To prepare photons in such states, the simplest technique is to send a weak beam of light
through an oriented polaroid filter. To measure a photon state, we can either send it through an
oriented birefringent crystal and observe which beam it emerges in, or observe whether or not
it passes through another oriented polaroid filter. Indeed, if the photon is polarized vertically,
it will not pass through a horizontally oriented filter, and vice versa. For diagonally polarized
photons, if a vertical (resp. horizontal) filter is used, the polarization will change to vertical
(resp. horizontal) after the measure [21].

2.2 Simplified case

To understand the protocol, let us first assume a perfect implementation, meaning we consider
a perfectly noiseless channel and that no measure is done on the travelling photons. As ex-
plained earlier, no physical system can be perfectly isolated from its environment and thus these
assumptions, especially the first one, are not scientifically possible.

Step 1: Alice chooses (4 + §)n random data bits, which are her qubits. Use of the variable 0 is
explained later, at the end of this section.

Step 2: Alice chooses a random (4 + §)n-bit string b. She encodes each data bit as the quantum
states |0) or |+) if the corresponding bit of b is 1 and |1) or |—) if the corresponding bit of
bis 0.

Step 3: Alice sends the resulting qubits to Bob via an optical fiber.

Step 4: Bob receives the qubits and announces this fact. He then measures each of the qubits in
the Pauli-X eigenbasis or the Pauli-Z eigenbasis at random, also following a random bit
string he chose.

Step 5: Alice announces b via the public channel.

Step 6: Via the public channel Alice and Bob compare, for each qubit, the basis chosen by Alice
to encode it and the basis chosen by Bob to measure this same qubit. They discard all the
qubits where the two bases do not correspond. With high probability, there are at least 2n
bits left (if not, abort the protocol). They thus have 2n bits, which is the key they need to
implement a classical private key protocol [23].

The protocol is illustrated in Figure 2.1.

In the step 6 it is mentioned there are at least 2n bits left. This result is due to the use of the
0 in the steps 1 and 2. Indeed, it is employed to ensure that for ¢ large enough, the probability
Alice and Bob have at least 2n identical choices of polarization bases is large enough. Indeed,
if § = 0, there is a 50% chance that they did not share 2n identical polarization bases as they
both have 4n bits to start with and there are 2 distinct bases.

2.3 Realistic case
Without the assumptions made in the previous section, we consider a case closer to reality, where

the qubits sent through the optical fiber will be impacted by noise and measurements. In the
following Chapter, we will analyze in detail the impact of these two factors on the protocol
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Figure 2.1: Illustration of the BB84 protocol in the perfect case. In this example, Alice sends 12 photons to
Bob, among which half are polarized in the Pauli-X eigenbasis and the other half in the Pauli-Z eigenbasis. Bob
measures randomly in one of these two bases each of the photons received, and the basis chosen is the right one
for seven of these. The shared secret key is thus 100110’

success probability. Three steps can be added to the protocol to counter the effects of dissipation
and eavesdropping.

Step T:

Step 8:

Alice selects a subset of n bits to check on the interference caused by Eve, and tells Bob
which bits she chose. They both announce and compare the values of the n check bits via
the public channel. If more than a threshold number of qubits disagree, they abort the
protocol.

Alice and Bob perform information reconciliation, which only requires publicly comparing
a random portion of their respective strings to estimate the bit error rate (BER). They
assume the rest of their bits have the same proportion of error than the part they compared.
The next step is to correct the remaining errors (being at unknown positions), this can be
done by divulging only a negligible amount of bits, if the error rate is reasonably small.
These divulged bits are then discarded, there are p < n bits left.

At this point, Alice and Bob have the same key but Eve could hold a similar key. The next
step is performed to decrease as much as possible Eve’s mutual information with them.

Step 9:

They implement privacy amplification on their shared private key. They thus both agree
(via the public channel) on a universal hash function g that takes a p-bit string as input
and gives an m-bit string as output. By using this hash function on their p-bit key string,
they obtain an m-bit key that is more secure. Indeed, universal hash functions are uniform,
meaning a good hash function should map the expected inputs as evenly as possible over
its output range. That is, every hash value in the output range should be generated with
roughly the same probability. This implies that even if Eve had a key similar to Alice and
Bob, her hash value would not be close at all to theirs. The privacy of their key is thus
enhanced and Eve’s mutual information is reduced.
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Chapter 3

Impact of noise and attacks on the
protocol security

In this Chapter, we first assess the impact, on the protocol success probability, of projective
measurements and noise separately, then jointly. We then analyze the impact of weak homodyne
measurements on the photons states via the trace distance metric.

3.1 Impact of projective measurement

If we assume a noiseless channel but eavesdropping, we can accurately determine the probability
that Alice and Bob detect the presence of Eve. Indeed, when Eve is not present, we know that
Alice and Bob will measure the same state if choosing the same basis.

We consider Alice sends a photon in the state

[the) = cosa|0) + sinall), (3.1)

where a is the angle between the photon polarization direction and the vertical axis and can then
have 4 values: 0, § (Pauli-Z basis) or £% (Pauli-X basis).
The photon reaches Eve and she measures it in the state

|ths) = coss|0) +sins|1), (3.2)
where s is the equivalent to a for Eve’s measurement direction. The probability of this result is
IP, = |(1s]tha)|*> = |cos s cosa + sin ssinal|® = cos? (s — a). (3.3)

The state after the measurement is

) (W)
VP,
_ [ cos (s — a)
cos (s —a)

= [¢s)-

This photon then reaches Bob who measures it in the state

[¥)

|thp) = cosb|0) +sinb|1), (3.4)
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where b is still the same but for Bob’s measure direction. The probability of this result is
Py, = |(4hp|t)s)|* = |cosbcos s + sinbsin s|> = cos? (b — s). (3.5)

Let us first consider the case where Alice and Bob choose the same basis but Eve does not,
i.e., a = b. The probabilities are summarized in the Table 1. In this case, the probability IP,
represents the probability that Bob measures the same state as Alice sent him, in other words, it
represents the probability that Eve is not detected. If they both choose the same basis and Eve
chooses randomly the basis in which she performs her measurement, there are four distinct cases
each equally probable as described in the Table 1. The probability IP that Eve is not detected

is then 1. 11 1. 11 3
= 1+4+-c4-14--=2
P=gttiatittia=o

i.e., there is a 75% chance that Alice and Bob have the same result for a considered qubit. If
Alice and Bob also choose randomly the basis of use, the probability that Eve is discovered is
divided by 2 and is thus %. When generalizing to N qubits, the probability that Eve is discovered
is 1 — (Z)N. For example, if N = 200 qubits, (£)?*® = 1,5.107'? and we can conclude Eve is
discovered almost every time she attempts to eavesdrop. In other words the BB84 protocol is

secure for an arbitrarily high number of qubits.

(3.6)

In Section 2.3, step 7, we mentioned the use of a threshold value of disagreeing qubits. This
threshold is chosen arbitrarily in function of the number of qubits employed (N) and the level
of security wanted. For example if N = 10, the probability that Alice and Bob have different
results (i.e., Eve is discovered) is 1 — (£)'? = 0,7369 = 73,69% thus the threshold value could be
defined as 70%. We can conclude that the more qubits are used in the protocol, the more secure
it is to eavesdropping.

a [Va) § P |¥s) Py
o | 1] 0 |1
2
0 0)
: v [0)£[1)
T 1 1
i 2 | v | 2
0 | 5| [0 | 3
[0)£]1) : I
+z | 102
+2 | 1 | BER

Table 3.1: Probabilities that Eve (IPs) and Bob (IP,) obtain the same result than Alice depending on the initial
angle a and Alice’s state |1)q). The variable s is the angle with respect to the vertical at which Eve performs
her measurement on the qubit, with probability IPs to obtain the state Alice sent. |t¢s) is the state of the qubit
after the measure of Eve. We see that if Eve measured in the same basis as Alice encoded her qubit, Bob has a
probability of 1 to measure the same state, which means Eve is not detected. However, if Eve does not select the
same basis, this probability drops to %
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3.2 Impact of noise

The noise in the quantum channel (here optical fiber) can be computed by various models, we
choose here the Pauli Noise model where the dissipation is represented, in the basis {|0),[1)},
by the Pauli operators [24]:

Gy = ((1) é) Gy = (? Oi) o (é _01) . (3.7)

The motivation behind this choice is that all kind of dissipation can be modeled with these 3
types of errors. Indeed, &, represents a bit flip error, i.e., a bit being changed from the state |0)
to the state |1) or inversely, while &, represents a phase flip error and &, a combination of these
two.

Among these 3 types of errors, we select only the &, one. As said in Section 1.4, we employ
the Lindblad master equation (1.16) with L being the operator of dissipation (6, here) and

N pPoo  pPo1
= 3.8
p (,010 ,011> (38)

is the matrix representation of the density operator of the system written in the basis {|0), |1)},
so that

piy =Tr(|j) (ilp) = (il pl7) ~ with 4,5 =0,1. (3.9)

We employ one unique Lindblad operator thus the summing index ¢ in Eq. (1.16) has only
one value. In addition, the first term of Eq. (1.16) is not of interest here (i.e., the Hamiltonian
is set to 0) and we can thus study only the second term. Therefore we have

. AUPURE TV TN
b=p (L[)U - 5LTL,a — 2,3LTL> . (3.10)
S 0 1
L=¢6,= <1 0> , (3.11)
A 0 1Y\ fpoo por) (0 1 P11 P1o
LpLt = = : 3.12
P (1 O) (,010 p11> <1 0) (001 Poo (8.12)

Inserting that in Eq. (3.10) yields a system of four differential equations (one for each element
of the density matrix):

In our case,

and thus,

poo = Yo (p11(t) — poo(t))
po1 = Yo (p10o(t) — por(t))
p10 = Yo (po1(t) — p1o(t)) (313

p11 = vp(poo(t) — p11(t))

These equations are coupled two by two. Resolving this system gives :

—2vpt

(“;D‘ (14 €27D1) 90 (0) + g 22 (=1 + e21Dt)p11 (0)  ET 2L (1 + €27D) pg (0) + g2 (—1 + e%t)pm(m)

plt) =
e~ 2Dt e~ 27Dt e—27D

25 (<14 200001 (0) + S 2 (14 €21D) p1o(0) S5 25 (=1 + €27P) oo (0) + S5 2 (14 €270 )11 (0)
(3.14)
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Which describes the state of the qubit in the channel at time t.
As discussed in Chapter 2, there are four possible states for Alice to send :{|0), |1}, |+),|—)}.

1. In the case p(0) = |0) (0|, we have ppo(0) =1 and Eq. (3.14) gives

e 2Dt 1
. + 3 0
pt) = ( 2 2 e N 1) ) (3.15)

0

2 2

The probability that a system in a mixed state is in a state |¢) is IP(|¢))) = Tr(|¥) (¥] p).

In this case, the purity is equal to 674; LARNE %7 which means the state will evolve from

initially pure to more and more mixed with time.

The probability that the qubit is in the state |0) after going through the optical fiber is
thus given by poo(t) = e_Z;Dt + % which for a time ¢ — oo is equal to the probability to
have the state |1), equal to %

2. In the case p(0) = |1) (1], p11(0) = 1, we find

—e~ 27Dt 1
R 5 0
pt) = ( 5 T3 oot 1) , (3.16)
0 5 T3
The probability to be in state |1} is thus given by p11(t) = 672;Dt i

3. In the case p(0) = [+) (+|, we find

(3.17)

N[0 —
\—/

4. In the case p(0) = |—) (—|, we find

—

w\»—w“

) . (3.18)

As the states |+) and |—) are eigenstates of the J, jump operator, they will not change when
traveling through the optical fiber: they are insensitive to the dissipation process. These states
are sometimes called decoherence-free states (DFS) or dark states.

With these results, we can estimate the total probability that the polarization state of the
photon reaching Bob is the same that the one Alice sent. Indeed, the probability that Alice sends
one of the four states is i because she chooses randomly the polarization basis and the state in
this polarization. Thus we have

IP(same results) = —— + —— 4+ -1+ -1 = — (3.19)
for t — oo. Interestingly, this probability coincides with the result in Eq. (3.6). This means that
a spy in a noiseless channel or no spy in an infinitely-long noisy channel have the same effect

on the probability for Alice and Bob to get the same result, meaning that eavesdropping and
dissipation are indistinguishable in this case.
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If we consider the photon spends a limited time in the optical fiber , which is a more realistic
consideration, we find:

2 +2

3
+ Fo) o1 ol= +5 (320

L/ e—2vot 1 1 /o2t 1 1 1 e~ 27Dt
IP(same results) = 1 ( ) 4 (2 2) 4 4 4

For a very small ¢, we can approximate this probability to 1 and for t — oo it is equal to % which
is coherent with our previous calculations.

3.3 Impact of both noise and projective measurement

In this section, we analyze the impact of both the processes considered in the previous sections
simultaneously acting on the system. Suppose Alice wants to send her photon in an optical fiber
of length L such as its travel time is 7. At the halfway point of the photon’s path is Eve that
measures the photon before it goes through the other half of the optical fiber to reach Bob. This
is shown in Figure 3.1.

A @ B

HMeasurement

E|

Figure 3.1: Illustration of the system considered to study the impact of noise and eavesdropping simultaneously.
A is Alice, B is Bob and E is Eve.

w

When traveling from Alice to Eve and from Eve to Bob, the state of the photon will evolve
due to the noise following Eq. (3.14). Therefore the state reaching Eve is

DT

(7—) (e;DT(l'*'SWDT)POO(O)-Fe 5—(=1+4+¢e"27)p11(0) e;DT(1+€7D7)p01(0)+e;DT(—1+€"DT)P10(0))

Eg (14 €7PT)p01 (0) + S5 (14 €72 T)p10(0)  EgP (=14 €70 T)pop(0) + S5 (14 €72 7)p11 (0)
(3.21)
As discussed earlier, Eve has two choices: measuring in the basis {|0),|1)} or in the basis
{|4),]|—)}. If she chooses the first one, the probabilities of her measuring the states |0) or |1)

are :

(o) =Tr (‘0> (0f7 (%)) - 6_;” (1+€™7)poo(0) + 6_;DT (=14€77)p11(0) = poo (%) 5
(3.22)

e b7 e b7

P(1) = Tr (1) (15 (3)) = “5—(=1+ € )poo(0) + —

(1+€")p1(0) = pu () -

(3.23)
If she chooses the other basis, the probabilities of her measuring the states |—) or |+) are :

() =T (1) (15 (5)) = (om0 + 1 (0) — por (0) — prof0),  (3:24)
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() =T (14 (415 (5 )) = 50 + o1 (0) +p0r(0) + prof0).  (3:25)

As we recall from Section 3.1, after Eve’s measurement on a photon its polarization becomes
the same as the measurement filter one (e.g., if Eve measures in the basis {|0),|1)}, the photon
will be in one of these 2 states, depending on the result). The probabilities calculated above are
thus the probabilities of the photon being in these states after the measurement. We also have
that the general state of Eq. (3.14) reaching Bob is the same as the one reaching Eve and the
probabilities are the same too. Indeed, Eve’s measurement is in fact a projection of the mixed
state p(5) onto a pure state belonging to the two bases considered.

We can now consider individually each state that Alice can send initially i.e., |0),|1),|+) and
|—). Using Egs. (3.21) to (3.25), we can calculate Eve’s probabilities of measure. If Alice sends
the state |0):

Eve’s probabilities of measure are

e~ DT e~ 7DT

IP(|0)) = 5 (1+eP7) = % + = (3.26)
IP(|1)) = . (1+eP7) = % - eigm, (3.27)

if she chose the {|0),]1)} basis, and
P(+) = P(-) = 5, (328)

if she chose the {|+),|—)} basis.
Following the same logic we can do the same for the three other initial states possible, the
results are summarized in Table 3.2

Alice’s qubit state
0) ) +) 1=
P(0) | 3+55 | 3-5— | 3 | 3
P(D) |35~ |3+“5 | 3 | 3
P(+) | ; 1| o
P(-) |2 Lol o

Table 3.2: Probabilities that Eve measures each possible state (rows) depending on the initial state Alice sent
(columns).

Since Bob has the same 2 possibilities of measurement basis, there are 16 different cases for
him (e.g., one of them is Alice sends the state |0), Eve measures in the {|0),|1)} basis and Bob
measures in the {|4),|—)} basis.). As discussed above, Eve’s measurement is a projection of a
mixed state on one of the four basis states, therefore the probabilities calculated above can be
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used for Bob’s measurement too. We can calculate the total probability that Bob has the same
result than Alice, but first it is useful to do it for a specific case. Suppose Alice sent the state
|0) (§ probability), then Eve measured in one of the two bases (3 probability), and Bob did it
in the same basis as Alice. The probabilities of Bob measuring the state |0), depending on the
basis chosen by Eve are thus:

P 10100 = 35 (G+ %) G+ 5 )+ G- 5) G-57))

= % (1 + 6_2’YD7')
1

1Py (10) [{1+),1-)}) = 5 ((;) ; (;)) L

(3.29)
By repeating the same logic for all the other cases, we obtain:
1 — T
Py (1) [{10), [1)}) = 75 (1 +e7777)
1 , (3.30)
Py (|1 —}) ==
p(I I+ 21 = 5
if Alice sent the state |1);
1
Py ([+) {10}, 11)}) = 75
L (3.31)
Py ([+) {1+ 12} = 3
if Alice sent the state |+); and
1
Py (1) {10}, 10)}) = 5
1 ) (3.32)
Py (1=) KI+),1-)}) = 5

if she sent the state |—).

Now that we have calculated all the probabilities separately, the total probability of Bob
having the same result as Alice when choosing the same basis of measurement is obtained by
summing the above probabilities:

1 1 1 1

1 1 1 1
P It basis) = —(1 —2vpT 41 —2ypT e e T
p»(same result|same basis) (I1+e )+ T + 16( +e )+ T + T + 3 + T =+ 2

e—QWDT

8

+

| Ut =
(@)

(3.33)

Finally, we can consider the most general case in which Bob arbitrarily chooses his measure-

ment basis. If he does not choose the same basis as Alice, his probability of measuring the same

state drops to 1/2. Indeed, if he measures in the {|+),|—)} basis, he has a probability of 1/2 to

measure the states |0) or |1), and vice versa. Therefore the total probability of Bob measuring
the same state as Alice sent (impacted by eavesdropping and dissipation) is :

6—2"‘/DT

%7 16

1
Py (same result) = ile(same result|same basis) = (3.34)
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Since Alice and Bob compare the basis they chose to measure each qubit and discard the ones
where the basis is not the same (see Section 2.2) this result is less important than (3.33). However,
(3.34) is useful to determine in advance the number of qubits they have to use to ensure that they
have an amount of corresponding qubits large enough. The probabilities of Egs. (3.19), (3.20)
and (3.33) are summarized in Figure 3.2.

P(same result|same basis)

1.00 1

0.75

0.50

0.25
— noise
— spy
—— noise and spy

0.00

T T T T T T f | f
0.00 0.25 0.50 0.75 1.00 1.25 1.50 175 2.00
yot

Figure 3.2: Probabilities that Bob measures the state Alice sent him for three cases, where the protocol is subject
to spying only (black curve), to noise only (blue curve), to both (red curve).

3.4 Weak measurement

One of the techniques Eve could employ to try to decrease its impact on the qubits are weak
measurements such as homodyne detection, in which case the photons are said to be continuously
monitored. To do so, a single bosonic mode cavity could be placed around the optical fiber in
which the photons travel. Then, the output field of this cavity is measured using the balanced
homodyne scheme described in Section 1.5.2.

We can model the evolution of such photons by using Eq. (1.53) where we first decide to use &,
and &, as the ¥ and ¢ operators respectively. It is worth recalling that these operators represents
the dissipation in the channel and the spy’s weak measurement respectively. The dissipation is
thus still modeled as bit flip errors, such as in the previous sections. We also choose to set the
Hamiltonian to wd, for the two initial states |0) and |1) and to wé,, for the states |[+) and |—),
following [25].

With this specific choice of operators, simplifications can be made to Egs. (1.15), (1.38)
and (1.53), because the Pauli operators are hermitian and involutory. We thus have

1
D[&z]ﬁ - &zﬁ&z - 5 (5’z6’z/3 + ﬁ&z&z> - a'zﬁ&,z - ﬁ7 (335)
and
H[6.]p = 6.p+ po. — Tx[6.p + po.] p. (3.36)

It is obvious that using &, instead of 6, yields the same simplifications and thus the same
equations with the operator index being the only difference. The equation modelling our system
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is thus A
dps(t) = —i [H,py ()] dt
+E (OA'z[)J(t)(}z —p ( )) dt (337)
+ VyEndW (1) (&zﬁJ( ) +ps()F. —2(6.p5(1)) ps(t))

As stated in Section 1.5.2, the information a spy would obtain with this type of weak mea-
surement concerns a quadrature of the system, called homodyne photo current:

1 dw
Jhom(t) = vg (¢ + ¢ — 3.38
hom (t) 7E<C+C>+mdt7 ( )
which, in our case, can be simplified to
A A 1 dw
Jhom(t) = ’}/ETI' (QUij(t)) + (339)

VAEN dt

In practice, when it is obtained through numerical simulations (using Eq. (3.37)), a typical
homodyne photo current will be as depicted in Figure 3.3. Unless stated otherwise, the efficiency
vgn is set to 0.5 for all the numerical simulations of this master thesis.
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Yot

Figure 3.3: Typical homodyne photo current for the initial state |0) (0] as a function of the time, obtained by
numerical simulations with the time step parameter dt set to 0.01. Other parameters are set tow = yg = vyp = 1.

We notice that the current is noisy, however we can compute statistics on it, which will
show that information can still be extracted (as we show using a neural network in Section 4.3).
Indeed, its mean and standard deviation will change depending on the initial state we consider,
these values are summarized in Table 3.3. We notice that the means all have different values
and could discriminate one state from the other, however the standard deviations are very high
compared to the means so that it makes it impossible to distinguish different initial states, based
on their individual means, from a single homodyne current.

Another statistics we can look at is the autocorrelation of the currents. The autocorrelation
measures the correlation between a signal and a delayed version of itself, varying with the amount
of delay. Essentially, it indicates how similar observations of a random variable are, based
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Initial state Mean Standard deviation

10) (0| 0.48751 20.02372
1) (1] -0.48563 20.02785
) (+]  -0.00146 20.04641
|-) (=]  -0.00187 20.02813

Table 3.3: Means and standard deviations of the homodyne photo current measured for each of the four initial
states.

on the time difference between them. This analysis serves as a mathematical technique for
detecting recurring patterns within data, like identifying periodic signals that might be hidden
by background noise. For a discrete function, it is computed as

N
corr(Jpom ) (1) = %Z (Thom () Thom (t + 7)), (3.40)

where N is the total number of time steps. We can thus plot it as a function of the delay T,
which yields the Figure 3.4. Figure 3.4 (a) shows that the autocorrelation behaves similarly to a
decaying exponential (red curve) for the state |0), indicating that the current values over time are
strongly correlated in the short term. However, this correlation rapidly decreases as we consider
medium and long terms. Figure 3.4 (b) shows a similar behavior for the initial state |+).

Corr{Jpom)(T) Corr{Jpom)(T)

1 — com{fpom(]0>) 1.4 ,;‘ — comm{from(|0>)
"{l" —— L4dexp(—271) it com(fnom(| + =)

1.4 4

Figure 3.4: (a) Autocorrelation of the homodyne photo current measured for the initial state |0). The red curve
is an exponential fitting the blue curve. (b) Autocorrelation of homodyne photo currents for the two initial states
|0) (blue) and |+) (orange).

There are two parameters in Eq. (3.37), the efficiency of the measurement ygn and the
dissipation rate yp. Their respective values impact the dynamic of the system with respect to its
environment: the larger vp is, the more the dissipation term will be large and thus the dynamic
of the photon will be dominated by noise. If vgn is set to 1, the measurement performed on the
system is considered to be perfect and the photons states will be more impacted, while the spy
will extract more information about their state through time. On the other hand, if ygn is set
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to 0.001 the measurement almost does not impact the photons but the spy is unable to extract
any information from the states. Since the second term of Eq (3.39) is stochastic and includes
vgn in its denominator, such value of the efficiency leads to a photo current dominated by noise
as displayed in Figure 3.5.

1000

500 ’ ' } ‘ 1
I ~ { |
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Figure 3.5: Homodyne photo current for the initial state |0), for efficiency (ygn) values of 1 (blue), 0.5 (green)
and 0.001 (red). The latter yields a photo current with values between —1000 and 1000, almost entirely due to
the stochastic term \/7 ddt Other parameters are set to w = yp = 1.

A change in the value of the efficiency parameter actually impacts the standard deviations of the
photo currents but not their means, which are summarized for different values in Table 3.4.

Initial state vgn = 0.001 vgn = 0.5 vegn = 1.0

| 0.47514 (447.52)  0.48751 (20.02)  0.48406 (14.20)
1| -0.47786 (447.06) -0.48563 (20.02) -0.48226 (14.19)
| -0.01763 (447.07) -0.00146 (20.04) -0.00276 (14.18)
—|  0.01185 (447.33) -0.00187 (20.02)  0.00196 (14.20)

Table 3.4: Means and standard deviations of the homodyne photo current measured for each of the four initial
states, for different values of ygn.

3.5 Effect of weak measurement and dissipation

An important metric to define is the trace distance between two states. The trace distance
between p and ¢ is [26]

N 1 Y
D(p,6) = 5T/ (p = )1 (p — 5), (3.41)
where Tr|p| = Try/pfp is the trace norm. In other words, the trace distance is defined as half
the trace norm of the difference between the two considered states.

This quantity can be interpreted as a measure of state distinguishability. Suppose Alice
prepares a quantum system in the state p with probability % and in the state & with probability
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L She gives the system to Bob, who performs a measurement to distinguish the two states.

It can be shown that Bob’s probability of correctly identifying which state Alice prepared is
% + M That is, D(p, &) can be interpreted, up to the factor %, as the optimal bias in favour
of Bob correctly determining which of the two states was prepared.

For simplicity, in the following discussions we will denote a state subject to measurement (=
spying) and noise evolving through time by p,s(t) and a state subject to only noise by py,(t).
For example the time evolution of the initial state |0) (0] under measurement and noise would be
|0) (0], (t). We also denote the trace distances as follows:

D (10) {0, (),10) (0) = Das(|0) (O))(?), (3.42)
D (]0) (0], (2),10) (Ol,, () = Dnsn(]0) (01)(2), (3.43)

where the last trace distance compares the state evolving due to the noise only, and the state
evolving due to the noise and measurement, thus extracting the effect of the measurement only.
The same logic is applied to the other states.

In this Section we first show how to derive an analytical solution of the stochastic master
equation we use and compute different trace distances to analyze. We recall the SME to be

[

dpy(t) = —i {FI, [U(t)} dt +yeDlelp, (t)dt + /yendW (t)H[e]ps (t) + ypD[o]ps(t)dt,  (3.44)

where © is still 6, and the Hamiltonian H = wé, for |0) and |1), and H = wé, for |+) and
|—). We also define a new measurement operator as depending on an angle 6, which we call the

measurement angle:
¢ = cos(0)5, +sin(0)5. (3.45)

For values of 0 + kn (k € Z), the cosinus is equal to plus or minus one while the sinus is
null and ¢ = £6,. On the other hand, when § = § + kn (k € Z), ¢ = £6.. It is important to
recall that the problem we consider is symmetrical, the two bases of initial states {|0),|1)} and
{|+),]—)} are respectively eigenstates of the Pauli-Z operator ¢, and the Pauli-X operator .
Therefore two states from the same basis will display the same behavior under the noise and the
measurement we model using Pauli operators, which means we can consider one state of each
basis (e.g. |0) and |+)) throughout our analysis.

We start by averaging the SME (3.44) over all possible measurement results to cancel the
stochastic term:

dps(t) = =i [H, s (8)] dt +7D[e)ps (t)dt +ypDI]5 (t)dt. (3.46)

Indeed, the expectation value of the Wiener increment dW (¢) is null [Eq. (1.47)]. Since the
density matrix p;(t) is a 2 x 2 matrix, this equation is in fact a system of four coupled differential
equations, one for each matrix elements. Solving this system yields four evolution equations,
which can be used to compute the trace distance of Eq. (3.41) between the initial state considered
(e.g. |0)(0]) and its time evolution (described by Eq. (3.46)). This function is plotted as a
function of 6§ and ¢ in the panels (a) and (b) of Figure 3.6. We can plot this trace distance
for the initial quantum state |+) (+| using the same method, as is shown in the panels (c¢) and
(d) of Figure 3.6. While for the initial state |0) (0] the trace distance increases with time until
stagnation to a value of 0.50, it exhibits a completely different behavior for the initial state
|+) (+] where it increases with time except for the specific values 8 = 0,7 and 27 where it stays
null. A null trace distance means that the two states it compares are the same. In our case,
Dys(|+) (+])(t,0) = 0 means that for some values of theta (i.e., 0,7, 27) the impact of both
measurement and dissipation on the |+) (+]| state evolution is null.
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Figure 3.6: (a) Dns(]0) (0])(¢,0) as a function of the measurement basis () and the time of evolution ¢. (b)
Dy5(]0) (0])(t,0) as a function of the measurement basis (6), for different values of ¢. (c) and (d) are the same
graphs as (a) and (b) but for the initial state |[4+) (+|. The larger the time ¢ is, the less impact 6 has for |0) (0|.
Indeed, for ¢t = 10 (red curve in (b)) the trace distance is totally independent of the angle. However for |+) (+|
we observe the opposite behavior, the trace distance is always null for € values of 0, 7w and 27 while it grows larger
with time for other values. The parameters w and g are set to w = yg = vp.

3.5.1 Effect of measurement only

To analyze in more detail the effect on the photons states of the spy measurement alone, we
computed the trace distance between the time evolution of an initial state subject to only dis-
sipation and the time evolution of this same state subject to dissipation and measurement, i.e.
D, sn()(t, 8). Therefore we obtain the trace distance corresponding to the effect of the measure-
ment only, on the considered state. The results for the states |0) (0| and |+) (+] are respectively
plotted in the panels (a), (b), (¢) and (d) of Figure 3.7.

The trace distances D,s(|4+) (+])(t,0) and Dy, (|+) (+]) (¢, 6) of the panels 3.7c and 3.6¢ are
identical, meaning that whether we consider the trace distance between the time evolved state
(with measurement and noise) and the initial state |+) (4| or its time evolution under dissipation
only, the results are the same. This behavior was expected, since the state |+) is an eigenstate
of the dissipation operator &,, the noise does not affect it and the state thus stays equal to its
initial value, causing the two trace distances to be equal. The trace distance is maximum for

3

measurement angles ¢ + 7 and 6 = = and minimum for 0, 7 and 27 which makes sense given

our definition of the measurement operator:

= cos(0)6, + sin(0)d. (3.47)

>

Indeed, for values of 0+ kn (k € Z), ¢ = £6,, which means the measurement does not affect the
state. On the other hand, when 6 = 7 +kn (k € Z), ¢ = 6. and the state is maximally affected.

For the initial state |0) (0|, the trace distance D,s(]|0) (0|)

(t,0) (panel 3.6a) increases with
time until 0.5 where it stabilizes. On the other hand D, s, (]0) (0]

(t,0) (panel 3.7a) is maximum,
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Figure 3.7: (a) Dnsn(|0) (0])(¢,60) as a function of the measurement basis (6) and the time of evolution ¢. (b)
Same trace distance as in (a), as a function of the measurement basis (), for different values of ¢. (c) and (d) are
the same graphs as (a) and (b) but for the |+) (4] initial state. The larger the time ¢ is, the less impact 6 has
for |0) (0]. Indeed, for t = 10 (red curve in (b)) the trace distance is totally independent of the angle. However
for |+) (+| we observe the opposite behavior, the trace distance is always null for  values of 0,7 and 27 while it
grows larger with time for other values. The parameters w and g are set to w =vg =~vp = 1.

for a small time ¢, at & = 0,7 or 2r where it reaches 0.10 while it tends to 0 for § = 7 or
3% These behaviors are coherent with our definition of é: [0) is an eigenstate of the operator
¢=+6. (0 = § + km) while it is not for ¢ = £6, (0 =0+ k7).

Since for both of these trace distances the bigger ¢ is, the less § has impact, and D, s, is at most
equal to 20% of D,s, we can conclude that the process generating the most perturbations on

this state is the dissipation.

3.6 Summary

In this Chapter, we obtained that the probabilities of Bob measuring the photon state Alice

initially sent were % with Eve performing projective measurements at the middle of the channel,
ejw + % with a 6,-modeled noise only, and efsw + g with both noise and eavesdropping. We

also obtained that the angles minimizing the impact on the photons of homodyne measurements,
when the corresponding operator was defined as ¢ = sin6, + cos05,, were k7 for the initial
states {|0), 1)}, and O + km for {|4),|—)}. These last results will be further used in Chapter 5.

After computing the impact of measurement on the photons, the question arising is "How
does the spy harness these measurements results to obtain information about the shared secret
key 7", which we will try to answer in the next Chapter.
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Chapter 4

Quantum state tomography and
neural networks

Now that the impact of weak measurements on the photons of the protocol has been assessed,
we must examine how such measurement outputs could be used to recover the initial state Alice
sent in the optical fiber. This task is called quantum state tomography (QST).

In this Chapter we first explore standard QST, and motivate the possible use of machine
learning for such task. Then we develop the theoretical tools needed to understand and implement
recurrent neural networks to perform QST and we analyze the results (i.e., the accuracy) achieved
with this approach.

4.1 Standard tomography

Quantum state tomography (QST) is the process of reconstructing the quantum state of a sys-
tem from repeated measurements of a set of observable. This set must be complete and it thus
requires a number of copies of equally prepared quantum systems. In [27], D’Ariano and Yuen
showed the impossibility of any measurement scheme for determining the wave function from
a single copy of the system. They reviewed a variety of concrete measurement schemes based
on vanishingly weak quantum non-demolition measurements [28], weak measurements on “pro-
tected” states [29], “logically reversible” [30], and “physically reversible” [31, 32] measurements.
The conclusion of these reports is that it is practically impossible to measure the wave function
from a single copy of a system. Indeed, in [28] the weakness of the measuring interaction prevents
one from gaining enough information on the wave function, in [29] the method of protecting the
state requires some a priori knowledge on the state, and in [32] quantum measurements can be
physically reverted only with a probability of success equal to %

In addition more recent works on tomography all use a set of measurements, and could not
reconstruct the initial state using only one measurements or one copy of the system. These
include Plain averaging or Maximum Likelihood methods [33], direct inversion, distance mini-
mization, maximum likelihood estimate with radial priors and Bayesian mean estimate [34]. In
other works such as [35], the photonic state tomography of a single qubit has been studied but
as is said by Alteper et al.: "Exact single-qubit tomography requires a sequence of three linearly
independent measurements.". [36] explores Bayesian Homodyne and Heterodyne tomography, in
which the measurements must be repeated K times. Finally, in the context of QST, without the
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measurement of a complete set of observables (a quorum), there is not enough information for
the reconstruction as different states may give the exact same statistics on an incomplete set of
observables [37]. For the state of a single mode of the radiation field, the quorum typically used is
composed of the field quadratures, which can be measured one by one using homodyne detection.

In conclusion, there is no standard tomography technique that works for a single homodyne
measurement on a photon. In the following sections, we will therefore attempt to tackle this
problem using the capacities of neural networks.

4.2 Neural networks

The fundamental idea behind neural networks is the threshold logic unit [38] which models the
biological neuron. Assuming boolean inputs, it is defined as

f(z) = sign (Z wiz; +b > O) ) (4.1)

and work as follows: there is a weight w; assigned to each input x; defining its importance among
other inputs, and a threshold b (also called bias) which will define if the sign function outputs 1
(w;x; > —b) or 0 (w;x; < —Db).

The generalization to real inputs is called the perceptron [39] and is the building block of all
neural networks. Indeed, this logic unit can be composed in parallel to form layers, which can
be composed in series to form a multi-layer perceptron, also called artificial neural networks.

@
@
@

hy
Input Hidden Hidden Output
layer layer layer layer

Figure 4.1: Fully connected multi-layer perceptron composed of L layers (here L = 4): input (h1), 2 hidden layers
(h2 and h3) and output (hz). The ith input is denoted by z;, the weight between the neuron 7 of layer [ and the
O]

neuron j of layer [ + 1 by w; and the ¢th output by y;.

The main purpose of neural networks is, from a data set d = {(x,y)} (pairs of input-ground
truth), to learn dependencies between the input variables x so as to be able to make a prediction
¥ as close as possible to the ground truth y. The latter can either be a class (classification
problem) or a function to approximate (regression problem). The bold notation is used here to
designate a vector, as it is a standard in machine learning.

As illustrated in Figure 4.1 artificial neural networks are built as follows: there is an input
layer of neurons, hidden layers and an output layer which are all partially or fully connected.

Each connection between two neurons has a weight defining how strongly the output of the first
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one will be taken into account in the second. Indeed, we notice in Eq. (4.1) that the output of
each neuron is multiplied by the weight, then fed to the neurons of the next layer it is connected
to. Therefore, a small weight is equivalent to a small importance of the neuron output.

Each layer has a non linear activation function (sigmoid, ReLU, hyperbolic tangent) which,
for each neuron of the layer, takes as input the weighted output of the neurons it is connected to.
The network has a loss function noted £ which defines how far away its prediction is from the
true output. The choice of a loss function is highly problem-dependant, whether it is a regression
or classification problem, multi-class or binary, etc. Among the most popular loss functions are:

n
e Mean square error: Lysp = + > (yi — 4i)°.
i=1
This error is used for regression problems. Where y; is the ith ground truth and g; the ith

prediction.

1

n
e Mean absolute error: Lyjap = o > |yi — ¥il-

i=1
which is also used for regression problems.

n
e Cross-entropy : Log = —_tilog(p;).

This error is used for multiiclass classification problems. Where ¢; is the ground truth class
and p; is the Softmax probability for the 7" class. The Softmax activation function is used
to transform a vector of k real numbers into a probability distribution over k choices (i.e.
classes here).

When training a neural network we aim at minimizing this loss function so that the network
predictions on are as accurate as possible during training. Nevertheless, this loss does not
represent the error on data the network did not see during training. It is therefore good practice
to monitor the error on an independent data set (test set) during training, to prevent it from
being too specialized with respect to the true data generating process and thus have a bad
generalization error. In other words the objective is to prevent the network from over fitting.
In general, the loss function do not admit a minimizer that can be expressed analytically in
closed form [40]. However it can be found numerically using a general optimization technique
such as gradient descent, which uses local linear information to iteratively move towards a local
minimum. Since the true loss function can be problematic to minimize, we locally approximate
it as a parabola around the considered point 6., as illustrated in Figure 4.2:

. 1
L(&0.) = L(0:) + "V L(Be) + gnellz, (4.2)

where ~ is the learning rate, € is the distance between the point of the parabola we consider and
the point where we want to approximate the loss (i.e. 6.), and 6; denotes the parameters of the
network (e.g. the weights w and bias b) at time ¢ of the training. Indeed, when training the
network we update its parameters at each step, thus their value will change over time but remain
fixed once the training is finished. The parabola approximating the loss can be minimized with
respect to € as:

A 1
V. L(e;00) = VoL(6o) + ;e =0, (4.3)
giving the best update for the step
e=—yVoL(bp). (4.4)
We thus have an update rule for the parameters:
Orr1 =0t — YV L(6:), (4.5)
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where 6 are the initial parameters of the network.
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Figure 4.2: Illustration of a gradient descent step. If it is the first of the training, the point we consider is . = 6y
(i.e. the initial parameters), represented by the blue point. At this point we approximate the true loss function
(blue curve) by a parabola (red curve) following Eq. (4.2). Then we compute the gradient with respect to 6
(dotted line), which we multiply by the learning rate before updating the parameters. This process yields the
new parameter value 6; (orange point), and will be repeated until convergence to a minimum.

In general the parameter we update is the weight matrix, as depicted in Eq. (4.5) this update
is proportional to the partial derivative of the loss function with respect to the current weights (=
gradient). In order to minimize £(0) we must compute all of its partial derivatives with respect
to 6, which can be computed efficiently using the backpropagation algorithm. Indeed, since a
neural network is a composition of the differentiable activation functions of each layer, the total
derivatives of the loss can be evaluated backward, by applying the chain rule recursively. The
algorithm can be summarized in 3 steps [41]:
O]

1. Compute inputs (zlgl)) and outputs (a; ) for all neurons using

S S1—1
az(-H_l) = f(lﬂ) b 4 ngf;a;l) ,and zz@ =pl-V 4 ngj_l)agl_l). (4.6)
j=1 j=1
2. Compute 51@ for all neurons using
0 _ [ S=5040,0 | g0
67 = | D0 i | 1Y), (4.7)
i=1 ’

This equation is recurrent since we need to know the 0 of the higher layer (I+1) to compute
the one of the layer [.
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3. Compute

0L _ suanq, (4.8)
PO i j
%,

which are the partial derivatives of the loss with respect to all the network parameters (i.e.,
weights), allowing to perform a single update. This process is repeated until convergence of the
loss. The first step is called forward propagation while the second is called backward propagation.
The training of a neural network can be in batch mode or in online mode, the first mode refers to
the training samples being fed in groups (e.g. 50 at a time) to the network and thus the weight
update is a mean on the samples from the batch. On the other hand, online mode designates the
samples being fed one at a time to the network. In both cases, one update of the parameters is
called an iteration, one sweep over all training examples is called an epoch

4.2.1 Training a neural network

When we train a neural network, no matter how complex the model is, we always go through
a training loop. In this loop we feed the data to the model and get its predictions. We then
compare the predictions of the network to the ground truth with the chosen loss function, and
adjust the parameters of the model by performing gradient descent. During the training stage
we would like to keep track whether our model will improve over the different iterations. It is
therefore good practice to monitor whether the loss we are minimizing decreases over time, and
whether the overall performance of the model increases the more training iterations we perform.

Once the data is fed to the model we can obtain its predictions, which is usually called the
forward pass. Once predictions are obtained, we can compare how close they are to the ground
truth, by feeding them together with the true labels through the loss function we are minimizing.
At its early training stages the network will perform poorly, but it will improve as its weights
are updated by gradient descent. We can do this very easily by obtaining the gradients of the
loss function we are minimizing with respect to the weights (backward pass) and adjusting these.
Finally, we can measure the performance of our model by evaluating its accuracy on an indepen-
dent test set.

Even though neural networks can tackle efficiently a wide variety of regression or classification
problem, it can be computationally expensive to train them and it might require a very large
dataset, which is not always easily accessible. In many cases, simpler machine learning models
might offer comparable performance with less computational overhead. Also, there exists various
refinements such as recurrent neural networks, long short-term memory, Boltzmann machine
or convolutional networks, designed to be more problem-specific as we detail in the next sub-
sections.

4.2.2 Recurrent Neural Network (RNIN)

Recurrent neural networks are special types of neural networks adapted to handle time series data
or data involving sequences, by sharing parameters between time steps. In fact, in traditional
deep neural networks, we assume that inputs are independent of each other and so are the
outputs, while in recurrent neural networks, the outputs depend on the prior elements within
the sequence, the network acting with something similar to a memory [42]. Their capacity to
process any sequence of inputs using internal state (memory) makes them specialized in solving
problems that involve time series data such as connected handwriting recognition or speech
recognition. Considering an input sequence x(*), the internal state of the RNN at the time step
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t is
h®) = f (h(t—l)’x(t)> . (4.9)

Indeed, The RNN consists of a unit cell that is repeated at every new input of the time-series
data x®, producing an output h**+1) known as the hidden state. This hidden state is then
combined with the next time-series input x(**1) allowing information to propagate through the
sequence and have an impact on the outputs at future times. As shown in Figure 4.3, a recurrent
neural network can be represented in a folded or an unfolded way (respectively left and right on
the Figure). The first representation allows to better visualize the recursive definition and the
sharing of the parameters (i.e., weights and activation functions f) throughout the time steps.

f Unfold

Figure 4.3: The same recurrent neural network with no output, seen as a folded (left) and an unfolded (right)
computational graph.

4.2.3 Long Short-Term Memory network

The problem we aim to resolve, as explained in previous sections, is to recover the initial state
sent by Alice by inferring it from the homodyne photo-current Jp,,, measured on the system.
Therefore we have a classification problem with each class corresponding to one of the four initial
states, and the input data (Jhem) is represented as time-series. That is why among all the exist-
ing neural networks architecture, the most interesting one for our purpose is the recurrent neural
network (RNN) and more precisely the long short-term memory (LSTM), invented to resolve the
vanishing gradients problem.

Studied in 1991 by Sepp Hochreiter [43], the vanishing gradient problem can be summarized
as the update to the weights of the network (done at each iteration) becoming vanishingly small
and thus preventing the weights values from changing at each time step. This constitutes a major
problem in a RNN since it is completely stopping its learning process. To overcome this issue,
Sepp Hochreiter and Jirgen Schmidhuber invented the Long short-term memory network [44].
To retain valuable long-term dependencies for prediction-making in both present and future time-
steps, the Long Short-Term Memory network (LSTM) selectively outputs pertinent information
from the current state. In fact, an input gate, an output gate, a forget gate, and a cell state
make up a typical LSTM recurrent unit as shown in Figure 4.4. The three gates control the
information flow into and out of the cell state ¢ to retain values for arbitrarily long periods of
time. Forget gates use a value between 0 and 1 to indicate which information from a prior state
should be discarded in relation to the present input. To retain the information, a (rounded) value
of 1 is indicated, and to discard it, a value of 0. Using the same mechanism as forget gates, input
gates determine which new pieces of information to store in the existing state. By allocating
a value, output gates regulate which bits of data in the present state are output in the hidden
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state. The presence of a cell state ¢ is exclusive to the LSTM networks and is what carries its
long-term memory property, while the hidden state h®*) is common to LSTMs and RNN.

Updated cell state
plugged 1’1} _h_idden state

clt)
g  tanh
h®
Forget Input ----"  Output
x®) gate gate Cell state  guie
candidate

Figure 4.4: One LSTM recurrent unit, composed of three gates with sigmoid activation functions (forget, input
and output). These 3 gates determine which information from the prior hidden state must be erased, taken into
account and stored respectively.

4.3 Recurrent neural network tomography

The situation we simulate in this Section is the following: the spy Eve has access to the optical
fiber through which Alice photons travel, and can perform a continuous homodyne measurement
on these. To determine the initial state of each photon she measures, she has beforehand trained
a LSTM neural network to reconstruct the state starting from the measured photo current. To
do so she has access to a QKD emitter, a device that can create and send single polarized photons
through an optical fiber. In this Section we first present the architecture and hyper-parameters
used for the neural network, the construction of the dataset, and then the results that Eve could
obtain with it.

4.3.1 Architecture

The network input layer is a LSTM with 40 units in its hidden state. We have opted for a hidden
layer composed of 40 neurons, with a rectified linear unit (ReLU) activation function which is
defined as

ReLU(z) = max(0, x). (4.10)

This function is designed to output zero if the input is negative and the input otherwise. This
hidden layer is connected to a dense hidden layer of 20 sigmoid neurons, itself connected to a
dense output layer of four neurons, meaning every output neuron is connected to all the previous
hidden layer ones. Since our problem is to classify each photo current in one of the four existing
class (i.e. the four initial states), we used the sparse categorical cross entropy loss function which
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is commonly used for classification problems with more than two classes. Cross entropy is defined

as

N
Lop=—Y tilog(pi),

(2

(4.11)

where t; is the true label and p; is the Softmax probability for the i*" class. Sparse categorical
cross entropy is built on the same equation except that the outputs of the network are encoded
as integers depending on the predicted class (going from 0 to 3 in our case).
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Figure 4.5: (a) Measured homodyne photo currents for the two initial states |0) (red) and |+) (green) as a function
of ypt. The operator used to model the spy measurement is the pauli z operator 6,. (b)Measured homodyne
photo currents for the initial state |0) as a function of ypt. The operators used to model the spy measurement are

1

the pauli z operator &, (red) and the Breidbart one —= (6> + 6) (blue). These two graphs demonstrate that the

V2

presence of noise in the measured photo current remains unaffected by changes in either the initial state selection
or the measurement operator utilized by the spy. (¢) Homodyne photo currents for the initial state |0), original
(red) and after standardization (blue). The parameters w and g are set to w = yg = 7p.
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4.3.2 Data set

The data set used to train the neural network is composed of 10° photo currents each associated
to the initial state of the photon, before its propagation in the optical fiber, randomly drawn
from one of the four possible states. Each photo current has a length of 200 time steps, which
are set to ypdt = 0.01, thus the total duration is vpt = 2.

We divided this data set into a learning set and a test set as 70% and 30% of the whole
dataset respectively. Finally, the batch size was set to 50 and the number of training steps to
3000, i.e. the network was trained on 3000 batches of 50 samples randomly drawn from the
learning set.

As is depicted in Figure 4.5, the input data is noisy, to reduce the impact of noise on the
model (i.e. the network) we standardized the input data. The purpose of standardization is to
put everything on the same scale, it works as follows:

T M (4.12)
G

where z is the input data (vector form), i and & are, respectively, the estimated mean and

standard deviation of the data. Standardized data values will be much closer while still having

the same distribution and proportion to each other. Also, they are more easily interpretable, for

example a standardized value x = 2 means that this observation lies two standard deviations

above the mean. The effect of this process is displayed in Figure 4.5c¢.

The inherent noise of the data (i.e. the photo currents) as can be seen in Figure 4.5, is the
main reason that led us to the use of neural networks.

4.3.3 Results

The training presented in Section 4.1 yields the losses depicted in Figure 4.6, where the test loss
not being above the training loss shows that the model does not overfit the data, which is a good
indicator of the network’s ability to generalize to data it has not yet seen.
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0.8 .-r’i:\ A “I ‘\I‘
.8 1 a b
Wil e A -
¥ .I.f._q_l kA Y | " ™
W g *W-,;MW e
0.6
6 560 1060 15:00 20‘00 25‘00 3060

training steps

Figure 4.6: Sparse categorical cross entropy losses evolution during training, where the loss is averaged over 20
batches. The blue curve is the training loss while the orange one is the test loss, which means at each step of the
training the network makes a prediction on a batch of the test set and this prediction is evaluated with respect
to the true output.

For the case where the spy weak measurement is modeled with the operator &,, the network
predicts the correct initial state 75% of the time. This result is logical since the quantum states
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|0) and |1) are eigenstates of this operator, which means Eve’s measurement does not affect these
two states and thus cannot extract any information differentiating them using .. However, when
we model the same measurement with the generic operator

¢ = cos(0)6, +sin(0)5. (4.13)

We can evaluate the accuracy of the system as a function of € as is done in the Figure 4.7.
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Figure 4.7: Mean estimated accuracy (blue) and standard deviation (orange) of the model, on the test set, as a
function of 2. Despite some noise in the values, the accuracy is symmetrical with respect to 6 = 7, as expected.
Circles in red are the four values of § maximizing the test accuracy and the corresponding standard deviations.

This Figure shows the estimated mean accuracy (blue) and standard deviation (orange) of the
neural network as a function of the measurement angle 6. There are preferential measurement
bases for the spy Eve, i.e. there are angles # maximizing the information obtained from the weak
measurement. It also shows that the test accuracy is a noisy but symmetrical function of # with
respect to the value 8 = w. There are four main values of the measurement angle leading to
a test accuracy between 85% and 90%, as summarized in Table 5.1. The measurement angles

0 mean accuracy standard deviation
0.175077 0.86164 0.00922
0.859447 0.88794 0.02285
1.145927 0.88265 0.01217
1.84620m 0.86167 0.05026

Table 4.1: Mean accuracy of the neural network and corresponding standard deviations for different values of
theta.

around # = 0, § = 7 and 6 = 27 lead to accuracies barely above the one obtained from random
guess (i.e. 25%), which means that the network could only obtain few useful information from
the photo currents. The neural network is also unstable for these angles, which correspond to
accuracies with high standard deviation (up to 0.30). However the angles of Table 5.1 (circled
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in red in Figure 4.7), yield high accuracies with relatively low standard deviations. The spy can
thus predict the initial state with a high certainty while keeping the same measurement angle,
where the network is stable.

4.4 Summary

In this Chapter we figured out that it is impossible for a spy to perform traditional quantum state
tomography using a single homodyne photo current. However, using the powerful capacities of
a recurrent neural network and assuming that the spy could train it beforehand using a QKD
emitter, initial state tomography is possible. Indeed, with the measurement operator &, the
neural network achieves an accuracy of 75%, and this accuracy can be maximized to 88.265%
using a measurement angle 8 = 1.145927. This angle will be called the optimal measurement
angle for the rest of this master thesis.

We have obtained a way to maximize the extracted information of the measurement, however
the metric we use is not formal. In addition, intuition tells us that the more information is
extracted from the photons by a measurement, the more perturbation is induced, just like a
projective measurement yields the most information about a state (i.e., the state itself), but
completely changes the state if the basis is not appropriate. In the next sections, we will consider
the trade-off between extracted information and impact of the measurement.
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Chapter 5

Photon state integrity and
information gain

In the previous Chapters we have determined the impact of homodyne measurements on the
photon states of the BB84 protocol and the achievable accuracy of RNN tomography. Therefore
the relationship between the amount of information a measurement extracts and the impact that
it yields must be investigated.

In this Chapter we first consider a more formal way to describe the information gain from a
measurement. Then relate the extracted information to the average impact on the initial states,
to finally obtain the optimal trade-off. We also try to make the measurement scheme more
realistic and then optimize it.

5.1 Extracted information

In the previous section, we characterized the amount of extracted information from the system
using the neural network accuracy as metric. However there is a more formal way to quantify
extracted information, using the von Neumann entropy.

In 1948, Claude Shannon introduced a way to quantify the information contained in a message,
or at least that some message contained more information than another one. Indeed, a message
provides information if it reveals, among a set of possibilities, which one have occurred. Formally,
the Shannon entropy of a given probability distribution p; is defined in [45] as

H{pi}) = =) _pilnp: (5.1)

It quantifies the information that a random variable having the probability distribution p; con-
tains. To better understand what the entropy means, we can look at the simple example of
sending English texts encoded in bits. Each letter of the alphabet sent is sampled from a ran-
dom distribution that can be determined by analyzing a huge dataset of typical English texts.
We assume that each letter is independent of the next and the previous ones, even if we know it
is not perfectly true since some letters (e.g., "h") appear more frequently after some (e.g., "t")
than after others (e.g., "z"). In the case of sending N letters, we must send on average H bits
per letter, where H is the entropy of the distribution (relative frequency) of English letters [45].

The amount of communication resources (bits) required to inform us about something is also
a measure of our initial uncertainty about that thing. Indeed, the more we know about the state
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of a system, the less uncertain we are, and the less information we need to fully know this state.
Therefore, the entropy can be understood as measuring both the uncertainty about something,
and the amount of information that it "contains".

The Shannon entropy measures the uncertainty associated with a classical probability distri-
bution [23], but we know that quantum states can be described with density operators, replacing
probability distributions. We can thus generalize Shannon entropy to quantum states by defining
the Von Neumann entropy of a quantum state p as

S(p)=-Tr[plnp]. (5.2)

It can be understood as the minimum uncertainty that we have about the future behavior of a
quantum system. If we make a measurement giving complete information about the system then
the von Neumann entropy is the minimum possible entropy of the measurement outcomes.

Now that we have defined a measure of the uncertainty about the state of a quantum system,
we can define the information gain (or uncertainty reduction) that a measurement provides us
with. This information gain, denoted A, is defined as the average reduction in the von Neumann
entropy, and is thus given by the difference of the entropy of the averaged state and the mean
entropy of the conditioned state

ALt) = S(E[p@®)]) = E[S(A(1))] - (5:3)

It is also called Groenewold’s information as he was the first to consider it [46]. Since the
second term is an average of the entropy of conditioned states (i.e., it is a property of the full
ensemble and not just its mean), we cannot express it as a function of the averaged state, and its
evaluation thus requires many different realizations of the stochastic master equation describing
the evolution of 5. By "different realizations" we mean here many simulations of the evolution
of each possible initial state. On the other hand, the first term is just the entropy of the average
state, and thus require only one simulation, for each initial state, of the deterministic master
equation

dps(t) = =i [, 5 (8)] at + 15 DIElps (1)t +ypDlilps (), (5.4)

obtained by averaging Eq. (1.53) over all possible measurement results. The information gain
AI(t) from homodyne measurement using different measurement operators is displayed in Fig-
ure 5.1. We see that the information extracted using 8 = 1.14592r is the highest, which confirms
the fact that this angle extracts more information than § = % which corresponds to the mea-

2
surement operator ¢ = &,.

Even though the information gain is more formal, using the network accuracy directly reflects
how much of the private key a spy can retrieve, and the latter will thus be used as metric in the
next sections.

5.2 Trade-off between information extraction and state per-
turbation

As discussed in Section 4.3, there are measurement angles 6 that maximize the probability of
finding the initial state for a spy. To study the impact of such measurement on the whole protocol,

we computed an average of the trace distance Dy(.)(t,6) over the four possible initial states,
denoted by D,(t,0). As illustrated in Figure 5.2b, the angles minimizing the measurement
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Information gain from homodyne measurement
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Figure 5.1: Information gain Al for the measurement angles 0 = 7 (¢ = 6=, in orange) and 0 = 1.14592m, the
optimal angle derived earlier (in blue). Other parameters are set to w =vg =yp =1

Dnsnlt,0)

Figure 5.2: (a) and (b) Trace distances Dns(t, ) and Dysn(t, 0) respectively, as a function of the time ¢ and the
measurement angle #. Other parameters w and g are set to w =vyg =vyp = 1.

impact on the state are 6 = 0+ kx (k € Z), which corresponds to a measurement modeled by
the operator ¢ = +6,.

There is a trade-off between the amount of information we can extract from the photons and
the perturbations that this measurement induces. Indeed, the angles that minimize, in average,
the trace distance are also minimizing the information the spy obtains, thus minimizing the
accuracy of the neural network (Figure 4.7). To better assess this trade-off, a new quantity can
be defined as the trace distance plus one divided by the accuracy of the network, for a given
measurement basis (i.e. a given 6):

Dyon(t,0) + 1
accuracy(t, )

A(t,0) = (5.5)

To simplify this expression, the time dimension can be ignored by setting ypt = 2, which yields
an expression depending only on 6.
Figure 5.3 is a plot of A(f) for values between 0 and 27. A(6) is almost minimized for all
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Figure 5.3: A(0) for 6 = 0 to 2w. Circled in red are the four values of 0 that maximize the test accuracy, which
also minimize A(0).

0 mean accuracy  Dpgn(6) A(0)
0.175077 0.86164 0.24260 1.44213
0.859447 0.88794 0.22324 1.37761
1.145927 0.88265 0.22645 1.38951
1.846207 0.86167 0.23105  1.42867

Table 5.1: Mean accuracy of the neural network and corresponding standard deviations for the values of theta
maximizing the test accuracy.

four of the @ values maximizing the test accuracy of the network. The mean accuracies and
standard deviations for these angles are summarized in Table 5.1. By choosing one of these four
measurement basis the spy could thus achieve a high accuracy when predicting the initial state,
while perturbating the photons as less as possible.

5.3 Optimization of the measurement

Until now, we have considered that the homodyne measurement was made during the entire
photon travel time. First this is not plausible, the spy could not measure directly from the
source (Alice) and until the end (Bob) or it would be detected, i.e. Alice or Bob would see Eve
with their own eyes. To solve this problem, the starting time of the measure is set to 10 time
steps from now on such that Eve is not too close to the source but she still start measuring at the
early stage of the photon evolution, to have access to as much information as possible. Indeed,
we deduced from Figure 3.4 and 5.1 that most of the information is contained at the start of
the photo currents. Another modification would be to consider that the measurement is much
shorter than the travel time (e.g. one quarter) to decrease the impact of the measurement.
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In this section, we test the performances of the neural network for different lengths of mea-
surement.

To determine the optimal measurement duration we train the neural network and test it on
different lengths of the measured photo currents and compute its average test accuracy as a func-
tion of the length (Figure 5.4). The test accuracy reaches a maximum of 85.410% for a length of
40 time steps, with a standard deviation of 0.02183. This maximum is higher than the accuracy
when training on the whole photo currents (still sarting at time step 10). The measurement can
thus be performed only from time step 10 to 50 while decreasing the accuracy by only 3%.
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Figure 5.4: Mean accuracy and standard deviation of the network as functions of the measurement length.

5.4 Summary

The most important result of this Chapter, and even of this master thesis, is that the mea-
surement angle 8 = 1.145927 optimizes the A(#) coefficient, thus maximizing the extracted
information while minimizing the average trace distance of the photons state to their evolution
only subject to noise. Indeed, this angle achieves an accuracy of 88.265% with a trace distance
Dysn of 0.226. In the non-idealized measurement scheme (going from 10 to 50 time steps), this
accuracy is 85.41%. A question the spy could ask is "Are there ways to decrease the impact
on the photons or to increase the accuracy 7". In the next Chapter we investigate the use of

quantum feedback to decrease the perturbations caused by the measurement.
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Chapter 6

Quantum feedback

We determined in the previous Chapter that a spy could extract a relatively high amount of
information from the qubits using homodyne measurements along with a recurrent neural net-
work. However, its impact on the photons could still make the spy detectable by Alice and
Bob. Consequently, we investigate in this Chapter the use of quantum feedback to decrease the
perturbations caused on the system, thus covering the tracks of the spy.

The equation describing the deterministic, and thus averaged, evolution of an open quantum
system subject to dissipation, homodyne detection and unconditional feedback is

i [a A S A o
p=—i[fi+ 2 (F + Fe) | +sDle — iF)p + T”vED[F]p +ypDllps(t),  (6.1)

as explained in Section 1.6. However, to describe the stochastic dynamics of a single realisation
of the system (e.g., through numerical simulations) one would need Eq. (1.62) which we recall
to be

dpy(t) =dt {—i [H,ﬁJ(t)} +veD[ps(t) —ive [ﬁ’, epa(t) + ﬁJ(t)éT} }

. ) (6.2)
+ v D[Flps(t)dt/n + yedW @) H[/né — il /\/nlps(t).
We define the feedback operator F' as depending on an angle ¢:
F = sin(¢). + cos(¢)d. (6.3)

We denote a state subject to feedback, measurement and dissipation by pp(t). We can then
define similar trace distances as in the previous sections :

D (10) (0], (8):10) {01) = Dy(10) D), (6.4)
D (10) (0l (8),10) (0], (8)) = Dson([0) (O)(2): (6.5)

Since the measurement operator depends on # and the feedback operator depends on ¢, we set the
total time to a fixed value of ypt = 2 so that we can represent the trace distances as functions of
the two angles only, as is done in Figure 6.1. These two trace distances have local minimums for
some feedback and measurement operators, which means that the feedback can actually reduce
the impact of the measurement on the system. In addition, the trace distance D ton (0, @) reaches
0 at some 0 and ¢ values. This is a very important result: applying feedback could completely
counter the effects of the homodyne measurement, thus allowing a spy to completely cover its
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Figure 6.1: (a) and (b) Trace distances D (0, ) and D 4, (0, ¢) respectively, as functions of the measurement
angle 0 and the feedback angle ¢. (c) and (d) are the same trace distances for different values of the measurement
angle 6, as functions of ¢. The blue curve is for the optimal angle measurement 6 = 1,145927. Other parameters
aresettow =vg =vp =1

tracks. If the measurement is done using the optimal angle § = 1,145927, the total trace distance
can be reduced from 0.45 to 0.35 (Figure 6.1c) and the trace distance D sy, (6, ¢) from 0.39 to
0.126, if the feedback is correctly engineered. The feedback angle values minimizing the trace
distances for the optimal measurement are ¢ = 0,146427 and 1, 145927. Therefore, using the
optimal measurement angle for the feedback basis maximizes its effect.

For some angles, the maximums of the traces distances are due to the third term in Eq. (6.1),
which represents the noise introduced in the system by the feedback. Indeed, if the feedback
is not correctly engineered it causes more perturbations to the photons than it prevents, thus
increasing the trace distance.

Let us look at the information gained from the measurement while applying feedback. Indeed,
even if the homodyne measurement is the same as before, the introduction of feedback could
introduce some unwanted noise and change the photon state, therefore modifying the extracted
current. The information gains Al with and without feedback, for the measurement and feedback
angle § = ¢ = 1.145927, are displayed in Figure 6.2a. The information gain with feedback is
below the one without it, even though the maximum difference is 0.18, which means that the
introduction of feedback does in fact have an impact on the extracted information. This result
is logical since, as shown in Figure 6.1b, the feedback cannot completely erase the impact of
measurement on the state of the system even when perfectly engineered for 6§ = 1.145927, and
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thus perturbs the states.
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Figure 6.2: (a) Information gains Al without feedback (green curve) and with feedback, for ygn = 0.5 (orange
curve) and 0.8 (blue curve). The measurement and feedback angle are set to § = ¢ = 1.14592%. (b) Mean accuracy
(blue) and standard deviation (orange) of the neural network as a function of the photo current lengths (in time
steps) used. The starting time step of the measurement is 10. (c) Trace distances for a measurement interval
going from 10 to 50 time steps, ygn = 0.5 and 6 = ¢ = 1.145927. Other parameters are set tow =y = yp = 1.

We now try to optimize the measurement time similarly to what we did in Section 5.3 for the
homodyne measurement without feedback. The results are displayed in Figure 6.2b. The network
achieves a mean accuracy 83.66% with a standard deviation of 0.023 for a measurement length
of 40 time steps, still considering that the measurement starts on the tenth time step.

So far in this work, we set the parameter ygn, efficiency of the homodyne measurement, to
the value of 0.5. However, a greater efficiency, for example 0.8, would be a realistic consideration,
and could increase the extracted information and the tomography accuracy, while increasing the
impact of measurement. We computed the extracted information with feedback and vygn = 0.8
(blue curve) in Figure 6.2a, and the mean accuracy of the network for this same efficiency value
in Figure 6.2b. The information gain is increased by almost 0.15 and is much closer the gain
without feedback (for vgn = 0.5). However, the accuracy is increased only for measurement
lengths of 10,20 and 30 time steps, but with a much larger standard deviation. We can thus
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keep the efficiency to 0.5 and set the measurement to start at 10 time steps and end at 50. The
final metric to evaluate is the impact of this optimized measurement and feedback scheme. We
do so using the two trace distances Dy, (t) and Dy (t), which are displayed in Figure 6.2c. We
see that the total trace distance goes up to 0.25, but the trace distance with respect to the state
evolution under noise only is small (0.02875). In addition, we see that after the measurement
this trace distance decreases. Such a low trace distance means that Alice and Bob have a very
small probability of detecting Eve, and thus that she could potentially break the BB84 protocol
security.

6.1 Summary

In summary, we implemented an eavesdropping scheme composed of homodyne measurement,
quantum unconditional feedback, and recurrent neural network tomography, on the BB84 pro-
tocol. The results we obtained after optimizing the measurement operator and duration, the
feedback angle, and the efficiency, are displayed in Table 6.1.

This last result shows the theoretical possibility to break the BB84 protocol by using the
measurement and feedback scheme imagined in this master thesis.

0 0] Measurement interval D tpn Mean accuracy — A(6)
(time steps) (ypt=12)
1.145927  1.145927 10 - 50 0.029 83.659% 1.2299

Table 6.1: Mean accuracy of the neural network and corresponding standard deviations for the values of theta
maximizing the test accuracy.
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Conclusion

The aim of this master thesis was to study the security of the BB84 quantum key distribution
protocol subjected to dissipation and eavesdropping. More specifically, the main objective was
to assess the theoretical feasibility of recovering photon states (i.e., recovering the private key)
for an eavesdropper using weak measurements, and using feedback to minimize the impact of
such a measurement scheme.

In Chapter 1 of this work, we introduced the density operator formalism to describe open
quantum systems and recalled the quantum mechanics postulates using it. We then detailed
the GKSL master equation to describe a photon traveling in an optical fiber either subject to
dissipation, eavesdropping or both. Finally we derived the evolution equations describing a
system monitored via homodyne measurement with and without feedback.

In Chapter 2 we introduced the definition of qubits from linearly polarized photons used
in the BB84 protocol. We have explained the latter step by step in an idealized case first,
without dissipation nor eavesdropping, then in a realistic case where privacy amplification and
information reconciliation can be implemented.

In Chapter 3, we first analyzed the impact on the protocol security of noise and eavesdropping,
separately and then jointly. We obtained that the probabilities of Bob measuring the photon

state Alice initially sent were 3 with Eve performing projective measurements at the middle

1
of the channel, ey % with a 6,-modeled noise only, and Cfsht + g with both noise and

.
eavesdropping. Stzilll in Chapter 3, we discussed the possible implementation of a homodyne
measurement scheme by the spy, the output of such measurement (namely the homodyne photo
current) and its characteristics (i.e., mean, variance, auto-correlation). The last Section consisted
in a analysis of such measurement scheme impact on the photons using different trace distances
as metrics. The results were that the angles minimizing the impact on the photons of homodyne
measurements, when the corresponding operator was defined as ¢ = sin 5, + cos 05, were k75
for the initial states {|0),|1)}, and 0+ k= for {|4),|—)}.

In Chapter 4, we detailed the impossibility to retrieve the initial state, sent by Alice, using
standard tomography on a single realization of the photo current. This result motivated the use
of machine learning and, in particular recurrent neural networks, the theoretical aspects of which
we described in the same Chapter. We then implemented an LSTM neural network to perform
initial state tomography, achieving an accuracy of 88.265% for some specific measurement angle
0 = 1.145927.

In Chapter 5, we introduced the concept of expected information gain which formally justified
the higher accuracy yielded by this measurement angle. Then, using the average trace distance on
the four initial states, we computed the A coefficient to optimize the trade-off between information
extraction and state perturbation. This new quantity revealed 6 = 1.145927 as one of its
minimizers, angle which was used as the optimal measurement angle in the remaining sections.
This result is the central point of this work since it constitutes a way for Eve to potentially
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retrieve enough information to compute the private key of Alice and Bob. The measurement
scheme was also corrected to be more realistic by setting its starting point to 10 time steps, and
optimized by decreasing its length to 40 time steps.

Finally, in the last Chapter we considered the introduction of unconditional feedback by the
Spy to minimize its impact. We discovered that for same measurement and feedback angles
0 = ¢ = 1.145927 and a measurement and feedback duration of 40 time steps (10 to 50), the
spy could decrease the impact of its measurement from 0.22645 to 0.02875, while achieving an
accuracy of 83.659%.

As we just detailed, this Master’s thesis contains several results on the impact of attacks in
quantum cryptography that have not been reported in the literature, such as the QST accu-
racy achieved using recurrent neural networks and homodyne measurements, or the reduction
of measurement impact on the photons, induced by the introduction of unconditional quantum
feedback. A manuscript gathering those results is under preparation.

A question that arises directly from this work is "Is a measurement scheme such as homo-
dyne detection and feedback possible to implement in practice on the BB84 protocol?". This is
of course something important to be investigated, and should constitute the direct continuation
of this Master’s thesis. Even though very few researches are present in the literature, one could
adapt this work for QKD implementation in space, between satellites [47, 48|. It’s important to
note that the practical implementation of QKD technologies has been a major topic of interest
in both academic and private sectors for the past few years and continues to be.

To go further we could look at conditional feedback, where the measurement result is taken
into account before applying the feedback on the system. However, This would constitute
too great an obstacle within the scope of this work, as conditional feedback involves non-
Markovianity. Indeed, since the measurement result (i.e., the photo current in the case of
homodyne detection) must be processed before being fed back into the system, and since this
processing cannot be done instantaneously, this feedback must include non-Markovianity in the
sense that the current would be injected back into the system after some finite time.
Furthermore, during all the calculations and analysis we have done (e.g., to derive the GKSL
master equation), one of the assumptions was that the dynamics of the system is Markovian,
which means there is no memory effect involved, either within the system itself or in its interac-
tion with the environment. Consequently, exploring the non-Markovian field of feedback would
need to detail and derive too many mathematical and physical tools.

One could also consider the case of the photon having a non-nul probability to be absorbed
in the optical fiber, as in [25]. This consideration amounts to spanning the Hilbert space of the
system on three basis vectors instead of two (i.e. adding a vacuum base vector |0)), which would
change the mathematical description of the system, along with its physical interpretation.
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