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Abstract

Modern aircraft design relies on the usage of computational fluid dynamics for the prediction
of aerodynamic performance. High fidelity methods such as the Reynolds-Averaged Navier-Stokes
(RANS) equations are too computationally expensive for early design stages such that a simpler
method known as viscous-inviscid interaction can be used instead. The inviscid flow is calculated
and is corrected by the viscous flow in the boundary layer. The coupling between the two regions
is complex and prone to numerical issues.

The present work aims to compare steady and unsteady coupling strategies to solve for steady-
state problems within the blaster solver. The existing inviscid solver is replaced by an incom-
pressible panel method in its steady and unsteady forms. The viscous solver is also adapted to
allow for unsteady simulations; the pseudo time marching algorithm and transition treatment in
blaster are modified accordingly. The missing elements for a complete unsteady model are iden-
tified and discussed.

The steady and unsteady coupling strategies are compared based on speed, accuracy and stabil-
ity for different test cases in various flow regimes of interest. The unsteady coupling shows better
stability and faster convergence especially for high incidence flows with separation. This advan-
tage is diminished as the incidence decreases and the flow becomes simpler. For all cases, both
strategies yield similar results with little to no difference. The low-Reynolds number flow proves
to be challenging for the solver, and its divergence is not resolved by the unsteady coupling strategy.

The method is also tested on true unsteady pitching cases. Understanding the limitations of
the model, simple conditions can be predicted with good accuracy compared to RANS simulations.
Nonetheless, the solver lacks the ability to predict fast motion, and suffers from issues when refining
the time step.
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Nomenclature

Abbreviations

CFL Courant–Friedrichs–Lewy number

S Steady coupling strategy

U Unsteady coupling strategy

hspm Hess and Smith panel method

upm Unsteady panel method

RANS Reynolds-averaged Navier-Stokes

VII Viscous-inviscid interaction

Subscripts

.∞ Quantity in the freestream

.e Inviscid quantity

Symbols

α Freestream angle of attack

αa Pitching motion amplitude

αm Pitching motion mean angle of attack

βi,j Angle formed by points of panel j and midpoint of panel i

∆τ Inner time step in the time integration

∆t Time step

∆U Solution increment for time integration

∆ Shed vortex panel length

δ Boundary layer thickness

δ∗ Displacement thickness

δ∗∗ Density thickness

δR Second density thickness

ε Small perturbation

γ Vortex strength
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Γ Circulation

γa Ratio of specific heats

µ Dynamic viscosity

ν Fluid kinematic viscosity

ω Pitching motion angular frequency

Ω Airfoil pitching angular velocity

ωr Rotational

Φ Wagner’s function

ϕ Potential function

ψ Airfoil pitching accumulated angle

ρ Fluid density

σ Source strength

σk
u Solution vector for the upm method

τ Viscous shear stress

τw Wall shear stress

θ Momentum thickness

θ∗ Kinetic energy thickness

θi Angle of panel i

Θ Shed vortex panel angle

ξ, η Coordinates in the boundary layer system

A Time derivative factors for time integration

a Advection velocity

(A,B,C)n/t/x/y hspm or upm influence coefficients

An Matrix of normal panel influence coefficients

As Matrix to inverse for the hspm method

As Detached flow transition correction term

B Space derivative factors for time integration
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b Half-chord of the airfoil

bs Right-hand side vector for the hspm method

bu Vortex contribution to the right-hand side vector for the upm method

C Free terms for time integration

c Chord of the airfoil

C(k) Theodorsen’s function

cu Free contribution to the right-hand side vector for the upm method

Cτ Shear stress coefficient

CτEQ
Equilibrium shear stress coefficient

cd Drag coefficient

cf Skin friction coefficient

Cp Pressure coefficient

cs Speed of sound

cd,f Friction drag coefficient

cd,p Pressure drag coefficient

cds Dissipation coefficient

E Energy

ex, ey Unit vectors in the x and y directions

F Spatial operator for time integration

f Fluid body forces

H Boundary layer shape factor

h Cell size

H∗ Kinetic energy shape parameter

H∗∗ Density shape parameter

Hk Kinematic shape parameter

k Pitching motion reduced frequency

l Perimeter of the airfoil
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Lpot Distance from leading edge for potential integration

M Mach number

Ñ Amplification ratio of the Tollmien-Schlichting waves

N Number of panels

Npot Number of elements along the potential integration path

q Heat flux

||R|| Residual

Rd Wake correction dissipation ratio

rp, θp Polar coordinates

Re Reynolds number

s1
u Vortex contribution to the solution vector for the upm method

s2
u Free contribution to the solution vector for the upm method

t Time

ti,ni Normal and tangential vectors to panel i

Tu Turbulence intensity

U Vector of unknown for time integration

u =
(
u, v
)

Fluid velocity

Up, Vp Airfoil pitching velocity components

Us Equivalent normalized wall slip velocity

V t, V n Normal and tangential velocity components to a panel

V bl Blowing velocity

V stream Effective freestream velocity on a moving airfoil

x, y Cartesian coordinates

xs Vector of unknowns for the hspm method

xf Pivot point for airfoil pitching

xtr Turbulent transition location
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1 INTRODUCTION

1 Introduction

1.1 Context

In aircraft design, there is a constant search for efficiency gains. Modern methods rely on
optimization techniques which require many evaluations of the performance of different geome-
tries. It is thus essential to have access to fast and reliable means to estimate performance. The
Reynolds-Averaged Navier-Stokes (RANS) equations, although orders of magnitude cheaper than
the complete Navier-Stokes equations, remain too expensive for early design stages.

A method known as viscous-inviscid interaction (VII) can considerably simplify this problem.
An observation made by Prandtl [44] allows the division of the full flow into two regions. He
noticed that viscous effects only matter in a thin region around a body called the boundary layer.
Outside this region, viscosity can be neglected, and the flow behaves as if it were inviscid. This is
illustrated in Figure 1.1.

Inviscid region

Viscous region

Figure 1.1: Inviscid and viscous regions around an airfoil (the boundary layer is exaggerated for
visibility).

The inviscid and viscous regions each have their own physics and equations and are brought to-
gether through a coupling method. This coupling is a complex topic and can lead to numerical
issues, most notably the Goldstein singularity at separation [26]. The present work aims to provide
a comparison between a steady and an unsteady coupling methods for the solution of steady-state
VII problems within the blaster [18] software.

Depending on the sought accuracy level and available computational resources, different inviscid
and viscous models can be considered for VII.

The most accurate and costly inviscid solver is the Euler equations, which only assume the lack
of viscosity. They have been used in the VII context by Drela [20], Whitfield et al. [63] or Moro
et al. [39] for instance. Further assuming irrotationality results in the full-potential equation,
providing a good balance between accuracy and cost, allowing for transonic computations at a
lower cost than the Euler equations. This approach was chosen by Dechamps in blaster [18], as
well as by the commercial software tranair [31, 5]. For incompressible flows, Laplace’s equation
can be solved, typically with cheap panel methods; this was done by Drela in XFOIL [21] and in
many other work [25, 43, 47, 12, 45].

The viscous region is typically solved using an integral boundary layer method where the flow is
integrated along the normal direction to the body to reduce the number of space dimensions by one.

1



1.1 Context 1 INTRODUCTION

This model is completed by the closure relations of Nishida and Drela [42]. The method can be used
in a steady [21, 46, 62, 63] or an unsteady [67, 47, 43, 25, 18] manner depending on the application.

The VII coupling can be done through a variety of methods, depending on the assumed hier-
archy between the inviscid and viscous regions. The simplest method is the direct coupling, where
the two regions are solved separately and exchange information at each iteration. This method suf-
fers from the Goldstein [26] singularity at separation, which is problematic. The inverse coupling
method [9] allows getting rid of the Goldstein singularity by inverting the problem. It however
requires adaptations in the solvers to handle the new boundary conditions, and exhibits slow con-
vergence. The fully-simultaneous coupling method [20, 23] solves the inviscid and viscous regions
together. This method is robust, but is complex to implement and computationally expensive. The
quasi-simultaneous coupling method [58] solves the regions separately, but provides an estimation
of the inviscid region inside the viscous solver through an interaction law. This method allows for
good convergence while being versatile. It is the method used in blaster; as it does not require
special modifications inside the inviscid solver, it makes it simple to integrate existing solvers in
the VII framework.

When using the quasi-simultaneous method for steady-state problems, both the inviscid and
viscous solvers are often run to their steady solutions before communicating. Recently, an unsteady
method was described by Ozdemir et al. [43]. Instead of reaching a steady solution at each iteration,
the solvers only run for a single time step. This method was not directly compared to the classical
steady method; the present work aims to fill this gap based on various test cases. The steady and
unsteady methods are schematized in Figure 1.2.

Time

Inviscid

Viscous

Time

Time

tk+1

tk

Coupling iterations

Viscous

n+ 1

n

Inviscid

Figure 1.2: Representation of the “steady” (left) and “unsteady” (right) VII coupling strategies.

The implementation and comparison of the two coupling methods are done within the blaster
software developed at the University of Liège by Dechamps [18], as an extension of the work of
Bilocq [6]. This software couples the full-potential solver dartflo [16] with an integral boundary
layer solver through quasi-simultaneous coupling. Dechamps solved the viscous region to its steady
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1.2 Main contributions of the present work 1 INTRODUCTION

solution through a pseudo-time marching loop, improving stability compared to a purely steady
approach.

The objective of the present work being the comparison of coupling strategies rather than the
modeling of complex flows, the physics of the problem is simplified as much as possible. The flow
is considered two-dimensional and incompressible. The inviscid region also assumes irrotational
flow, allowing the use of a cheap panel method. The steady version of this method by Hess and
Smith [30] (hspm) and its unsteady version by Basu and Hancock [4] (upm) are implemented in
the present work and integrated within blaster. These allow for the fast solution of the inviscid
region in the steady and unsteady cases respectively.

In order to implement the unsteady coupling method, the existing viscous solver in blaster
requires a few adaptations. The time marching loop is modified to perform a single time step, and
the laminar to turbulent transition handling is changed.

The comparison is done on a variety of test cases. The behavior of the steady and unsteady
methods is analyzed based on stability, speed and accuracy in different flow conditions including
attached and mildly separated flows.

Additionally, the implementation of the unsteady panel method and the unsteady interaction
method allows for the first steps towards a true unsteady VII model. This topic was already
studied by various authors [25, 55, 47, 29, 67, 14]; the present work mainly highlights the missing
elements in the current model for unsteady flows and presents possible improvements. The closure
model, interaction law and transition handling are discussed in this context. A few unsteady test
cases present the current capabilities and limitations of the model.

This report first presents the theory and implementation behind the hspm and upm methods
used to solve the inviscid region in section 2. The viscous region is then covered in section 3,
with reminders of the equations and numerics behind the blaster code. The modifications made
to the code to allow for unsteady interaction are also detailed. The topic of VII is discussed in
section 4, with the presentation of the different interaction methods and the specificities of unsteady
interaction. Finally, section 5 presents various inviscid and viscous test cases. The inviscid cases
are used to validate the hspm and upm methods. The steady viscous cases allow the comparison
of the steady and unsteady interaction methods in a variety of flow conditions. Unsteady viscous
cases are also presented as an extension of the model.

1.2 Main contributions of the present work

• Implementation of the Hess and Smith (hspm) and unsteady (upm) panel methods to solve
the inviscid region.

• Adaptation of the time marching algorithm to allow for unsteady interaction. Modification of
the time loop to perform a single time step, and changes in the turbulent transition handling.

• Comparison of the steady and unsteady interaction methods on various test cases, based on
stability, speed and accuracy.
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• Investigation of the possibility of solving unsteady flows with the viscous-inviscid interac-
tion method. Identification of the shortcomings of the present method and proposition of
improvements.

4



2 INVISCID REGION

2 Inviscid region

For any flow, the Navier-Stokes equations are written

Continuity:
∂ρ

∂t
+∇ · (ρu) = 0. (2.1a)

Momentum:
∂

∂t
(ρu) +∇ · (ρuu) = −∇p+ ρf +∇ · τ . (2.1b)

Energy:
∂

∂t
(ρE) +∇ · (ρEu) = ρf · u+∇ · (u · τ )−∇ · q, (2.1c)

where ρ is the density, u = (u, v, w) the velocity, f are the body forces, E is the energy, q is the
heat flux and τ is the shear stress. For a Newtonian fluid such as air or water, the shear stress
can be written as

τ = µ

[(
∇u+∇uT

)
− 2

3
(∇ · u) I

]
, (2.2)

where µ is the dynamic viscosity of the fluid.

The first assumptions about the flow, made for both viscous and inviscid regions, are two-
dimensionality and lack of heat transfer. For inviscid flows, the viscosity µ vanishes. As mentioned
before, the present work additionally assumes the flow to be incompressible and irrotational. This
allows the derivation of Laplace’s equation, which is linear and thus allows for the superposition of
elementary solutions; a property that is exploited to build inexpensive panel methods. Compared
to the full Euler equations, this approach leads to less accurate solutions but comes at a much
lower computational cost.

This section first goes into the derivation of the governing equations for the inviscid region.
The panel methods implemented in the present work are then presented in detail, starting with
the steady case (hspm), followed by its unsteady extension (upm). Alternatives to these methods
are also discussed.

2.1 Theory

2.1.1 Laplace’s equation

Under the incompressibility assumption i.e. ρ = cst, the continuity part of the Navier-Stokes
equations (2.1a) simplifies to

∇ · u = 0. (2.3)

Furthermore, for irrotational flows, the potential function ϕ may be introduced such that

u = ∇ϕ. (2.4)

Indeed, irrotational flows are characterized by a rotational ωr = ∇× u = 0, which is satisfied
by expressing the velocity field as the gradient of a scalar function.
Substituting u from (2.4) into (2.3) yields Laplace’s equation

∇2ϕ = 0. (2.5)
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2.1 Theory 2 INVISCID REGION

Due to its linearity, Laplace’s equation allows for the superposition of elementary solutions.
In this work, three of these solutions are used as building blocks to characterize the flow over an
airfoil:

• The freestream of velocity V∞ at an angle α: ϕ(x, y) = V∞ (x cosα + y sinα),

• The source of strength σ: ϕ(rp, θp) =
σ

2π
ln rp,

• The vortex of strength γ: ϕ(rp, θp) =
γ

2π
θp,

where (x, y) are Cartesian coordinates and (rp, θp) are polar coordinates from the center of the
source or vortex. More details on these solutions can be found in Anderson [2].

These elementary solutions are schematically represented in Figure 2.1.

y

x
α

(a) Freestream.

rp

θp

(b) Source.

rp

θp

(c) Vortex.

Figure 2.1: Elementary solutions of Laplace’s equation.

2.1.2 Kutta condition

One major limitation of Laplace’s equation for potential flow is that it admits an infinity of
solutions. For the flow around a body, these solutions differ by the amount of circulation of the
body, or in other words its lift. This is rather inconvenient for aerodynamic purposes. Fortunately,
the Kutta [34] condition has been formulated to alleviate this issue. For sharp airfoils, it states
that the physical solution requires the flow to leave smoothly at the trailing edge.

Figure 2.2: Nonphysical (left) and physical (right) solutions to Laplace’s equation.
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Concretely, this condition comes down to imposing equal pressures on the upper and lower side
of the trailing edge.

It should be noted that despite the application of the Kutta condition, the potential flow
inherently lacks the ability to predict pressure drag, which is a consequence of viscous effects; this
is known as the d’Alembert [17] paradox.

2.1.3 Bernoulli’s equation

While the combination of Laplace’s equation and Kutta condition is sufficient to describe the
velocity field around an airfoil, the momentum equation is still essential. Indeed, it allows to de-
termine the pressure distribution around the body, gathering information about the aerodynamic
coefficients.

Under the assumptions of inviscid flow, irrotationality and incompressibility, the momentum
equation (2.1b) simplifies to

∇
(
ρ
∂ϕ

∂t

)
+∇

(
ρ
||u||2

2

)
+∇p = 0. (2.6)

Integrating this result gives birth to Bernoulli’s equation

∂ϕ

∂t
+

||u||2

2
+
p

ρ
= C(t), (2.7)

where C(t) is a time-varying constant. More details on the derivation of Bernoulli’s equation can
be found in Anderson [2].

Evaluating equation (2.7) both at some location s and in the freestream, one obtains the
following expression for the pressure coefficient

Cp,s ≡
ps − p∞
1

2
ρV 2

∞

= 1− ||us||2

V 2
∞

+
2

V 2
∞

(
∂ϕ∞

∂t
− ∂ϕs

∂t

)
. (2.8)

2.2 Implementation

Laplace’s equation can be solved with different methods of varying accuracy levels and compu-
tational costs. The panel method used in this work has the advantage of having a relatively low
cost as well as ease of creating a mesh. The steady form of this method (hspm) and its unsteady
extension (upm) both have been implemented.

2.2.1 Steady form (HSPM)

This method was developed by Hess and Smith [30]. Their method needed to be simple due to
low available computational power. This makes it a great candidate for the present VII algorithm,
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where the inviscid solver may be called many times.

The airfoil is first discretized by a series of N +1 points (xi, yi) in a closed loop. These points,
or nodes, are numbered following the Selig order. This means that the numbering starts at the
trailing edge, to the leading edge through the upper side, then back to the trailing edge through
the lower side. N straight panels are formed between adjacent nodes. For each panel, calculations
are done on its control point (xm,i, ym,i), corresponding to its midpoint. The airfoil discretization
is shown in Figure 2.3, where circles represent nodes, and crosses are control points.

y

α
V∞

x
1

2

N
N − 1N − 2

3

Figure 2.3: Representation of the airfoil panels for the hspm method. Circles are nodes and crosses
are control points. The three first and last elements numbers are displayed. The freestream velocity
V∞ at an angle α is also shown. Adapted from [12].

For each panel, constant source and vortex strengths are imposed to describe the flow. While
each panel possesses its own source strength σi, the vortex strength γ is shared for all panels,
resulting in a total of N + 1 unknowns to determine.
N equations are obtained from the boundary conditions on the airfoil surface. When the inviscid
solver runs alone, these are the non-penetration conditions on the surface. The final equation to
close the system is the Kutta condition at the trailing edge.

The induced speed on any panel i by panel j can be expressed using the influence coefficients
An

ij, A
t
ij, B

n
ij and B

t
ij, corresponding to the normal (n) and tangential (t) contributions of the source

(A) and vortex (B) singularities of unit strength. These coefficients are written as [52]

An
i,j =


1

2π

[
sin (θi − θj) ln

ri,j
ri,j+1

+ cos (θi − θj) βi,j

]
i ̸= j,

1

2
i = j,

At
i,j =


1

2π

[
sin (θi − θj) βi,j − cos (θi − θj) ln

ri,j
ri,j+1

]
i ̸= j,

0 i = j,

Bn
i,j = −At

i,j,

Bt
i,j = An

i,j,

(2.9)

where θi is the angle of panel i, ri,j is the distance between nodes i and j, and βi,j is the angle
formed between node j, the midpoint of panel i, and node j + 1. This is shown schematically in
Figure 2.4.
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(xi+1, yi+1)

(xi, yi)
(xj+1, yj+1)

(xj, yj)

(xm,j, ym,j)

(xm,i, ym,i)

θi

θj
βi,j

Figure 2.4: Representation of the angles between two panels for the hspm method. θi and θj are
the angles from the horizontal of panels i and j, and βi,j is the angle formed between node j, the
midpoint of panel i, and node j + 1.

With these influence coefficients, the tangential and normal components of velocity on the ith

panel can be written as the sum of freestream, sources and vortices as

V t
i = V∞ cos (α− θi) +

N∑
j=1

σjA
t
i,j + γ

N∑
j=1

Bt
i,j,

V n
i = V∞ sin (α− θi) +

N∑
j=1

σjA
n
i,j + γ

N∑
j=1

Bn
i,j.

(2.10)

The non-penetration boundary condition is valid for any panel, such that

V∞ sin (α− θi) +
N∑
j=1

σjA
n
i,j + γ

N∑
j=1

Bn
i,j = 0 ∀i ∈ [1, N ]. (2.11)

In this method, the Kutta condition comes to imposing the equality of the velocity magnitudes
on the upper and lower side of the trailing edge i.e. panels 1 and N . Since these are oriented in
the opposite direction, this condition can be written as

V t
1 ≡ V∞ cos (α− θ1) +

N∑
j=1

σjA
t
1,j + γ

N∑
j=1

Bt
1,j

=

−V∞ cos (α− θN)−
N∑
j=1

σjA
t
N,j − γ

N∑
j=1

Bt
N,j ≡ −V t

N

(2.12)

The system of equations (2.11) and (2.12) is solved by writing it in the form [12]

Asxs = bs, (2.13)
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where
xs =

(
σ γ

)
As

i,j = An
i,j i, j ∈ 1, . . . , N

As
i,N+1 =

N∑
j=1

BN
i,j i ∈ 1, . . . , N

As
N+1,j = At

1,j + At
N,j j ∈ 1, . . . , N

As
N+1,N+1 =

N∑
j=1

(
Bt

1,j +Bt
N,j

)
bsi = −V∞ sin (α− θi) i ∈ 1, . . . , N

bsN+1 = −V∞ cos (α− θ1)− V∞ cos (α− θN).

(2.14)

Equation (2.13) is solved for σ and γ by using the LU decomposition of theAs matrix. Knowing
the solutions for σi and γ, tangential velocities V

t
i can be obtained from equation (2.10) to compute

the pressure coefficients. In steady flow, Bernoulli’s equation (2.8) simplifies to

Cp,i = 1−
(
Vi
V∞

)2

. (2.15)

The aerodynamic coefficients are then simply obtained by integrating Cp on the panels.

2.2.2 Unsteady form (UPM)

In order to be able to model unsteady flow features, Basu and Hancock [4] developed an
extension of the Hess and Smith panel method, based on the conservation of circulation. The
present work implements this method closely following Teng [52], with some slight modifications
by Young [68].

Due to the fact that this method allows movements of the airfoil, a local coordinate system
(x, y) has to be defined. It is fixed on the leading edge of the airfoil, following its rigid motion. All
speeds are defined in this system. Due to this change of reference, the effect of freestream cannot
be expressed as V∞(cosα, sinα) anymore. Indeed, if the airfoil pitches at rate Ω around a pivot at
(xf , 0) and plunges at speed (Up, Vp) in the local system, the effective freestream velocity at point
(x, y) becomes

V stream = [V∞ cos (α− ψ) + Up + Ωy] ex + [V∞ sin (α− ψ) + Vp − Ω (x− xf )] ey, (2.16)

where ψ is the accumulated rotation angle since the beginning of the motion, corresponding to a
change of the angle of attack. These newly introduced notations are illustrated in Figure 2.5.
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yine

xine

x

y

U
V

ψΩ

xpiv

Figure 2.5: Illustration of the local coordinate system and airfoil movement for the upm method.
The translational velocity (U, V ) and angular velocity Ω are shown, as well as the accumulated
rotation angle ψ.

In this model, the airfoil sheds a vortex at each time step tk, creating a wake behind it. The
extended geometry and discretization of the problem in local axes is shown in Figure 2.6.

V∞
α

y
∆k

x
N

123

N − 1

N
+
1

N − 2

Θk

Γk−2 − Γk−1

Γk−3 − Γk−2

Γk−4 − Γk−3

Figure 2.6: Representation of the airfoil panels, shed vortex panel and core vortices for the upm
method. Yellow circles are nodes, and crosses are control points. The blue circles are free vortices.
The three first and last elements of the airfoil as well as the shed vortex panel are numbered. The
freestream velocity V∞ at an angle α is also shown. Adapted from [12].

Due to Helmholtz’s theorem, the total circulation Γ around the airfoil and its wake is conserved.
This means that any circulation change on the body needs to be exactly compensated by vortex
shedding. In this model, a new vortex panel (called the shed vortex panel) is added at the trailing
edge. This panel adds three new unknowns to the system being its size ∆k, its orientation Θk and
its strength γw,k. The Helmholtz theorem allows expressing the vortex strength γw,k as a function
of the circulation around the airfoil at the previous and current time steps:

γk +∆kγw,k = Γk−1 −→ γw,k =
Γk−1 − Γk

∆k

=
l (γk−1 − γk)

∆k

, (2.17)

where l is the perimeter of the airfoil.
Two additional equations are thus still needed for closure. Basu and Hancock [4] proposed

two simple physical relations for this purpose. First, the shed vortex panel is oriented such that
it is tangential to the local flow velocity at its midpoint. Then, its size is equal to the product
of the magnitude of this velocity and the time step. The new influence coefficients

(
Bt

i,N+1

)
k
and
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(
Bn

i,N+1

)
k
are computed by equation (2.4) to describe the effect of this panel on the airfoil.

At each time step, the previous shed vortex panel is converted into a free vortex that is convected
downstream. As a result, the vortex m has a strength (Γm−1 − Γm). In order to obtain the effect
of such a vortex on the panels speeds, new influence coefficients Cn and Ct are introduced. The
influence of vortex m on panel i is thus modeled by

(Cn
i,m)k =

− cos
[
θi − (θi,m)k

]
2π (ri,m)k

,

(Ct
i,m)k =

− sin
[
θi − (θi,m)k

]
2π (ri,m)k

,

(2.18)

where (ri,m)k is the distance between vortex m and the center of panel i, and (θi,m)k is the angle
between the horizontal and the segment containing the two points, as shown in Figure 2.7. These
influence coefficients can also be used for the impact of one vortex on another one along x and y,
by setting θi = 0.

(xm, ym)

(xm,i, ym,i)

θi
θi,m

Figure 2.7: Representation of the angles between a vortex and a panel for the upm method. The
blue circle is the vortex m, while the cross is the control point of panel i. θi is the angle of panel i
from the horizontal, and θi,m is the angle between the horizontal and the segment containing the
vortex and the control point.

Numerically, the presence of these moving singularities might pose some issues. Indeed, two
core vortices could find themselves very close to each other after being convected. In this case, high
nonphysical velocities would be induced between both vortices. Young [68] suggested the usage of
finite viscous core vortices to avoid this issue. Concretely, each vortex is given a minimal influence
radius. If two vortices are closer than this radius, their influence is limited by it. Young defined
this distance as the one traveled by the vortex since the previous time step, which is also done here.
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With the newly defined influence coefficients, speeds on any airfoil panel are written

(
V t
i

)
k
=V stream · ti +

N∑
j=1

At
ij (σj)k + γk

N∑
j=1

Bt
ij

+ γw,k

(
Bt

i,N+1

)
+

k−1∑
m=1

(
Ct

i,m

)
k
(Γm−1 − Γm) ,

(V n
i )k =V stream · ni +

N∑
j=1

An
ij (σj)k + γk

N∑
j=1

Bn
ij

+ γw,k

(
Bn

i,N+1

)
+

k−1∑
m=1

(
Cn

i,m

)
k
(Γm−1 − Γm) ,

(2.19)

where ti and ni are the tangential and normal vectors to the panel i.

The velocities of the shed vortex panel (uw,k, vw,k) and the ones of the core vortices (uh,k, vh,k)
can be obtained with the same formulas, by setting θi = 0, and using the appropriate influence
coefficients.

While the non-penetration conditions of the hspm method still hold i.e.

(V n
i )k = 0 ∀ i ∈ 1, . . . , N, (2.20)

the Kutta condition needs to be slightly modified with respect to its hspm expression. Evaluating
the unsteady Bernoulli’s equation (2.7) on the first and last panels gives

(V1)
2
k − (VN)

2
k = 2

∂ (ϕN − ϕ1)

∂t
. (2.21)

The potential difference (ϕN − ϕ1) is obtained by integrating speed over the airfoil

ϕN − ϕ1 =

∫ N

1

V · dL, (2.22)

which is the definition of the circulation Γk. Using a backward finite difference for the time
derivative, the Kutta condition (2.21) finally becomes(

V t
1

)2
k
−
(
V t
N

)2
k
= 2

Γk − Γk−1

∆t
. (2.23)

The system of equations (2.20) and (2.23) to solve is nonlinear such that it cannot be solved
as easily as in the steady case. In order to obtain a solution, fixed-point iterations are performed
as they allow reaching convergence in a low number of iterations without the need to implement a
Jacobian or finite-difference approximations of the gradients. At each time increment, the following
steps are followed:

1. The dynamics are updated. The airfoil moves according to its prescribed motion.
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2. The shed vortex and core vortices are convected downstream according to their speeds at
the previous time. Since they are not attached to the airfoil, the airfoil motion between the
previous and current time steps has to be subtracted in the local frame.

3. Initial guesses are chosen for both Θk and ∆k. Solutions of the previous time step are used
here for k > 1.

4. Time step coefficients are computed (airfoil panels ↔ core vortices, core vortices −→ core
vortices). These do not depend on Θk nor ∆k, and thus do not need updating through inner
iterations.

5. The new geometry of the shed vortex panel (mid- and endpoint) is computed, and inner
iterations influence coefficients are updated (shed vortex ↔ airfoil panels, shed vortex ↔
core vortices).

6. The non-penetration condition (V n
i )k = 0 is written in the form Anσu

k = γkb
u + cu. After a

few manipulations of equation (2.19), and substituting γw,k with its expression of equation
(2.17), this gives

bui =

(
l

∆k

(
Bn

i,N+1

)
k
−

N∑
j=1

Bn
ij

)
,

cui = −V stream · ni −
(

l

∆k

)
γk−1

(
Bn

i,N+1

)
k
−

k−1∑
m=1

(
Cn

i,m

)
k
(Γm−1 − Γm) .

(2.24)

The solution of this system as a function of γk can be obtained as

σu
k = γk (A

n)−1 bu + (An)−1 cu = γks1
u + s2

u, (2.25)

where s1
u and s2

u are computed from the LU decomposition of the An matrix.

7. The Kutta condition is solved for γk. By introducing the result σk = s1
uγk+s2

u into (2.19),
the tangential velocity can be expressed as a function of γk(

V t
i

)
k
= aγk + b. (2.26)

Then, equation (2.23) simply becomes a quadratic function of γk to solve for analytically.
Knowing γk, σk can be obtained as well.

8. The shed vortex velocities (uw,k, vw,k) are evaluated. Θk and ∆k are updated from the
following relations

Θk = arctan
vw,k

uw,k

,

∆k = ∆t
√
u2w,k + v2w,k.

(2.27)

If Θk and ∆k have converged to the prescribed tolerance or if the maximal number of iter-
ations is reached, the inner iterations are terminated. Else, a new iteration is started from
step 5.
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9. The velocities at the core vortices (uh,k, vh,k) are computed for the next time step.

10. The pressure coefficients (Cp,i) are computed on the panels. In local axes, equation (2.8) is
slightly modified to

Cp,i =

(
Vstream
V∞

)2

−
(
Vi
V∞

)2

+
2

V 2
∞

(
∂ϕ∞

∂t
− ∂ϕi

∂t

)
. (2.28)

The introduction of the potential ϕ in the pressure coefficient expression makes it significantly
more complex to compute than in the steady case. Indeed, the potential is not directly available,
and has to be computed by integrating the speeds from infinity to the considered panel. According
to Katz and Plotkin [32], the potential at infinity can be approximated as zero.

In order to compute the potential, a line is first drawn from infinity to the leading edge. It is
then discretized into a series of panels, on which the tangential velocity induced by the singularity
distribution is computed. The potential at the leading edge is then computed by integrating the
tangential velocity along the line. This process is continued on the airfoil surface, on the upper
and lower surfaces both starting from the leading edge potential value. The time derivative of the
potential at a panel is then estimated by a backward finite difference.

Lpot

1

2

Figure 2.8: Representation of the integration path for the potential calculation (not to scale). Lpot

is the distance from the leading edge of the start of the integration. Adapted from [68].

The numerical definition of infinity, as well as the number of elements to discretize the path Npot

are not trivial. While Teng [52] chose a distance of Lpot of ten chords from the airfoil, Young [68]
used a much higher distance of five hundred chords. A convergence analysis is performed to ensure
the chosen length and the number of elements are sufficient. This is shown in Figure 2.9. The
case for this analysis is the starting flow of a NACA0012 at 5◦ angle of attack. The potential at
the leading edge after one second is calculated with different values of Lpot for a fixed value of
Npot = 1000. As can be seen in Figure 2.9a, a distance of a hundred chords is sufficient to obtain
a reasonable convergence. The same analysis is performed with different values of Npot and a fixed
value of Lpot = 100. As shown in Figure 2.9b, 200 elements are sufficient.
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(a) Length of the domain (Npot = 1000).
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(b) Number of elements on the domain (Lpot = 100).

Figure 2.9: Convergence analysis of the unsteady potential calculation with respect to the distance
Lpot and the number of elements Npot representing infinity.

Finally, the complete process of the upm method is summarized in Figure 2.10.

t
+
=
d
t

Yes

No

Update dynamics

Inner iteration

Shed vortex panel geometry

Inner it. influence coefficients

Solve Anσk = γkb+ c

Solve Kutta condition

Shed vortex velocity

Update ∆k, Θk

Time step

Convect core vortices

Initial guess ∆k, Θk

Time step influence coefficients

Inner iteration

∆k,Θk Converged ?

Compute pressure

Core vortices velocities

Figure 2.10: Flowchart of the different steps of the upm method.
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2.2.3 Discussion and alternatives

The main drawback of the upm method presented here stems from its core concept. The cost
of an iteration can be roughly estimated to be proportional to the number of influence coefficients
to compute. This amounts to the order of (N +m) × m operations per time step, where m is
the number of core vortices. As the number of time steps increases, the cost grows quadratically,
which can quickly become prohibitive and undermine the interest of a panel method.
If numerous steps are required to be computed, other methods might be more suitable. Grid-based
solvers such as finite elements or finite volumes have the advantage of requiring a relatively con-
stant cost per time step. As an added benefit, their ability to represent unsteady flow features
is generally better than that of panel methods. However, their baseline cost is higher, and the
meshing process can be cumbersome. Fortunately, in the present work, the number of calls to the
inviscid solver is typically low compared to the number of panels such that this issue is not critical.

Even within the realm of panel methods, the hspm and upm are not the only options.
Drela [21], for instance, used a method that is particularly well suited for VII coupling in xfoil.
The inviscid flow is first solved by a series of vortices on the panels. Then, the effect of blowing
velocity is taken into account by a distribution of sources on the panels. This allows to significantly
reduce computational costs, since the complete potential flow does not need to be recomputed at
each coupling iteration. This approach is unfortunately not easily extendable to unsteady flows.

The order of accuracy of such methods can also be increased by considering curved panels, or
by varying the strength of the singularities linearly along the panel. The latter was the approach
followed by Ozdemir et al. [43]. N+1 vortex singularities are placed on the points of the discretized
airfoils. The vortex strength along the panel is then varied linearly between its two endpoints. This
approach does not come with a significant increase in computational cost, but its implementation
is more complex due to longer mathematical expressions for influence coefficients.

To increase the accuracy of the vortex shedding mechanism of the upm method, a double wake
model can be considered. Vaithiyanathasamy et al. [54] modeled the “wake” as two separate sheets
of vortices; the classical one located at the trailing edge, and a new one which location can be
specified. This approach shows great potential, improving results compared to the single wake
model but once again comes at the cost of increased complexity.
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3 VISCOUS REGION

3 Viscous region

The present work implements changes into Dechamps’ [18] viscous solver to allow for unsteady
VII coupling. This is done through the modification of the time integration scheme and the han-
dling of transition. The simplifications made in the present model compared to a time accurate
solver are also highlighted.

The viscous region exhibits much richer physics than the invscid one. Complex phenomena
such as stall and separation can only be captured by a viscous solver. The extent of viscous effects
is quantified by the freestream Reynolds number, defined here as

Re =
V∞c

ν
, (3.1)

where V∞ is the freestream velocity, c the chord of the body and ν the kinematic viscosity of the
fluid. At low Reynolds numbers, viscous effects dominate the inertial ones, and vice versa at high
Reynolds numbers.

The theory and numerics of the viscous solver are reminded in the following sections. For
more details, refer to Dechamps [18]. Note that he focused on the study of transonic flows, such
that compressibility could not be neglected. Where applicable, the incompressible equivalents of
equations are briefly mentioned.

3.1 Theory

Like in inviscid flows, the assumptions of two-dimensionality and negligible thermal effects are
made. Additionally, two key assumptions allow to obtain the governing equations of the boundary
layer. The first one is that it is a thin region, meaning that the thickness of the boundary layer δ
is much smaller than the chord of the studied body. The second assumption is that the Reynolds
number is large, such that viscous effects are moderate in the boundary layer.

3.1.1 Boundary layer equations

In order to allow for simplifications of the Navier-Stokes equations, a coordinate system is
introduced that follows the body surface. The coordinate ξ is defined as the distance tangent
to the body surface, growing downstream. η is the distance normal to the body, growing away
from it. The velocity components are then defined as u = u · eξ and v = u · eη. This system of
coordinates is illustrated in Figure 3.1.

The boundary layer thickness δ is small compared to the size of the body, and the no-slip
condition applies at the surface, while the velocity is the inviscid one ue at η = δ. This means that
velocity gradients in the η direction are large compared to those in the ξ direction. Additionally,
the velocity components v are much smaller than u.
In the system (ξ, η), the continuity part of the Navier-Stokes equations (2.1a) becomes

∂ρ

∂t
+

∂

∂ξ
(ρu) +

∂

∂η
(ρv) = 0. (3.2)
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ξ

η

x

y

Figure 3.1: Boundary layer coordinates system. Adapted from [18].

For a Newtonian fluid, and in the absence of body forces, the momentum equation (2.1b) is
written

∂

∂t
(ρu) +∇ · (ρuu) = −∇p+ µ

(
∆u+

1

3
∇ (∇ · u)

)
. (3.3)

In the ξ direction, this writes

∂

∂t
(ρu)+ρu

∂u

∂ξ
+u

∂

∂ξ
(ρu)+ρv

∂u

∂η
+u

∂

∂η
(ρv) = −∂p

∂ξ
+µ

[
∂2u

∂ξ2
+
∂2u

∂η2
+

1

3

(
∂2u

∂ξ2
+

∂2v

∂ξ∂η

)]
. (3.4)

The left-hand side can be simplified by developing the first term, and using the continuity
equation (3.2) to obtain

ρ
∂u

∂t
+ ρu

∂u

∂ξ
+ ρv

∂u

∂η
= RHS. (3.5)

On the right-hand side, the terms
∂2u

∂ξ2
and

∂2v

∂ξ∂η
can be neglected with respect to

∂2u

∂η2
since

the variations in η are more important than those in ξ, and the velocity v is much smaller than u.
The momentum equation then becomes

ρ
∂u

∂t
+ ρu

∂u

∂ξ
+ ρv

∂u

∂η
= −∂p

∂ξ
+ µ

∂2u

∂η2
. (3.6)

Additionally, the pressure gradient in the ξ direction can be written as a function of the inviscid
velocity ue. Indeed, for large Reynolds numbers, Schlichting and Gersten [48] proved that the
pressure is constant through the boundary layer thickness. Thus, the pressure at a location (ξ, η)
can be written as p(ξ, η) = pe(ξ), where pe is the inviscid pressure at the edge of the boundary layer.
The inviscid pressure gradient can directly be obtained from the momentum equation, as pointed
out by Van Es [55]. Indeed, by neglecting the viscous term in the momentum equation (3.6), and
by assuming that at the edge of the boundary layer the fluid is parallel to the surface (i.e. ve = 0),
the pressure gradient is

−∂pe
∂ξ

= ρe
∂ue
∂t

+ ρeue
∂ue
∂ξ

. (3.7)

Finally, the unsteady, compressible Boundary Layer Equations governing the flow in the
viscous region are

Continuity:
∂ρ

∂t
+

∂

∂ξ
(ρu) +

∂

∂η
(ρv) = 0, (3.8a)

Momentum: ρ
∂u

∂t
+ ρu

∂u

∂ξ
+ ρv

∂u

∂η
= ρe

∂ue
∂t

+ ρeue
∂ue
∂ξ

+ µ
∂2u

∂η2
. (3.8b)
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Within the scope of this work, these equations effectively simplify to their incompressible
form (3.9), which is used for instance by Ye [67].

Continuity:
∂u

∂ξ
+
∂v

∂η
= 0, (3.9a)

Momentum:
∂u

∂t
+ u

∂u

∂ξ
+ v

∂u

∂η
=
∂ue
∂t

+ ue
∂ue
∂ξ

+ ν
∂2u

∂η2
. (3.9b)

3.1.2 Integral boundary layer equations

While the evolution of the velocity in the ξ direction is of great importance for VII, the details
along the η direction are less relevant for aerodynamic purposes. The boundary layer equations can
thus be integrated along the boundary layer thickness reducing the number of space dimensions
to only one. These integrated equations can then be combined to obtain the n-th moment of the
boundary layer equation, following Von Kármán [60]

n-th moment = (n+ 1)un ×
∫ δ

0

Momentum dη −
(
un+1
e − un+1

)
×
∫ δ

0

Continuity dη.

The 0-th and 1-st moments of the momentum equation are used by Dechamps [18], just like
Ozdemir et al. [43] did. Neither considered the effect of compressibility in the unsteady terms, as
they vanish when the steady state is reached. In the steady terms, small modifications used by
Drela and Giles [22] are made.

In order to write out these equations concisely, a series of new integral quantities have to be
defined.

• The momentum thickness θ =

∫ δ

0

(
ρu

ρeue

)[
1− u

ue

]
dη,

• The displacement thickness δ∗ =

∫ δ

0

(
1− ρu

ρeue

)
dη, and its associated boundary layer shape

factor H =
δ∗

θ
,

• The kinetic energy thickness θ∗ =

∫ δ

0

(
ρu

ρeue

)[
1− u2

u2e

]
dη, and shape parameter H∗ =

θ∗

θ
,

• The density thickness δ∗∗ =

∫ δ

0

(
u

ue

)[
1− ρ

ρe

]
dη, and shape parameter H∗∗ =

δ∗∗

θ

• The kinematic shape parameter Hk =

∫ δ

0

(
1− u

ue

)
dη∫ δ

0

(
u

ue

)[
1− u

ue

]
dη

,

• The local skin friction coefficient cf =
τw

1

2
ρeu2e

, where τw is the wall shear stress τw = µ
∂u

∂η

∣∣∣∣
η=0

,

20



3.1 Theory 3 VISCOUS REGION

• The local dissipation coefficient cds =
1

ρeu3e

∫ δ

0

τ
∂u

∂η
dη,

The integral boundary layer equations are then written as

H

ue

∂θ

∂t
+

θ

ue

∂H

∂t
+
θH

u2e

∂ue
∂t

= −∂θ
∂ξ

−
(
2 +H −M2

e

) θ
ue

∂ue
∂ξ

+
cf
2

(3.10a)

1 +H (1−H∗)

ue

∂θ

∂t
+

1 + θ (1−H∗)

ue

∂H

∂t
+
θ (2−H∗H)

u2e

∂ue
∂t

= −θ∂H
∗

∂ξ
− (2H∗∗ +H∗ (1−H))

θ

ue

∂ue
∂ξ

+ 2cds −H∗ cf
2
.

(3.10b)

This approach is called the dissipation integral method [53]. It is made of an unsteady form
of the Von Kármán momentum equation (3.10a), and the kinetic energy shape parameter equa-
tion (3.10b). In incompressible flow, the only simplifications are the removal of the terms in Me

and H∗∗.

Note that the dissipation integral method is not the only possibility to solve the viscous region.
While some like Ye [67] use the entrainment integral method [27] which is based on the same
principles as the dissipation integral method, others like Cebeci and Bradshaw [10] use a one-
equation model instead. The main issue with this approach is that it is unable to model separated
flows [22]. Newer models, such as the one of Drela [19] allow for a wide range of validity including
separated flow and crossover profiles. This is done through the addition of new equations adding
accuracy to the model at the cost of complexity.

3.1.3 Closure

Due to their number of unknowns, the integral boundary layer equations cannot be solved
without additional information. This comes through the usage of closure relations, which are as-
sumptions about the behavior of the boundary layer.
Dechamps [18] selected appropriate closure relations for steady computations, and pointed out
that these need to be adapted for unsteady calculations, backed by the claims of Cousteix and
Cebeci [15]. While this is true, there have been examples of successful unsteady computations
with steady closures, such as the work of Garcia [25] or Riziotis [47]. The latter states that “[the
uncorrected closures] can only be used on the condition that relatively slow unsteady flows are con-
sidered”. As a starting point, it is thus interesting to limit the analysis to these simpler cases,
neglecting unsteady terms in closure relations in order to investigate other potential shortcomings
of the present model.

For compressible flow, the kinematic shape parameter is [61]

Hk =
H − 0.29M2

e

1 + 0.113M2
e

. (3.11)

The closure relations relate H∗, H∗∗, cf and cds to the shape parameter H, the Mach number
Me and the momentum thickness Reynolds number

Reθ =
ρeueθ

µe

. (3.12)
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Due to the change of physics through transition, different closure relations are considered for
the laminar and turbulent regions.
Most of the closure relations are taken from the work of Drela and Giles [22], or directly from
xfoil’s source code [66] (version 6.99).

• In the laminar region
The kinematic energy shape parameter is [24]

H∗ =


1.528 + 0.0111

(Hk − 4.35)2

Hk + 1
− 0.0278

(Hk − 4.35)3

Hk + 1
−0.0002 [(Hk − 4.35)Hk]

2 , if Hk < 4.35,

1.528 + 0.015
(Hk − 4.35)2

Hk

, if Hk ≥ 4.35,

(3.13)

and can be corrected for compressibility

H∗ =
H∗ + 0.028M2

e

1 + 0.014M2
e

. (3.14)

The density shape parameter is

H∗∗ =

(
0.064

Hk − 0.8
+ 0.251

)
M2

e . (3.15)

The local friction coefficient is

cf =
2

Reθ
cf , (3.16)

where

cf =



1

2

[
−0.07 + 0.0727

(5.5−Hk)
3

Hk + 1

]
, Hk < 5.5

1

2

[
−0.07 + 0.015

(
1− 1

Hk − 4.5

)2
]
, Hk ≥ 5.5.

(3.17)

And the local dissipation coefficient is

cds =
H∗

2Reθ
cd, (3.18)

where

cd =


0.207 + 0.00205 (4−Hk)

5.5 , Hk < 4

0.207− 0.0016
(Hk − 4)2

1 + 0.02 (Hk − 4)2
, Hk ≥ 4.

(3.19)
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• In the turbulent region
The kinematic energy shape parameter is

H∗ =



1.5 +
4

Reθ
+

(
0.5− 4

Reθ

)(
H0 −Hk

H0 − 1

)2(
1.5

Hk + 0.5

)
, Hk < H0,

1.5 +
4

Reθ
+ (Hk −H0)

2

 0.007 lnReθ(
Hk −H0 +

4

lnReθ

)2 +
0.015

Hk

 , Hk ≥ H0,

(3.20)

where

H0 =

3 +
400

Reθ
, Reθ ≥ 400

4, Reθ < 400.
(3.21)

The compressibility correction is the same as for laminar flow (3.14).
The density shape parameter is

H∗∗ =

(
0.064

Hk − 0.8
+ 0.251

)
M2

e . (3.22)

The local friction coefficient is obtained from [42]

Fccf =
0.3e−1.33Hk(

lnReθ
2.3026

−1.74−0.31H) + 0.00011

[
tanh

(
4− Hk

0.875

)
− 1

]
, (3.23)

where Fc =
√

1 + 0.2M2
e .

The local dissipation coefficient is given by [66]

cds = cdw + cdd + cdl , (3.24)

where

cdw =
1

4
cfUs

(
1 + tanh

Hk − 1

1 + 2.1/ lnReθ

)
, (3.25)

cdd = (0.995− Us)Cτ , (3.26)

cdl =
0.15 (0.995− Us)

2

Reθ
, (3.27)

in which

Us = 0.5H∗
(
1− 4 (Hk − 1)

3H

)
, (3.28)

and the shear stress coefficient Cτ is obtained by solving the shear lag equation

δ

UsueCτ

∂Cτ

∂t
+

2δ

Usu2e

∂ue
∂t

+
δ

Cτ

∂Cτ

∂ξ
= 5.6

(
C1/2

τEQ
− C1/2

τ

)
+ 2δ

{
4

3δ∗

[
cf
2

−
(
Hk − 1

6.7Hk

)2
]
− 1

ue

∂ue
∂ξ

}
,

(3.29)
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where

CτEQ
= 0.015H∗ (Hk − 1)H2

k,c

(1− Us)H2
kH

, Hk,c = Hk − 1− 18

Reθ
. (3.30)

In the turbulent region, this is thus one more equation that needs to be solved.

3.1.4 Transition

Transition from laminar to turbulent flow is a complex phenomenon that has a significant im-
pact on the boundary layer; its accurate prediction is thus essential. Physically, the flow becomes
turbulent due to the growth of Tollmien-Schlichting waves.

A simple model for transition prediction is the eN method by Smith [49] and Van Ingen [56], and
implemented by Dechamps [18]. The eN method’s main idea is to estimate the amplification of the
Tollmien-Schlichting waves semi-empirically. For attached flows, the evolution of the amplification
ratio Ñ(ξ) is given by

∂Ñ

∂ξ
=

dÑ

dReθ

dReθ
dξ

, (3.31)

where the two required slopes are obtained from the following empirical relations [20]

dÑ

dReθ
= 0.028 (Hk − 1)− 0.0345 exp

(
−
(

3.87

Hk − 1
− 2.52

)2
)
, (3.32)

θ
dReθ
dξ

= −0.05 +

(
2.7

Hk − 1

)
−
(

5.5

Hk − 1

)2

+

(
3

Hk − 1

)3

+ 0.1 exp

(
−20

Hk − 1

)
. (3.33)

The waves only grow when a critical Reynolds number Reθcrit is reached, given by Drela [20] as

log10 (Reθcrit) = 2.492

(
1

Hk − 1

)0.43

+ 0.7

(
tanh

(
14

Hk − 1
− 9.24

)
+ 1

)
. (3.34)

A numerical smoothing factor is also used by Drela

Rfac =


0, Rnorm ≤ 0

3R2
norm − 2R3

norm, 0 < Rnorm < 1,

1, Rnorm ≥ 1,

(3.35)

where

Rnorm =
log10 (Reθ)− log10 (Reθcrit + 0.08)

0.16
. (3.36)

And the attached flow amplification ratio evolution is

∂Ñ

∂ξ
= Rfac

dÑ

dReθ

dReθ
dξ

. (3.37)
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Under the form (3.37), detached flows (Hk ≥ 3.5) transition cannot be predicted. A new
component As [20] is thus added to account for this

θAs = 0.086 tanh [1.2 (log10Reθ − 0.3 + 0.35 exp (−0.15 (Hk − 5)))]−
(

0.25

Hk − 1

)1.5

. (3.38)

This correcting term is added to the transition equation with a weighting factor Hfac defined
as

Hfac =


0 Hnorm ≤ 0,

3H2
norm − 2H3

norm, 0 < Hnorm < 1,

1, Hnorm ≥ 1,

(3.39)

where

Hnorm =
Hk − 3.5

4− 3.5
. (3.40)

The steady amplification equation is then

∂Ñ

∂ξ
= (1−Hfac)Rfac

dÑ

dReθ

dReθ
dξ

+HfacAs. (3.41)

In order to perform pseudo time-stepping on the transition equation, Dechamps [18] added the
equation ∂Ñ/∂t = 0 to the transition equation, resulting in

∂Ñ

∂t
+
∂Ñ

∂ξ
= (1−Hfac)Rfac

dÑ

dReθ

dReθ
dξ

+HfacAs. (3.42)

This equation is solved for points in the laminar regime to obtain their value of Ñ .
The flow becomes turbulent when Ñ reaches a critical value depending on the free-stream turbu-
lence intensity Tu following a law given by Drela and Giles [22]

Ñcrit = −8.43− 2.4 ln (Tu) . (3.43)

Dechamps [18] uses a constant value of Ñcrit = 9, corresponding to a turbulence intensity of
Tu = 0.07%. This value can be adjusted depending on the application.

3.1.4.1 Unsteady transition
The addition of unsteady effects into equation (3.42) adds the following term to equation (3.42)

dÑ

dReθ

dReθ
dt

. (3.44)

The problem with this addition is dReθ/dt. As pointed out by Ye [67], there is no empirical
relation for this term. He expressed it with a first-order Taylor expansion; here it is simply
discarded. To model unsteady transition, Krumbein et al. [33] and Windte et al. [65] worked on
a “full” eN model. It is however complex, requiring to keep track of multiple waves, and is not
considered in the present work.
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3.1.5 Wake

In the current model [18], the wake is considered as a fully turbulent layer. The turbulent equa-
tions and closure relations used for the airfoil surface are still valid, with only small modifications.
In the shear lag equation (3.29), a correction dissipation ratio Rd = 0.9 is added to yield

δ

UsueCτ

∂Cτ

∂t
+

2δ

Usu2e

∂ue
∂t

+
δ

Cτ

∂Cτ

∂ξ
= 5.6

(
C1/2

τEQ
− C1/2

τ Rd

)
+ 2δ

{
4

3δ∗

[
cf
2

−
(
Hk − 1

6.7HkRd

)2
]
− 1

ue

∂ue
∂ξ

}
,

(3.45)

The local skin friction coefficient cf and cdw are set to zero. Hk,c is modified to

Hk,c = Hk − 1, (3.46)

and the local dissipation coefficient is doubled since the wake is made of two viscous layers.

3.1.6 Drag

In viscous flows, the drag can be split into the contributions of skin friction and pressure
drag. The former can be obtained by integrating the local skin friction coefficient cf that is
readily available when the boundary layer equations are solved. The latter cannot however be
obtained directly from the current VII model. Indeed, the inviscid panel method is affected by
the d’Alembert paradox, and thus predicts zero pressure drag. Fortunately, the total drag can be
estimated based on the Squire and Young [50] formula, used by Dechamps [18]

cd = 2θ (ue)
H+5

2

∣∣∣
last wake point

. (3.47)

This indirectly allows to estimate the pressure drag coefficient

cd,p = cd − cd,f . (3.48)

3.2 Implementation

In the previous section, the set of equations governing the viscous region was obtained. It can
be written in the form

A(U )
∂U

∂t
+B(U)

∂U

∂ξ
= C(U), (3.49)

where U is the vector of unknowns.

In order to solve this system, both a time and a space discretization are required to get rid of
the partial derivatives. Additionally, the system needs to be supplied with appropriate initial and
boundary conditions.

Instead of solving the system simultaneously for all points, each point is treated separately
starting from the leading edge stagnation point and going downstream. This approach is better

26



3.2 Implementation 3 VISCOUS REGION

suited for this transitional problem.

The following sections describe the numerical methods used to solve the viscous region equa-
tions.

3.2.1 Space discretization

The geometry discretization along the airfoil is the same as the one of the inviscid region. This
way, transfer of information between both solvers is facilitated. Rather than using control points
such as in the inviscid solver, the calculations are made directly on the points. Additionally, the
viscous solver divides the mesh into three regions: the top surface, the bottom surface and the
wake. The top and bottom surfaces are separated by the stagnation point, near the leading edge.
The wake region is made of a distribution of points along a straight line downstream of the airfoil
inclined at an angle α. The three different regions are illustrated in Figure 3.2.

α

Figure 3.2: Illustration of the three viscous mesh regions.

The space discretization aims to reduce the system (3.49) to a semi-discretized system of the
form

∂U

∂t
+ F (U) = 0, (3.50)

by approximating the spatial derivatives. A first order finite difference scheme was implemented by
Dechamps [18] for this purpose. A higher order scheme was not used due to numerical difficulties
at the transition point, where the physics changes abruptly from one cell to the other.
Physically, information is propagated downstream by the flow. Therefore, an upwind scheme is
most appropriate. The partial derivative of the quantity u with respect to ξ can be written, by a
Taylor expansion, as

∂u

∂ξ
=
ui − ui−1

∆ξi
+O(∆ξi). (3.51)

3.2.2 Time integration

When performing numerical time integration, the objective is often to use large time steps to
reduce computational cost. However, there are two constraints that limit the size of the allow-
able time step. The first one, purely numerical in nature, concerns the stability of the considered
scheme. Indeed, most integration schemes have a stability condition that needs to be satisfied to
ensure convergence. The second constraint is physical. To capture unsteady features, the time
step needs to be sufficiently small. Dechamps [18] used a method that is well suited for time
marching to steady state. Since unsteadiness is discarded, there is no concern about the physical
time step, such that the algorithm can use any time step that allows for convergence. In the
present work, there is a need to specifically control the prescribed step; the previous scheme is
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therefore not directly applicable and requires a small adaptation that is discussed in section 3.2.2.1

In order to solve the system (3.50), the first-order Taylor expansion of the time derivative is
introduced

∂U

∂t
=

Un+1 −Un

∆t
+O(∆t). (3.52)

The question is now whether the spatial operator F (U) should be evaluated at the old time
step n or the new one n+1. The first option is the explicit scheme, which requires a low amount of
operations per step, but suffers from strict stability conditions often heavily limiting the time step.
The second option is known as the implicit scheme, which typically allows for much higher steps,
but requires the solution of a non-linear system at each time step, which can be computationally
expensive.

Both schemes were considered for the time accurate implementation. It was however found
out that the explicit approach was not suitable for the problem. The stability condition was too
restrictive, requiring a time step orders of magnitude smaller than the one needed for the implicit
scheme such that the gain per iteration is lost by the increased number of required iterations. The
implicit scheme is therefore chosen.

In order to solve the nonlinear system required for the implicit scheme, a Newton-like method
is used. It relies on the linearization of the system at each iteration through the following Taylor
expansion

F (Un+1) = F (Un +∆U) = F (Un) +
∂F

∂U
∆U +O(∆U 2), (3.53)

This way, the semi-discretized equation (3.50) becomes

(Un +∆U)−Un

∆t
+ F (Un) +

∂F

∂U
∆U = 0. (3.54)

After rearranging the terms, the following linear system is obtained

∆U

(
I

∆t
+
∂F

∂U

)
= −F (Un) . (3.55)

The matrix
∂F

∂U
is known as the Jacobian of the system, and can be approximated by finite

differences by considering a small perturbation ε in the vector U . At the first order, its components
are given by

∂Fi

∂Uj

=
Fi(U + εj)− Fi(U)

εj
. (3.56)

The evolution of U through the iteration, ∆U , is then obtained by solving the linear system,
which is done through its LU decomposition due to its small size.

The Newton method tends to work well under the condition that the solution Un is close to
Un+1. In this case, high time steps can be achieved. In other cases, smaller steps may be required
to ensure convergence. Through coupling iterations with the inviscid solver, the solver is bound
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to encounter such cases. The usage of a constant time step is therefore not appropriate. Indeed,
small increments would be required to ensure convergence in the worst cases, while the solver could
handle much larger steps in the best cases. The solution to this issue lies in the usage of adaptive
time stepping within an inner loop, as implemented by Dechamps [18]. The inner loop time is
noted τ to avoid any confusion with the physical time t. The idea is to monitor the convergence
of the Newton method and adjust the time step accordingly. This adaptation is based on the
residual, corresponding to the imbalance of the system after the Newton iteration. The residual is
defined as

||Rn|| = ||∆U

∆τ
+ F (Un+1)||. (3.57)

The time step that is performed locally is computed based on the CFL number

CFL =
a∆τ

∆ξ
, (3.58)

where a = cs + ue is the advection velocity, with cs the local speed of sound.

cs =

√
1

M2
∞

+
γa − 1

2
(1− u2e), (3.59)

where γa is the ratio of specific heats of the fluid (1.4 for air). If the flow is incompressible, the
Mach number in equation (3.59) is replaced by 0.1.

Initially, CFL = 1. The Newton solver gives an increment ∆U , which is used to update the
solution. The residual is then computed, and the time step is adjusted according to the following
rule

CFLn = CFL0

(
||R0||
||Rn−1||

)0.7

. (3.60)

3.2.2.1 Time stepping for unsteady VII coupling
In order to step in time in a way that is compatible with the unsteady coupling, the solver needs

to advance by the same prescribed time step ∆t for all points. As discussed earlier, the obvious
option of directly advancing each point by ∆t is not suitable since this puts a higher constraint
on the time step than necessary. The dual time stepping approach of Dechamps [18] with CFL
adaptation is thus kept, but with the stopping criterion is modified; through inner iterations, the
stepped time τ is advanced by ∆τ until it reaches ∆t.

It can happen in some cases that a point’s integration fails, while the others have converged.
In this case, it is given the value of the previous point. This approach is not really consistent with
the unsteady philosophy, but improves the stability of the solver for time marching.

3.2.3 Boundary and initial conditions

The boundary conditions of the system are given at the stagnation point, which location is
provided by the inviscid solver at the first iteration; it is the point of lowest velocity. At this point,
the inviscid velocity is directly given by the inviscid solver

(ue)visc = (ue)inv . (3.61)
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Dechamps [18] expressed the values of θ and H at the stagnation point by following Schlichting
and Gersten [48]. The momentum thickness is given by

θstag =

√√√√√ 0.075

Re
d (ue)inv

dξ

∣∣∣∣
ξ=0

, (3.62)

while the shape factor is given a fixed value of

Hstag = 2.23. (3.63)

If the stagnation point is laminar, i.e. transition is not forced at this point, the amplification
factor Ñstag is set to zero. If transition is forced at the stagnation point, the equations set is
turbulent, and the shear stress coefficient Cτ,stag is zero.

The choice of appropriate initial conditions is also crucial. While their impact is lessened over
time, they can have a significant influence on the convergence of the solver. A poorly chosen initial
condition can bring unphysical slowly dying transient features, or even lead to a badly conditioned
system prone to divergence.

At the first iteration, each point is given the solution at the previous point upstream. This
way, information is already propagated downstream at the first iteration.

3.2.4 Transition handling

When running the viscous solver, the chance to have the transition location match with a grid
point is very low. Most often, the transition will be located between two points. This raises the
question of how to handle the transition.

The naive approach of not considering any special treatment for the transition is not suitable.
Indeed, this often leads to oscillations in the transition location, which tends to alternate between
its two closest points.

The solution to this issue, implemented by Dechamps [18] based on Drela and Giles [22], con-
sists in calculating the actual transition location and computing the solution at the next point by
a weighted average between laminar and turbulent solutions. This is more clearly explained by
Figure 3.3. Between the two points i − 1 and i, the flow first follows the laminar equations set,
and then the turbulent one.

The point i is first solved as if it were fully laminar. The transition location is interpolated
between the two points according to the values of the amplification factor Ñ at each point. The
point i is then solved as if it were fully turbulent. The two solutions are then averaged, weighted
by the transition location.

This method is well suited for steady state problems, but is more difficult to properly adapt
when considering the boundary layer as unsteady. It would require keeping track of the laminar and
turbulent solutions through time steps, which is not straightforward when transition moves. This
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Ñ

9

ξ

Laminar Turbulent

i− 2 i− 1 i i+ 1ξtr

Figure 3.3: Transition laminar and turbulent regions. Adapted from [22].

also risks posing numerical issues as the flow is given a shear stress coefficient initial condition
which is not physically consistent when it becomes turbulent. It was thus chosen to treat the
transition like in the steady case. The turbulent solution at point i is always calculated to its
steady state. If the point i was laminar at the previous iteration, it only steps once, and the
transition is averaged. If the point was turbulent, it is reset to laminar and solved to its steady
state as such then averaged with the steady turbulent solution.
This approach is quite artificial in its nature, but does work well for the present problem. However,
its limitations should be kept in mind. Especially for true unsteady problems, the transition
handling should be revisited.
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4 Viscous-inviscid coupling

In the previous sections, both the viscous and inviscid problems were introduced separately.
In order to obtain a solution for the complete flow, there is now a need to conciliate both regions.
Due to the complex nature of the problem, both regions are strongly coupled. As a result, it is not
trivial to define a fast, accurate and robust interaction scheme. In this section, the basic principles
of VII are first recalled. Then, the main interaction schemes are presented and their strengths and
weaknesses are highlighted.

The main focus of this work is on the actual implementation of the iterations loop between
the viscous and inviscid solvers to attain convergence. The different methods are presented and
discussed.

Finally, the topic of unsteady coupling is also briefly mentioned.

4.1 Principles

In order to communicate, the viscous and inviscid solvers need to exchange information. The
transmission from the inviscid to viscous solver is done through the inviscid edge velocity ue, which
is required in the viscous solver. In the other direction, the viscous solver can provide the displace-
ment thickness δ∗ to the inviscid solver; to explain why, a physical argument is given here.

In the boundary layer, the tangential velocity at the wall is zero, and grows progressively as
u = u(η) to a value ue at the edge of the boundary layer, defined to be at a distance δ from the wall.
The velocity deficit due to the no-slip condition is then ∆u(η) = ue − u(η). In inviscid flow, the
no-slip condition is not present, such that the velocity at the wall is already ue. The displacement
thickness δ∗, previously introduced in section 3.1.2, corresponds to the height that contains the
integrated effect of ∆u(η) in the inviscid flow. This is more clearly illustrated in Figure 4.1.

ue ueη η

δ∗

δ
u(η)

Figure 4.1: Illustration of the displacement thickness. The blue areas are equal. Adapted from [29].

The displacement thickness does in fact correspond to the displacement of the inviscid stream-
lines to account for the presence of the boundary layer. The airfoil geometry can thus be artificially
thickened by δ∗ in the inviscid solver. After solving for the invscid flow, the tangent velocity ob-
tained at the wall is then ue, which is required for the viscous solver (3.10b). Thus, the invscid
solver requires the displacement thickness δ∗ from the viscous solver, and the viscous solver re-
quires the velocity at the wall ue from the inviscid solver.
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The usage of the displacement thickness is however not optimal. Indeed, it requires remesh-
ing the inviscid grid at each iteration, which can be computationally expensive. Fortunately,
Lighthill [37] proposed the concept of blowing velocity, which allows solving for the inviscid flow
on the original geometry. Lighthill’s blowing velocity was derived for a steady incompressible flow,
but can easily be extended to unsteady and compressible cases, as done by Bartels [3]. Starting
from the y-momentum at distance η (larger than the boundary layer thickness δ) from the wall

ρv =

∫ η

0

∂ (ρv)

∂η
dη, (4.1)

where the right-hand side can be rewritten using the continuity equation (2.1a)

ρv = −
∫ η

0

(
∂ (ρu)

∂ξ
+
∂ρ

∂t

)
dη. (4.2)

Inviscid contributions are now added and removed to equation (4.2) to obtain

ρv = −
∫ η

0

(
∂ (ρeue)

∂ξ
+
∂ρe
∂t

)
dη +

∫ η

0

∂ (ρeue − ρu)

∂ξ
dη +

∫ η

0

∂ (ρe − ρ)

∂t
dη, (4.3)

Since ue and ρe are constant through the boundary layer, the first term on the right-hand side
of equation (4.3) is integrated to

−η
(
∂ (ρeue)

∂ξ
+
∂ρe
∂t

)
. (4.4)

The second term can be written, as η is larger than δ and u = ue outside the boundary layer,

∫ δ

0

∂

(
ρeue

[
1− ρu

ρeue

])
∂ξ

dη. (4.5)

Again, since ue and ρe are constant through the boundary layer thickness, equation (4.5)
becomes

∂

∂ξ

(
ρeue

∫ δ

0

[
1− ρu

ρeue

]
dη

)
≡ ∂

∂ξ
(ρeueδ

∗) . (4.6)

Similarly, the third term of the right-hand side of equation (4.3) can be written

∂

∂t

(
ρe

∫ δ

0

[
1− ρ

ρe

]
dη

)
≡ ∂

∂t

(
ρeδ

R
)
, (4.7)

where δR is the second density thickness that vanishes for incompressible flows.

Putting everything together, equation (4.3) becomes

ρv = −η
(
∂ (ρeue)

∂ξ
+
∂ρe
∂t

)
+

∂

∂ξ
(ρeueδ

∗) +
∂

∂t

(
ρeδ

R
)
. (4.8)
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The normal velocity at the wall can be obtained, on the scale of the inviscid flow, by evaluating
this expression at η = 0. The blowing velocity is then defined as

V bl =
1

ρe

∂

∂ξ
(ρeueδ

∗) +
1

ρe

∂

∂t

(
ρeδ

R
)
. (4.9)

For steady or incompressible cases, the blowing velocity simplifies to

V bl =
1

ρe

∂

∂ξ
(ρeueδ

∗) . (4.10)

By applying this velocity at the wall instead of the non-penetration condition for the inviscid
solver, the boundary layer is accounted for without the need for remeshing.

4.2 Adaptations to the panel method

The introduction of the blowing velocity in the inviscid solver requires a slight modification
of the panel methods. The non-penetration condition is no longer true, and the blowing velocity
appears as an additional term in bs (2.13) in the hspm method and in cu (2.24) for the upm method.

Unfortunately, the presently implemented panel methods coupled with the viscous solver suffer
from divergence issues when the Kutta condition and the edge velocity calculations are applied at
the wall. Following Cebeci et al. [13], these operations are thus performed at a distance δ∗ from
the wall. This reduces the gain obtained by the blowing velocity, as new influence coefficients need
to be computed at each iteration. The locations of the calculations are illustrated in Figure 4.2.

δ∗Nδ∗N−1

V bl
2

V bl
3

V bl
1

ue,1ue,2ue,3

δ∗N−2

Figure 4.2: Illustration of the calculations locations for the panel methods when coupled with the
viscous solver. The blowing velocities V bl

i are imposed on the airfoil control points (orange crosses),
while the edge velocities ue,i and Kutta condition are calculated at a distance δ∗i from the wall (at
the blue crosses).

4.3 Interaction schemes

In VII, interaction schemes are different methods to share information between the viscous and
inviscid solvers. The choice of an interaction scheme has great implications on the stability and
convergence rate of the method.
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Interaction schemes can be divided in two categories: weak or strong coupling. While weak
coupling assumes a hierarchy between the two solvers, strong coupling considers both solvers
together.

4.3.1 Functional approach

In order to describe the behavior and eventual singularities of the different interaction methods,
the functional approach introduced by Brune et al. [7] provides convenient notations.

The inviscid and viscous operators, respectively E and B, are defined such that{
ue = E(δ∗),
δ∗ = B−1(ue).

(4.11)

These operators can be schematically represented for attached, separating and separated flows
as in Figure 4.3.

δ∗

ue

Inviscid

Viscous

δ∗

ue

Inviscid

Viscous

δ∗

ue

Inviscid

Viscous

Attached flow Separating flow Separated flow

Figure 4.3: Illustration of the viscous and inviscid flow operators. Adapted from [64].

4.3.2 Direct coupling

The direct coupling method is the naive approach to VII. The inviscid solver first calculates ue
from the previous displacement thickness, then the viscous solver calculates the new displacement
thickness from ue. This cycle goes on until convergence is reached. It can be written as{

une = E(δ∗n−1
),

δ∗
n
= B−1 (une ) .

(4.12)

As discussed by Dechamps [18], this method has a singularity when B is singular. This issue is
called the Goldstein [26] singularity, and was shown by Veldman [57] to happen at the separation
point.

The Goldstein singularity is caused by the weak coupling of the direct method. The assumed
hierarchy between inviscid and viscous regions is no longer valid at the separation point. This can
be illustrated with the graphical representation of the flow operators as shown in Figure 4.4.
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δ∗

ue

Inviscid

Viscous

δ∗

ue

Inviscid

Viscous

δ∗

ue

Inviscid

Viscous

Attached flow Separating flow Separated flow

Figure 4.4: Illustration of the direct method’s issues with the flow operators. Adapted from [64].

4.3.3 Inverse coupling

The inverse method, first introduced by Catherall and Mangler [9], allows to avoid the Goldstein
singularity beyond separation by inverting the problem. The inviscid edge velocity is given as a
boundary condition to the inviscid solver which then calculates the displacement thickness. δ∗ is
then fed to the viscous solver to improve the edge velocity estimation. This strategy is noted{

δ∗
n
= E−1(un−1

e ),

une = B
(
δ∗

n)
.

(4.13)

Schematically, the inverse method can be represented as in Figure 4.5.

δ∗

ue

Inviscid

Viscous

δ∗

ue

Inviscid

Viscous

δ∗

ue

Inviscid

Viscous

Attached flow Separating flow Separated flow

Figure 4.5: Illustration of the inverse method with the flow operators. Adapted from [64].

Even though it seems to fix all the issues of the direct method, the inverse method is not
perfect either. Most obviously, it requires the inversion of the inviscid solver, which is not an easy
task. Furthermore, the inverse method still assumes a hierarchy between solvers which results, as
pointed out by Dechamps [18], in a slow convergence with the need for under-relaxation.

Note the existence of the semi-inverse method, which is a hybrid between the direct and inverse
methods allowing for a strong coupling between both solvers without requiring the inversion of the
inviscid operator. It is not further discussed here, but is for instance mentioned by Le Balleur [36],
Carter [8] or Kwon and Pletcher [35].
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4.3.4 Fully-simultaneous coupling

The fully-simultaneous coupling, unlike the previous methods, does not solve each region sep-
arately. Instead, the inviscid and viscous equations are solved together such that no hierarchy is
assumed. It can be written {

une = E(δ∗n),
une = B(δ∗n),

(4.14)

or, equivalently,
(E − B)δ∗n = 0. (4.15)

As mentioned by Dechamps [18], this method makes the resultant system of equations quite
complex and computationally expensive. Furthermore, the convergence of the method is not
guaranteed as a singularity can still occur. Nonetheless, this approach has been taken by several
authors such as Drela [20] or Epureanu et al. [23].

4.3.5 Quasi-simultaneous coupling

The quasi-simultaneous method developed by Veldman [58, 59] based on the triple-deck theory
[38, 51] allows to conciliate both regions without requiring the expensive system of equations of
the fully-simultaneous method.

The viscous solver is still instantaneously informed of the variations of the inviscid region,
but not directly through the inviscid solver. Instead, an approximation of the inviscid solver, or
interaction law is provided. This interaction law is best chosen as simple as possible to possible;
ideally an algebraic relation to simplify the method. By denoting the interaction law operator I,
the quasi-simultaneous method can be written{

une − I(δ∗n) = E(δ∗n−1
)− I(δ∗n−1

),

une = B(δ∗n),
(4.16)

or, equivalently
(I − B)δ∗n = (I − E)δ∗n−1

. (4.17)

Note that at convergence (for steady cases), δ∗
n
= δ∗

n−1
such that the effect of the interaction

law vanishes ((4.17) simplifies to B = E). It is only a tool used to speed up convergence.

For the interaction law, Dechamps [18] used the following simple law proposed by Veldman [57](
ue −

4V∞
πh

δ∗
)new

=

(
ue −

4V∞
πh

δ∗
)old

, (4.18)

where h is the cell size. In order to solve equation (4.18) alongside the viscous system, Dechamps
took its derivative in space and time(

∂ue
∂t

− 4V∞
πh

∂δ∗

∂t

)new

=

(
∂ue
∂t

− 4V∞
πh

∂δ∗

∂t

)old

, (4.19)
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(
∂ue
∂ξ

− 4V∞
πh

∂δ∗

∂ξ

)new

=

(
∂ue
∂ξ

− 4V∞
πh

∂δ∗

∂ξ

)old

, (4.20)

where the superscripts new and old refer to the current and previous iteration, respectively.

As Dechamps ran the viscous solver until convergence at each iteration, the old time derivatives
vanished. This is no longer the case in the present work. Adding equations (4.19) and (4.20)
together, the interaction law is written(

∂ue
∂t

− ι
∂δ∗

∂t

)new

+

(
∂ue
∂ξ

− ι
∂δ∗

∂ξ

)new

=

(
∂ue
∂t

− ι
∂δ∗

∂t

)old

+

(
∂ue
∂ξ

− ι
∂δ∗

∂ξ

)old

, (4.21)

where ι =
4V∞
πh

.

Equation (4.21) is then solved alongside the viscous system at each iteration. In order to ex-
press the interaction law in terms of the viscous solver’s variables, the displacement thickness is
replaced by its definition δ∗ = Hθ.

The quasi-simultaneous method is schematically represented in Figure 4.6.

δ∗

ue

Inviscid

Viscous

δ∗

ue

Inviscid

Viscous

δ∗

ue

Inviscid

Viscous

Attached flow Separating flow Separated flow

Figure 4.6: Illustration of the quasi-simultaneous coupling method. Adapted from [64].

4.4 Coupling for steady cases

There are different methods to iterate between inviscid and viscous solvers to obtain a steady
solution. Often, a steady coupling (noted S coupling), where each solver is converged before trading
information, is chosen ([18], [21], [59], . . . ). More recently, Ozdemir et al. [43] used an unsteady
(U) coupling where each solver only runs one time step per iteration. These two methodologies
are represented in Figure 4.7.
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Figure 4.7: Representation of the S (left) and U (right) VII coupling strategies.

In the present work, the U coupling is investigated and compared to its S counterpart. It is
however implemented differently from the one used by Ozdemir et al. It was indeed found that
converging δ∗ and ue at each iteration yielded poor results within the current framework. This can
be explained by two main reasons.

• By feeding the inviscid solver with the viscous solution at the same time step, the method
is no longer consistent with time stepping. Indeed, the inviscid solver’s boundary condition
is no longer the one at the end of the previous step, but rather the one at the end of the
current step. This inconsistency can lead to issues in the convergence of the method.

• At the start of the coupling iterations, the assumed solution is far away from the final steady
flow. In order to attain this solution, both solvers have to pass unphysical transient states.
These states can be quite disadvantageous, and see disturbances appear. These disturbances
should be dissipated in time, but by having a feedback loop through the step they can be
amplified, leading to divergence.

Overall, this specific approach did not bring any benefit in either stability or speed of the
coupling. From this point, the U coupling thus refers to this method without the inner feedback
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loop. It was represented in a simplified way in Figure 1.2.

4.4.1 Optimal time step determination

To leverage the U coupling as much as possible, some thought has to be put into choosing an
appropriate time step. It should not be too small, as not to slow down the convergence of the
method, requiring more iterations to reach the steady state. On the opposite side of the spectrum,
for large time steps, the U method essentially becomes a slower version of the S method due to
the increased number of operation for the upm solver as opposed to the hspm solver.

Unfortunately, there is currently no clear answer to this question. The optimal time step de-
pends on the specific flow case and solver’s settings, and is found through trial and error.
Interestingly, choosing different time steps for the inviscid and viscous solvers can lead to better
convergence in most cases, which further complicates the decision.

At the first iteration, the inviscid solver initially runs alone. In order to stabilize the method,
this iteration is run until convergence to the steady inviscid solution. Otherwise, the viscous
solver would initially be fed with bad information in its initial conditions. This could lead to slow
convergence or divergence.

4.4.2 Wake treatment

Ideally, the wake should be treated in the same manner as the airfoil surface, with viscous and
inviscid solvers exchanging information. This is however not trivially done within the upm method
as the wake is made of free vortices rather than panels. Therefore, the interaction in the wake is
unilateral; the viscous solver is given the inviscid solution, but the inviscid solver is not directly
influenced by the blowing velocity in this region. The viscous wake geometry is given by a straight
line inclined at the angle of attack going from to trailing edge to 5 chord lengths downstream, as
was shown in Figure 3.2.

This simplification in the interaction is likely to cause disagreements between the present
method and other VII solvers. Indeed, Cebeci and Jang [11] showed a significant influence of
the viscous wake on the lift coefficient at least for quasi-steady cases.

4.4.3 Convergence criterion

In order to assess the convergence of the VII coupling, Dechamps [18] studied the evolution
of the drag coefficient, computed at the last wake point. This criterion was a good indicator of
convergence due to the downstream marching and the fact that the whole boundary layer was
recomputed at each iteration.

In the present work, as points keep their solution through coupling iterations, it is no longer
pertinent to use a locally computed quantity. Rather, the evolution of the displacement thickness
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along the whole airfoil is monitored, and the error is computed as

Errorn =
||δ∗n|| − ||δ∗n−1||

||δ∗n||
. (4.22)

4.5 Coupling for unsteady motion

4.5.1 Fundamental changes

The topic of coupling for unsteady boundary layers is more complex than its steady counterpart.
The first difference, as already mentioned, concerns the definition of the blowing velocity

V bl =
1

ρe

∂

∂ξ
(ρeueδ

∗) +
1

ρe

∂

∂t

(
ρeδ

R
)
. (4.23)

This change is not really problematic as it only requires the addition of a term in the blowing
velocity calculation.

A more serious issue involves the interaction law that is used. It was said above that it can be
used because it does vanish at steady state, since δ∗

n
= δ∗

n−1
. This is however no longer true for

unsteady cases, as the boundary layer constantly evolves. As pointed out by Haciahmetoglu [29],
the interaction law pollutes the solution, including its approximated physics in the calculated flow.
There are two solutions to this issue.

The first solution is to refrain from using the quasi-simultaneous method and rather consider
other interaction methods which avoid the use of the interaction law.

The second option is to perform sufficiently small time steps, such that the solution does not
vary much between each iteration. This way, the interaction law which is a linearized version of
the inviscid equations does numerically make sense. To the author’s knowledge, this approach has
not yet been taken to simulate unsteady motion.

4.5.2 Stagnation point movement

For steady coupling problems, Dechamps [18] discussed the issue of stagnation point movement.
Indeed, the stagnation point of the inviscid solution does not necessarily align with the one of the
viscous solution especially at high angles of attack. This lead to a small discontinuity in the solu-
tion at the stagnation point if not taken into account. However, this issue was not considered to
be critical as the inviscid and viscous stagnation locations only varied by at most a few cells, and
the alternative of allowing for stagnation point movement in the viscous solver caused oscillations
that prevented convergence.

When considering airfoil pitching however, the stagnation point movement can become sig-
nificant and introduce large discontinuities if not taken into account. An attempt was made to
allow for stagnation point movement in the viscous solver. However, all the points between the
previous and current stagnation points became badly conditioned and the only solution to reach
convergence was to impose initial conditions to these points. This is not a satisfactory solution
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as it breaks the time consistency of the method. It was thus chosen to keep the stagnation point
fixed in the viscous solver, and to accept the discontinuity in the solution.
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5 Applications

This section presents a few applications of the methods discussed in the previous sections.

First, steady flows are considered. The panel methods are validated on inviscid flows in sec-
tion 5.1, and then coupled with the viscous solver to study the steady (S) and unsteady (U)
coupling strategies in details in section 5.2.

Unsteady flows are then considered. The upm method is validated in section 5.3 for a starting
flow and a pitching airfoil at different frequencies. The viscous coupling is then applied to simple
pitching cases in section 5.4.

5.1 Inviscid steady flow

The hspm and upm methods are compared to xfoil for the inviscid flow around an airfoil at
different angles of attack. The meshing process is first described, followed by the results for the
NACA0012 airfoil.

5.1.1 Mesh

Generating meshes for the panel methods without viscous interaction is a straightforward pro-
cess; the method has little chance of diverging if one region is too fine or too coarse. In order
to obtain a mesh independent solution with minimal cost, the grid is finer near the trailing and
leading edges of the airfoil, whereas it is coarser in the middle, where velocity gradients are smaller.
To obtain this mesh, a distribution of N+1 angles κi from 0 to 2π is generated. The x coordinates
of the mesh points are then given by

xi =
c

2
(1 + cos (κi)) . (5.1)

This results in meshes such as the one pictured in Figure 5.1.

Figure 5.1: Point distribution on a cosine mesh.

A typical convergence analysis on the cosine mesh is shown in Figure 5.2.
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Figure 5.2: Convergence analysis of the upm method for a cosine mesh (NACA0012 at 10◦ angle
of attack).

As expected, Figure 5.2a shows the d’Alembert paradox: the drag coefficient tends to zero as
the mesh is refined. The lift coefficient, on the other hand, converges to a finite value, as shown
in Figure 5.2b.

5.1.2 NACA0012

The NACA0012 airfoil is simulated at three angles of attack of 2, 6 and 10◦. The hspm and
upm methods are run on the same mesh, which has been sufficiently refined to ensure that the
mesh independent solution is obtained (N = 1000 points). The xfoil results are obtained on a
mesh with N = 364 points being the software’s hard limit.

The pressure coefficient (Cp) distribution on the airfoil is shown in Figure 5.3 for the present
methods and xfoil. Data from viscous experiments of Gregory and O’Reilly [28] on the top sur-
face of the airfoil are also shown (M∞ = 0.16, Re = 2.88× 106, free transition) for reference. The
three codes are in good agreement, even near the leading edge at the stagnation point and the
point of minimal pressure. As can be seen in Figures 5.3b and 5.3c, the inviscid panel methods
tend to overestimate the suction peak near the leading edge compared to experiments, especially
at high angles of attack.

The lift coefficient results of the three codes are summarized in Table 5.1.

2◦ 6◦ 10◦

upm 0.2410 0.7222 1.200
hspm 0.2413 0.7229 1.201
xfoil 0.2417 0.7239 1.203

Table 5.1: Inviscid lift coefficient for a NACA0012 airfoil at different angles of attack for the upm,
hspm and xfoil codes.
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Figure 5.3: Inviscid pressure coefficient for a NACA0012 airfoil at 2, 6 and 10◦ angle of attack.
xfoil, hspm and upm results, zoom near the leading edge. Gregory’s [28] viscous experimental
data for comparison (M∞ = 0.16, Re = 2.88× 106, free transition).
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The only noticeable difference between the present codes and xfoil is the point of stagnation
at the trailing edge. This discrepancy is not due to a difference between the methods, but rather
to the fact that the refinement of the mesh is not the same. For infinitely small cells near the
trailing edge, the Kutta condition results in zero velocity i.e. a pressure coefficient of one. This
result may appear as insignificant for inviscid flows, but it can have great ramifications when vis-
cous interaction is taken into account. Indeed, this drop in velocity can cause numerical issues
in the coupling and put a lower bound on the allowable cell size in the near the trailing edge for
convergence.

The lift coefficient results of the different codes are in excellent agreement.

5.2 Viscous steady flow

In this section, the “steady” (S) and “unsteady” (U) coupling strategies are compared for
steady applications. They are compared based on their speed and stability, as well as their accu-
racy.

This section first presents the mesh used for viscous applications. Then, various test cases
are considered to understand the differences between the two coupling strategies in multiple flow
conditions.

All results are compared to xfoil simulations as well as experimental data when it is available.

5.2.1 Mesh

As discussed previously in section 5.1, reusing the same mesh as inviscid simulations for coupled
VII simulations is not the best choice. Indeed, the large pressure gradient predicted at the trailing
edge causes divergence in the viscous solver. Meshes for viscous cases are thus varied slightly.

The classical cosine mesh is first generated, like before. Rather than refining the mesh near the
trailing edge, the element size is kept constant from x/c = 0.8 to x/c = 1. This kind of mesh is
shown in Figure 5.4.

Figure 5.4: Point distribution on the modified cosine mesh. The dashed line shows the location
where the cell size is fixed.

The convergence of the coupled VII solver on the modified cosine mesh is shown in Figure 5.5
for a simple attached flow at low incidence.
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Figure 5.5: Convergence analysis of the upm method with VII for a modified cosine mesh
(NACA0012 at 2◦ angle of attack, Re = 107, S coupling).

Figure 5.5 shows that the convergence of the coupled method is not as good as for the inviscid
case. It is slower and not monotone anymore. In the following applications, a modified cosine
mesh with initially 600 points is used. This results in a mesh with N = 516 elements.

5.2.2 Attached flow at low angle of attack

The first test case is the one of a NACA0012 airfoil at an angle of attack of 2◦. The Reynolds
number is set to 107. At these conditions, the flow remains attached throughout the chord, allow-
ing to avoid most numerical difficulties.

For the U strategy, this case runs best with the same time step for the inviscid and viscous
solvers; ∆t = 2 seconds.

The coupling iterations are run until the error (4.22) drops below 10−4 for the two strategies.
The convergence of the drag and lift coefficients for both methods is shown in Figure 5.6.

Different observations can be made based on Figure 5.6. In this case, the evolution of lift and
drag coefficient through iterations is monotone and quite smooth for both coupling strategies.
Both coupling strategies eventually converge to the same solution. However, the U coupling strat-
egy attains convergence with slightly fewer iterations (27 compared to 31).

In simple cases such as this one, both coupling strategies essentially perform the same. For
slightly different conditions, the S coupling strategy could have been more advantageous.
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Figure 5.6: Comparison of the S and U coupling strategies for the lift and drag coefficients evolution
through coupling iterations of a NACA0012 airfoil at 2◦ angle of attack and Re = 107.

Since the iteration cost of the U coupling is higher than the one of the S coupling due to
the nonlinearity of the upm method, the slight iteration gain is just enough to break even. Both
methods required 1.3 seconds to converge.

The pressure coefficient Cp, skin friction coefficient cf , shape factor H and displacement thick-
ness δ∗ resulting from the VII coupling are shown in Figure 5.7. Note that the U and S coupling
strategies results are extremely close and indistinguishable. All the quantities are compared to
xfoil, and the inviscid pressure coefficient is also shown. The different results are in good agree-
ment, with a slight discrepancy at the trailing edge for the pressure coefficient and lower peaks in
the skin friction. The results of the different codes are summarized in Table 5.2.

cl [-] cd × 103 [-] xtrtop/c [-] xtrbottom/c [-] Nit [-] Execution time [s]
upm Inviscid 0.2411 - - - - -
VII U 0.2165 6.74 0.1934 0.4986 27 1.3
VII S 0.2161 6.74 0.1935 0.4985 31 1.3
VII xfoil 0.2272 5.33 0.1906 0.5018 - -

Table 5.2: Summary of the results for the NACA0012 at 2◦ angle of attack, Re = 107.

The differences in lift coefficient between the present methods and xfoil are mostly due to small
disagreements in the pressure coefficient at the trailing edge. The application of the Kutta condi-
tion is likely to be the cause of these discrepancies.
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Figure 5.7: Comparison of pressure coefficient, skin friction coefficient, boundary layer shape factor
and displacement thickness between the U and S coupling strategies and xfoil for the NACA0012
airfoil at 2◦ angle of attack and Re = 107.

5.2.3 Mildly separated flow with forced transition

The second test case is the one of a NACA0012 airfoil at a Reynolds number of 3× 106. Two
different angles of attack of 10◦ and 15◦ are considered. At these conditions, a separation bubble
forms on the upper surface of the airfoil. The flow only stays detached on a small portion of the
upper surface and does not cause a full stall. This is a good test case to evaluate the capabilities
of the coupling strategies to handle separation, which is known to be a difficult task.
The transition is tripped at x/c = 0.05 on the lower surface of the airfoil.
For both angles of attack, the U coupling benefits from the usage of different time steps for the
inviscid and viscous solvers. The chosen steps are ∆tinv = 2 seconds and ∆tvisc = 1 second.
The experimental pressure coefficient data from Gregory and O’Reilly [28] is used for comparison
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with the VII results. The experimental setup is not exactly the same as the one used in the present
work; the transition is free and the Reynolds number is slightly different at 2.88 × 106. The flow
is also not totally incompressible, with a Mach number of 0.16.

5.2.3.1 10◦ angle of attack
The convergence of the drag and lift coefficients for both coupling strategies is shown in Figure 5.8.
Both solvers are run for 300 coupling iterations. The iterations where the error gets smaller than
10−4 are marked by crosses.
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Figure 5.8: Comparison of the S and U coupling strategies for the lift and drag coefficients evolution
through coupling iterations (NACA0012 at 10◦ angle of attack, Re = 3 × 106, tripped transition
at x/c = 0.05). Crosses mark 10−4 error reached.

One advantage of the U coupling is observable in Figure 5.8. Even though convergence is ini-
tially similar for both coupling strategies, the U coupling shows a more stable convergence. When
run further than 10−4 error, the S coupling starts experiencing instabilities in its solution, even-
tually oscillating around a different equilibrium solution than the initial one.

In order to understand the difference between the two coupling strategies, the pressure coeffi-
cient, skin friction coefficient, boundary layer shape factor and displacement thickness are shown in
figures 5.9 to 5.12. The “VII S alt” results correspond to the second equilibrium solution reached
by the S coupling strategy (at 230 iterations, with an error of 10−5). All results are zoomed in
near the separation region, where the differences are the most significant.
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Figure 5.9: Pressure coefficient for the NACA0012 at 10◦ angle of attack and Re = 3 × 106 on
the whole surface and near separation for the U and S coupling (first and second equilibrium
positions). Comparison with xfoil results and experimental data from Gregory and O’Reilly [28]
(M∞ = 0.16,Re = 2.88× 106, free transition).

Figure 5.9 shows an overall good agreement between all VII results and the experimental data.
When zooming in near the separation region, discrepancies appear visible between the present
results and xfoil as well as the experimental data. The U and S coupling strategies at an error
of 10−4 are almost indistinguishable. The second equilibrium solution of the S coupling strategy,
however, shows a slightly different, more oscillatory solution. These trends are also visible in the
skin friction coefficient, boundary layer shape factor and displacement thickness, where the oscil-
lations are more pronounced.
The shift in solution for the S coupling strategy is caused by an instability in the separation region.
The usage of an unsteady interaction allows the U method to dampen these instabilities and keep
the solution stable.

The different solutions are summarized in Table 5.3. It can be seen that the second equilib-
rium position of the S coupling still gives a reasonable solution for lift and drag. The issue at this
flow condition is really the loss of smoothness in the convergence rather than the different solution.

cl [-] cd × 103 [-] xtrtop/c [-] Nit [-] Execution time [s]
upm Inviscid 1.1996 - - - -
VII U 10−4 1.0731 13.32 0.017 61 2.8
VII S 10−4 1.0721 13.32 0.017 76 3.1
VII S alt 1.0664 13.61 0.0176 - -
VII xfoil 1.1044 12.94 0.019 - -
Exp Gregory & O’Reilly1 [28] 1.09 13.5 0.0175 - -

Table 5.3: Summary of the results for the NACA0012 at 10◦ angle of attack, Re = 3×106, tripped
transition at x/c = 0.05. Experimental data of Gregory and O’Reilly [28] at Re = 2.88 × 106,
M∞ = 0.16 and free transition.

1The experimental data has been digitized and may be inaccurate.
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Figure 5.10: Skin friction coefficient near separation for the U and S coupling (first and second
equilibrium positions). Comparison with xfoil results. (NACA0012 at 10◦ angle of attack,
Re = 3× 106). Line at vanishing skin friction to show separation.

0.00 0.01 0.02 0.03

x/c [-]

2.5

3.0

3.5

4.0

4.5

5.0

5.5

6.0

H
[-
]

VII U 10−4

VII S 10−4

VII S alt

VII xfoil

Figure 5.11: Boundary layer shape factor near separation for the U and S coupling (first and
second equilibrium positions). Comparison with xfoil results. (NACA0012 at 10◦ angle of attack,
Re = 3× 106).
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Figure 5.12: Displacement thickness near separation for the U and S coupling (first and second
equilibrium positions). Comparison with xfoil results. (NACA0012 at 10◦ angle of attack,
Re = 3× 106).

5.2.3.2 15◦ angle of attack
At a higher angle of attack of 15◦, the separation region gets even less stable than at 10◦. The

“convergence” of the drag and lift coefficients for both coupling strategies is shown in Figure 5.13.
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Figure 5.13: Comparison of the S and U coupling strategies for the lift and drag coefficients
evolution through coupling iterations (NACA0012 at 15◦ angle of attack, Re = 6 × 106, tripped
transition at x/c = 0.05). The crosses mark 10−4 error reached for the U method.
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While the U coupling strategy converges smoothly and monotonically, the S coupling strategy
shows no converging trend. The oscillations are large and the solution never stabilizes. The issue
has again been observed at the separation region, where all quantities oscillate heavily. Note that
this diverging behavior observed for the S coupling does not seem to be mesh dependent (at least
for cosine meshes) and is observed for any mesh refinement. Various meshes were tested, ranging
from 338 up to 646 elements on the airfoil surface; the behavior was consistent and could be solved
by the U coupling strategy with appropriate time steps. The problem is also not caused by the
exact flow conditions either, as slightly modifying the angle of attack (down to 14.5◦) shows the
same issue.

It might be possible that other numerical parameters could be adjusted to stabilize the S cou-
pling strategy for this flow condition. For example, the initial CFL number or the tolerance of the
time marching procedure could be adjusted. This was not investigated further in the present work.

The results of the U coupling strategy and xfoil are summarized in Table 5.4 with the exper-
imental data.

cl [-] cd × 103 [-] xtrtop/c [-] Nit [-] Execution time [s]
upm Inviscid 1.7879 - - - -
VII U 10−4 1.5117 18.82 0.0088 149 7.5
VII xfoil 1.5489 19.45 0.0106 - -
Exp Gregory & O’Reilly2 [28] 1.53 29.5 0.0099 - -

Table 5.4: Summary of the results for the NACA0012 at 15◦ angle of attack, Re = 3×106, tripped
transition at x/c = 0.05. Experimental data of Gregory and O’Reilly [28] at Re = 2.88 × 106,
M∞ = 0.16 and free transition.

While both the U method and xfoil predict the lift coefficient and transition location well,
they severely underpredict the drag coefficient. They agree well with each other, indicating that
this is not caused by the present implementation; this can be caused by the mathematical model
(closure set, assumptions, . . . ) or by the differences between the experimental and numerical setup.

5.2.4 Airfoil polar

In order to understand the differences between the S and U coupling strategies in a more general
way, the lift and drag polars of the NACA2412 airfoil are considered. xfoil is again considered
as a reference with the same assumptions and a similar level of accuracy as the present methods.
The experimental data of Abbott et al. [1] is used for comparison.

Angles ranging from −8◦ to 13◦ are considered at a Reynolds number of 3.1×106 and transition
is free. The experimental Mach number is not given, but can be approximated based on the chord
of the airfoil (24 in.) and assuming air at a standard temperature of 15◦C. The Mach number is
then estimated to be around 0.2.

2The experimental data has been digitized and may be inaccurate.
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The S and U simulations are run until the errors drops under 10−5. The experimental and nu-
merical lift and drag evolutions with angle of attack are shown respectively in figures 5.14 and 5.15.

The different codes are in good agreement with each other for the lift coefficient. At high angles
of attack, they all show a slight drop in the slope of the lift curve, but not as pronounced as the
experimental data. Better estimations of stall can be obtained by higher-fidelity methods such as
Euler or full-potential codes, but the simple panel methods considered in this work and in xfoil
cannot accurately represent it.

For the drag coefficient, xfoil gives different results than the present implementations. At low
incidence, drag is well predicted by the U and S coupling strategies but underpredicted by xfoil.
At higher angles of attack, all VII results tend to underestimate the drag coefficient.

Overall, the U and S strategies yield nearly identical results through all considered angles of
attack.

A small separation bubble is observed by the VII codes near the leading edge starting from 9◦

angle of attack.
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Figure 5.14: Evolution of the lift coefficient with angle of attack of the NACA2412 airfoil at
Re = 3.1× 106 with the U and S coupling. Comparison with xfoil results and experimental data
from Abbott et al. [1] (M est

∞ = 0.2).
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Figure 5.15: Evolution of the drag coefficient with angle of attack of the NACA2412 airfoil at
Re = 3.1× 106 with the U and S coupling. Comparison with xfoil results and experimental data
from Abbott et al. [1] (M est

∞ = 0.2).

The execution times of the U and S coupling strategies for all angles of attack are shown in
Figure 5.16.

-5 0 5 10

α [◦]

0

2

4

6

8

10

E
x
ec
u
ti
on

ti
m
e
[s
]

VII U
VII S

Figure 5.16: Evolution of the execution time of the U and S coupling with angle of attack of the
NACA2412 airfoil at Re = 3.1× 106.
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Near zero-lift, the S coupling strategy is slightly faster than the U coupling strategy due to the
relatively simple flow conditions. With increased and decreased incidence, the U strategy becomes
faster for all cases.

At 6◦ angle of attack, an unphysical transition appear on the lower side near the trailing edge.
This purely numerical issue causes large oscillations in the solution and prevents convergence. The
U manages to dampen these oscillations enough to reach a converged solution. At 9◦ angle of
attack, separation starts to develop on the upper surface. The S strategy shows relative difficulty
to reach a solution compared to adjacent angles of attack. The U strategy, however, does not show
any particular issue.

It is important to remember that even if the U coupling proves to be faster in most presented
cases, it does require finding good values of the inviscid and viscous time steps for this to happen.
In the future, it would be beneficial to develop a time step adaptation strategy within the solver
to perform this task automatically.

5.2.5 Low-Reynolds flow with trailing edge separation

The prediction of low-Reynolds number flows is a difficult task for VII methods. One of the
assumptions of the model is that the boundary layer is thin, which is less and less valid as the
Reynolds number decreases. The quasi-simultaneous method eventually encounters a singularity
and becomes unstable. Drela [21] manages to extend the range of the xfoil solver by relying
on an inverse coupling strategy when the solver fails. Within blaster, Dechamps [18] showed
an example flow of a NACA0012 airfoil at 5◦ angle of attack and Re = 5 × 105, where the flow
separates near the trailing edge. The solver struggled and never really reached a converged solution.

The present methods were tested on the same flow conditions to determine whether the U
coupling can allow the solver to reach a converged solution. Many combinations of mesh density
and time steps were tested, but none of them allowed the U method to stabilize the solution. A
typical evolution of the lift and drag coefficients through coupling iterations is shown in Figure 5.17.

The issues are again visible in the separation region. Figure 5.18 shows the displacement thick-
ness of the two coupling methods after 300 coupling iterations. They both show oscillations in the
separation region, near the trailing edge. Since this issue happens at the trailing edge, it impacts
the Kutta condition, which is likely to be the cause of the divergence.

The displacement thickness of the present methods significantly deviates from the xfoil results
starting at around 75% of the chord.
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Figure 5.17: Comparison of the S and U coupling strategies for the lift and drag coefficients
evolution through coupling iterations (NACA0012 at 5◦ angle of attack, Re = 5× 105).
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Figure 5.18: Displacement thickness along the chord of the NACA0012 airfoil at 5◦ angle of attack
and Re = 5 × 105 after 300 coupling iterations of the S and U VII coupling. Comparison with
xfoil.

5.2.6 Summary

In most presented cases, the U coupling strategy proved to be more stable and faster than
the S coupling strategy, given the right time step choice. The S coupling strategy showed more
oscillatory behavior in the separation region, which could be dampened by the U coupling.

At low incidence, both methods showed a similar convergence; the S coupling, with its low iter-
ation cost and lack of time step tuning, could be more advantageous for general study of such flows.
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For the tested low-Reynolds number flow, the U coupling strategy was not able to stabilize the
solution.

5.3 Inviscid unsteady flow

This section presents the results of the upm method for unsteady inviscid flows. The sudden
change in angle of attack as well as the sinusoidal pitching motion of a flat plate are considered
and compared to theoretical tools. The results of the upm method are also compared to Euler
results for the pitching of an airfoil with thickness.

5.3.1 Starting flow

The first considered unsteady case is the one of the sudden change of angle of attack. The
airfoil initially sits at zero incidence, and at t = 0, it is set to a non-zero angle of attack. Due to
unsteady effects, the lift does not instantaneously grow to its steady value but does it progressively
over time. For a flat plate in inviscid flow, Wagner’s theory predicts the lift coefficient evolution
as

cl(t) = 2παΦ(t), (5.2)

where Φ(t) is known as Wagner’s function, which can be approximated by

Φ(t) = 1− 0.165 exp

(
−0.0455

V∞t

b

)
− 0.335 exp

(
−0.3

V∞t

b

)
, (5.3)

with b being the half-chord of the airfoil.

Using an extremely thin NACA0001 airfoil, the upm method can essentially approximate a flat
plate and be compared with Wagner’s theory. The ratio between the lift coefficient at a given time
and the steady lift coefficient is plotted in Figure 5.19.
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Figure 5.19: Comparison of Wagner’s theory with the upm method (present implementation and
results of Cebeci [12]) for the unsteady lift coefficient of a flat plate undergoing a sudden change
in incidence at t = 0.
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The results of the panel method are in good agreement with Wagner’s theory, except at the
start of the simulation where the upm method initially predicts a high lift coefficient (even higher
than its steady value). This spike has also been observed by Cebeci [12] using the same method.
For a short time at the beginning of the simulation, some unphysical transience is present, but it
quickly dies out.

By plotting the locations of the core vortices, the upm method also allows to visualize the
shape of the wake i.e. the starting vortex in this case, as shown in Figure 5.20.
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Figure 5.20: Visualization of the starting vortex calculated with the upm method.

5.3.2 Pitching

The case of a sinusoidally pitching flat plate is considered for comparison with Theodorsen’s
theory. The pitching motion of amplitude αa around a mean angle of attack αm and angular
frequency ω is described by the following law of motion

α(t) = αm + αa sin (ωt) . (5.4)

Theodorsen’s theory allows to predict the evolution of lift coefficient for this pitching motion based
on its reduced frequency

k =
ωc

2V∞
. (5.5)

The lift coefficient is given by

cl(t) = 2παm +
1

V 2
∞

(
πbV∞jωαa + 2πC(k)

[
V∞αa +

(
3

4
c− xf

)
jωαa

]
+

πb
[
xf −

c

2
ω2αa

])
ejωt,

(5.6)

where xf is the pivot point of the airfoil, b is the half-chord, j is the imaginary unit and C(k) is
Theodorsen’s function, which can be approximated by

C(k) = 1− 0.165

1− 0.0455

k
j
− 0.335

1− 0.3

k
j
. (5.7)
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This theory is compared to the results of the upm method for a NACA0001 airfoil undergoing
sinusoidal pitching motion of amplitude αa = 1◦ around its quarter chord for different reduced
frequencies.

The upm mesh for this case is a cosine mesh (see Figure 5.1) with 1000 panels. In order to
choose an appropriate time step for the simulation, a convergence analysis has been performed
on the highest value of the lift coefficient, and its corresponding angle of attack (for the reduced
frequency k = 0.5). The results of this analysis are shown in Figure 5.21.
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Figure 5.21: Time step convergence analysis of the upm method for inviscid pitching motion
(NACA0001, αa = 1◦, αm = 0◦, k = 0.5, xf = c/4, cosine mesh with 1000 panels).

Even with a low number of 100 time steps per period, the maximal lift coefficient and its
corresponding angle of attack are already within 2% of the converged value. A number of time
steps of 500 is chosen per period of the pitching motion for the inviscid simulations to maximize
precision. Three periods are simulated to ensure that the initial transience has died out. The lift
hysteresis results of the upm method and Theodorsen’s theory are shown in Figure 5.22.
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Figure 5.22: Comparison of Theodorsen’s theory with upm for the unsteady lift coefficient of a flat
plate (NACA0001) undergoing an inviscid sinusoidal pitching motion (αa = 1◦, αm = 0◦, xf = c/4,
k = 0.1 (dashed) and k = 0.5 (solid)). Highlight of the direction of the lift coefficient evolution.

The results of the panel method are in good agreement with Theodorsen’s theory for both
considered reduced frequencies. As pointed out by Motta et al. [40], Theodorsen’s theory predicts
a phase inversion of the lift coefficient at k = 0.144. This inversion is also observed in the results
of the panel method.

While Theodorsen’s theory is a good validation tool for the panel method, it is unable to take
the impact of thickness, which can be significant, into account. Therefore, the upm method is also
compared to the Euler results of Motta et al. [40] for the same motion, but with a thicker airfoil
(NACA0024). This is shown in Figure 5.23.
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Figure 5.23: Comparison of upm with the Euler results of Motta et al. [40] (M∞ = 0.117) for the
unsteady lift coefficient of a NACA0024 airfoil undergoing an inviscid sinusoidal pitching motion
(αa = 1◦, xf = c/4, k = 0.5). Theodorsen’s results for a flat plate for reference.

The upm results match the Euler results well, showing that the method correctly captures the
impact of thickness on the lift hysteresis.

5.4 Viscous unsteady flow

Knowing all the different simplifications in the present model, the space of possible viscous
unsteady applications is limited.

The ideal case would be a movement with a low amplitude to avoid the displacement of the
stagnation point and a low reduced frequency to avoid large unsteady effects in the closure model.
Additionally, forced transition would allow avoiding effects of unsteady natural transition.

5.4.1 Low amplitude pitching

This case is the viscous extension of the previous inviscid pitching case. The airfoil is a
NACA0012 pitching around its quarter chord with an amplitude of 1◦ and a reduced frequency of
k = 0.1. The Reynolds number is set to Re = 106. Transition is tripped at the leading edge. As
for other viscous applications, a modified cosine mesh with fixed element size starting at 80% of
the chord is used. The number of elements is set to N = 690.

As discussed in section 4.5, the time step should be chosen small enough to eliminate the effect
of the interaction law on the viscous results. It was however found that refining the time step too
much did cause odd behaviors in the lift hysteresis loop. This is shown in Figure 5.24.
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Figure 5.24: Comparison of the lift hysteresis curve for two different number of time steps per
period for the viscous pitching of a NACA0012 airfoil with the present VII coupling (αa = 1◦,
αm = 0◦, xf = c/4, k = 0.1, Re = 106).

For a high number of time steps, the model seems to lack inertia after reaching the top/bottom
of the stroke as the lift coefficient drops faster than for lower time step count. The reason for this
behavior is unknown and would require further investigation.

A lower number of 150 time steps per period is used for comparison with higher fidelity data,
and five periods are simulated to eliminate the effect of initial conditions.

The results of the present VII method are compared to the inviscid results of the upm method,
as well as a RANS simulation performed by Motta and Quaranta [41] using the Spalart-Allmaras
turbulence model (at a Mach number of 0.117). The results are shown in Figure 5.25.
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Figure 5.25: Comparison of the present VII model with the RANS results of Motta and Quar-
anta [41] (M∞ = 0.117) for the unsteady lift coefficient of a NACA0012 airfoil undergoing a viscous
sinusoidal pitching motion (αa = 1◦, αm = 0, xf = c/4, k = 0.1, Re = 106). upm inviscid results
for reference.

The present results show a good agreement with the RANS results indicating that viscous
effects are well captured. The VII curve is still slightly flatter than the RANS one near the top
and bottom of the movement.

The same test case was also run at a higher reduced frequency of k = 0.4 to study the effect of
the reduced frequency on the solution. The results are shown in Figure 5.26.

The results for this higher reduced frequency show that the present model completely fails to
capture the viscous effects. Instead of predicting a decrease in lift compared to the inviscid case,
the lift coefficient is increased. This highlights the importance of unsteady effects in the closure
set, which are not taken into account in the present model.
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Figure 5.26: Comparison of the present VII model with RANS results of Motta and Quaranta [41]
(M∞ = 0.117) for the unsteady lift coefficient of a NACA0012 airfoil undergoing a viscous sinusoidal
pitching motion (αa = 1◦, αm = 0, xf = c/4, k = 0.4, Re = 106). upm inviscid results for reference.

5.4.2 Moderate amplitude pitching

The second case is a NACA0012 airfoil pitching around a mean angle of attack αm = 4◦ with
an amplitude of αa = 6◦ and a reduced frequency of k = 0.021 around the quarter chord. The
Reynolds number is 1.63× 106. The results of the present VII model are compared to VII results
of Garcia [25]. A modified cosine mesh with N = 690 elements is used.

The transition is forced at x/c = 0.05, but was observed by Garcia to occur naturally earlier
than this location at the top of the stroke. The eN transition model is thus activated as well, with
the naive, unaveraged transition model (see section 3.2.4).

Again, using small time steps leads to a flattening of the lift hysteresis curve. A number of 75
time steps per period is chosen for this case and five periods are simulated. The results are shown
in Figure 5.27.
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Figure 5.27: Comparison of the present VII model with VII results of Garcia [25] for the unsteady
lift coefficient of a NACA0012 airfoil undergoing a viscous sinusoidal pitching motion (αa = 6◦,
αm = 4, xf = c/4, k = 0.021, Re = 1.63× 106). upm inviscid results for reference.

For low incidences, both models show a good agreement. However, the present model gets
flatter for higher angles of attack and does not properly capture the maximal lift diminution.
The present model also predicts separation starting from around 7.6 degrees, whereas Garcia [25]
observed a fully attached boundary layer. These differences are likely due to the same problem.
The model misses unsteadiness at the top of the stroke and acts “more steady” than it should.
The retardation of the separation point, which is an unsteady effect, is thus missed.
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6 Conclusion

6.1 Summary and conclusion

The objective of this thesis was to implement a new unsteady coupling strategy (U coupling)
within the blaster solver [18], and compare it with the existing steady coupling strategy (S
coupling). For this purpose, the existing inviscid solver dartflo [16] was replaced with an in-
compressible panel method, in its steady (hspm) and unsteady (upm) forms.

The two considered strategies were tested on different steady test cases, including low incidence
attached flow, mildly separated flows and low-Reynolds flow. The U coupling strategy was found
to be more robust than the S method for challenging flows at high angles of attacks. At low
incidence, the methods were almost equivalent in stability and execution time. Both strategies
yielded extremely similar results for all tested cases. Unfortunately, the solver’s divergence for the
low-Reynolds flow was not resolved by the U coupling strategy.

The present work also included the investigation of unsteady flows simulations. The different
missing elements in the model were identified and discussed. The closure model and transition
handling were found to be the most critical elements to be improved. Nonetheless, the solver was
able to predict the unsteady low-amplitude pitching lift coefficient of a NACA0012 airfoil with
good agreement to RANS simulations. Issues were observed when refining the time step, which
should be addressed in future work.

6.2 Suggestions for future work

Through the course of this work, several areas have been identified for further research. These
include:

• Automatic time step adaptation: the current implementation of the U coupling strategy
requires manual tuning of the inviscid and viscous time steps. It would greatly benefit from
an automatic time step adaptation algorithm. Some criterion should be derived to increase
or decrease the time step based on the convergence of the solution.

• Extension to higher fidelity inviscid models: the current panel method is limited to
simple incompressible flows. The implementation of a higher fidelity unsteady inviscid model,
coupled with the viscous model through the U strategy, would allow for the simulation of
more complex flows. Through more complex test cases, more insight could be gained on the
advantages and limitations of the U strategy.

• Improvement of the viscous unsteady model: the present implementation of the viscous
unsteady model lacks several important features. The closure and transition models need
unsteady corrections to be able to predict the unsteady flow accurately. The stagnation point
movement should also be tackled if large amplitude motions are to be considered. The model
also showed issues when refining the time step, where the lift hysteresis curve would flatten.
The origin of this issue should be identified and resolved.

Ultimately, the model could be able to predict dynamic stall, which is a challenging problem.
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