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Abstract

The ENSO (El Nifio Southern Oscillation) phenomenon is a complex
climate process governed by various cycles, that are yet only partially
understood. To better understand these cycles and their impact on
the global climate, we employed a modal extraction method based on
Continuous Wavelet Transform (CWT).

Most particularly, we used the Wavelet-Induced Mode Extraction (WIME)
algorithm, initially developed to decompose signals into cosinusoidal
components varying in frequency, amplitude, and phase. In this thesis, the
WIME algorithm was adapted to handle real-world signals by incorporating
adjustable parameters to manage noise, peak concavity, and frequency

variation range.

ENSO was analyzed using two indices: the Southern Oscillation Index
(SOI) for the atmospheric component and the Oceanic Nifio Index (ONI)
for the oceanic component. The method was validated by reconstructing
signals for temperatures, ONI, and SOI, with correlation coefficients of 0.86,
0.94, and 0.76, respectively, demonstrating the robustness of the approach.
The identified periods are consistent with each other and with existing
literature. Moreover, the indicators remain strong when considering El

Nino and La Nina events exclusively.

Furthermore, short- and medium-term predictions (2-3 years) were
made by truncating the time series and testing the method’s ability to
forecast subsequent data. This validation procedure shows a correlation of

0.92 with the ONI signal and satisfactory difference indicators.

Understanding ENSO is vital due to its significant impacts on global
weather patterns, economies, and ecosystems. This study introduces a
novel approach for analyzing and forecasting the ENSO phenomenon,
offering potential improvements in prediction accuracy. Additionally,
this method has potential applications to other climate phenomena, such
as the Arctic Oscillation and the North Atlantic Oscillation, as well as

non-climatic events like seismic activities.
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1 Introduction

1.1 Generalities

The climate system is complex and encompasses many intrinsically linked processes.
The El Nino-Southern Oscillation (ENSO) is the primary source of interannual
variability in the Earth’s climate. This climatic phenomenon involves both oceanic
and atmospheric components occurring in the equatorial Pacific. It is more widely
known by its positive and negative phases, respectively El Nino and La Nina events,
which occur between ENSO-neutral phases (Huang andothers 2024; Saint-Lu and
Leloup 2016).

ENSO is non-linear and characterised by different cycles, that may vary over time.
Therefore, it remains a complex phenomenon, with cycles that are still poorly
understood despite decades of research (Saint-Lu and Leloup 2016; D. Dommenget
andothers 2013).

Since 1900, anthropogenic activities have led to a phenomenon now at the heart
of many concerns, namely climate change. The main causes of the change are
the emissions of various greenhouse gases. In addition to rising temperatures, it
is marked by various consequences such as changes in precipitation patterns, ocean
acidification, rising sea levels, more frequent and intense extreme weather events,
and the disappearance of animal and plant species. Thus, climate change profoundly
disrupts natural and, consequently, human systems (IPPC 2023; Z. Chen andothers
2024).

This evolving global context significantly influences existing climatic phenomena,
including ENSO. In this context, understanding these phenomena becomes crucial.
Studies have shown that climate change promotes El Nino and La Nina events
by increasing their frequency, lifespan, and intensity. Furthermore, atmospheric
teleconnections will also undergo changes caused by climate change, such as the
temperatures in the Indian Ocean. This context of climate change adds an additional
layer of complexity to an already challenging phenomenon to comprehend (Z. Chen
andothers 2024).

13



1.2 Motivations

The two extreme phases of ENSO (El Nino and La Nina), can cause numerous
disruptions, primarily in Asia and South America. A considerable amount of scientific

literature has focused on studying their consequences.

Firstly, El Nino events alter weather conditions that lead to extreme events. These
include extreme heat (Eggeling andothers 2024 ), exacerbating the urban heat island
effect (Ndjera Gonzélez andothers 2024), wildfires (Cordero andothers 2024), droughts

in Afghanistan (Shukla andothers 2024), China (Yin andothers 2023), and India
(Deivanayagam andothers 2024), floods due to increased intense rainfall (Pelckmans
andothers 2024; Avalon-Cullen andothers 2024; Nurdiati andothers 2024) and temporary
sea level rise (Pelckmans andothers 2024; Arcodia andothers 2024), tropical cyclones

in the Atlantic Ocean (Mueller andothers 2024), in China (Zheng andothers 2024),

or landslides in the Andes (Vega andothers 2024).

Secondly, these climatic consequences impact terrestrial and marine ecosystems.
For example, recent studies have shown that they influence the water resources
necessary for Chilean terrestrial ecosystems (Espinoza andothers 2024) and those of
the Amazon rainforest (Rodrigues andothers 2024), that variations in oxygen levels
affect marine ecosystems (Deng andothers 2024), and that sea surface temperature

anomalies cause coral bleaching in the Great Barrier Reef (Gregory andothers 2024).

Finally, some authors have investigated the impacts that El Nino and La Nina can
have on human populations. ENSO events ca, cause economic consequences (Smith
and Ubilava 2017), affect agriculture (Shukla andothers 2024), and even contribute
to civil conflicts (Hsiang andothers 2011). Additionally, health impacts have been
studied, showing that La Nina events increase the amount of ozone, CO, and water
vapor in the troposphere in Asia, particularly in China (Alladi andothers 2024; X.
Wang andothers 2024).

However, ENSO is a local phenomenon with global impacts, which are not limited
to Asia and Latin America. Researchers have highlighted similar problems caused
by El Nifo and La Nina events in South Africa (Shikwambana andothers 2022),
Antarctica (J. Wang andothers 2023), and even Europe (Beverley andothers 2024).

The objectives of this thesis are twofold: it aims both to understand the climate

cycles influenced by ENSO (in the context of climate change) and to predict the
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future value of ENSO indices. Indeed, predicting climatic phenomena, although
ambitious, is crucial for anticipating and thus minimizing the climatic and societal

risks associated with El Nino and La Nina episodes.

1.3 Approach

This Master thesis relies on a mathematical method particularly suited for analyzing
climatic signals: Continuous Wavelet Transform (CWT). Wavelets allow for the
decomposition of complex signals and help identify features that are sometimes
invisible in Fourier Transform analysis. It is a powerful tool that has already yielded
intriguing results in climatology (Mabille andothers 2012; Samuel Nicolay 2006;
Deliege and S. Nicolay 2017).

This Master thesis builds upon the PhD research of Pr. Georges Mabille, who
applied the wavelet transform to various climatic signals, including temperatures,
to identify previously unknown cycles. The main difference is that the method
used by Mabille did not provide components that evolved in frequency and phase
(amplitude evolution was present but its evolution analysis was not published). This
improvement is particularly significant in the study of ENSO, as the characteristics

of this phenomenon evolve over time (Mabille 2014).

1.4 Structure

This thesis is structured in four key stages. The first part addresses the theoretical

aspects (Sections 2 and 3). It includes:

e A review that explains the different phases of the ENSO phenomenon and the

processes involved in their development.

e An overview of the mathematical foundations, starting with Fourier Transform

to build the necessary understanding for Continuous Wavelet Transform.

e A comprehensive description of the new version of the WIME algorithm and

its implementation.

The second part involves a brief test of the proposed algorithm on temperature data
to demonstrate its performance (Section 4). A brief connection will be made with
the analysis conducted by Mabille during his PhD.

Thirdly, this method will be applied to the ENSO phenomenon. Most particularly,

15



We will consider two indices widely used: ONI and SOI (Sections 5 and 6). Three

types of results will be presented:
e A reconstruction of these indices from 1951 to 2023.

e A description of the various cycles, focusing on the changes in their importance

(amplitude) and frequency.
e A future prediction up to 2027.

Finally, we will discuss the limitations and perspectives of the results obtained and

their comparison to those reported in the literature cited (Section 7).
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2 Second Part: Climatic Aspects

In this first theoretical section, each phase of the ENSO
phenomenon is rigorously described, including the
following situations: ENSO-neutral (non-extreme events),
canonical El Nino (also called EP El Nino), canonical
La Nina (also called EP La Nina), El Nino Modoki (also
called CP El Nino), and La Nina Modoki (also called CP
La Nina).

We will focus on the disturbance (or lack thereof)
of the Walker cell, the mechanisms of initiation and
persistence, the lifespan, and its (regional and global)

consequences.

We will see that ENSO is a non-linear phenomenon,
regarding the spatial pattern, its (regional and global)
consequences, amplitude, and time evolution (D.

Dommenget andothers 2013).
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2.1 ENSO-neutral

Under normal conditions, an atmospheric circulation cell develops along the equator,
between Central America (longitude 80°W) and Oceania (longitude 120°E): the
Walker cell (green arrows in Figure 1). At the surface, the trade winds (eastward
winds) blow towards the west. At these latitudes, the influence of the Coriolis force is
almost negligible. Therefore, these winds follow the equator without deviating. This
creates an anticyclone (dry weather) off the Latin American coast and a depression
(humid weather) around Australia. Naturally, this pressure difference reverses at
altitude, at the tropopause level (between 15 and 18 kilometers since we are at the
equator), and creates a high-altitude atmospheric current in the opposite direction,
from west to east (Ashok and Yamagata 2009; Saint-Lu and Leloup 2016). What

Thermocline

Figure 1: Schema of Walker Cell, a normal condition in the tropical Pacific (Ashok
and Yamagata 2009).

Color code: water temperature (red for warm and blue for cold).

Green arrows: atmospheric circulation.

Blue arrows: oceanic circulation.

Black arrows: thermocline movement

characterizes the Walker cell is the relationship between atmospheric and oceanic
currents. Indeed, the trade winds push the surface water, causing an oceanic current

in the same direction, from east to west (blue arrows in Figure 1). On one hand,
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this creates a pressure deficit close to the American continent, causing cooling in the
area due to the upwelling of much colder deep water. This is also evident in Figure
1, with the thermocline approaching the surface, at the east of the cell. In the other
hand, these trade winds maintain (and confine) the warm pool, a reservoir of warm
waters with temperatures exceeding 28 °C, located around Papua New Guinea (dark
orange in Figure 1). This warm pool, in turn, fuels atmospheric convection (Ashok
and Yamagata 2009; Saint-Lu and Leloup 2016).

This initial case can be considered as an ENSO-neutral state. But, as we will see

below, this balance is not immutable.

2.2 El Nino canonical events

When the direction of the circulation cell and the ocean current reverses, This

situation is called "El Nino,” or "El Nino canonical,” and is shown in Figure 3a.

In this case, meteorological conditions also reverse: a depression over the American
continent and an anticyclone over the Australian islands. The upwelling of cold
water along the Latin American coasts stops and the warm pool extends through
the east side, causing a clear increase in temperatures in the region. (Ashok and
Yamagata 2009).

The different meteorological aspects of El Nifio reinforce each other (positive feedback
loop, i.e the Bjerkness feedback, see Figure 2). However, the initial triggers for an
El Nifio event are still a subject of controversy (Saint-Lu and Leloup 2016; Eusebi
Borzelli and Carniel 2023). It is could be either:

e A. Initiation by atmospheric dynamics: weakening of trade winds and/or
activation of WWB (westerly wind bursts). The latter would be a key triggering
factor. Indeed, the correlation coefficient between the annual frequency of
150°E WWB and the year-end ENSO observation is 0.82 (Eusebi Borzelli and
Carniel 2023; M. Wang andothers 2023).

e B. Initiation by oceanic dynamics: Less water is brought up to the surface
(reduction or cessation of upwelling), and the upwelled water is warmer (lowering
of the thermocline) along the Latin American coast (Eusebi Borzelli and Carniel
2023).

e (. Initiation by changes in oceanic temperature: expansion of the Warm Pool
and/or increase of SST in the East (Eusebi Borzelli and Carniel 2023).
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A. Atmospheric dynamic B. Oceanic dynamic

Reduction\of the temperature difference between the West and the East

C. Changes in oceanic temperature

Figure 2: Positive feedback loops in El Niio Event. Red arrows represent the
Bjerkness feedback

El Nino episodes almost always occur in n the summer of the Southern Hemisphere,
typically peaking in December, after which their intensity rapidly decreases. Most
of the time, their total duration is less than 12 months (M. Chen and T. Li 2018).

These abnormal conditions can have a variety of consequences, ranging from floods
and a decrease in fishery resources (related to the absence of upwelling) in Latin
America to droughts, fires, and an increase in epidemics for Australia and its islands.
However, the consequences are not limited to the tropical Pacific Ocean but extend
globally. During EI Nino years, the global temperature increases. That is why the El
Nino phase is referred to as the "warm phase” of the ENSO phenomenon (Gurdjian
2023; Ashok and Yamagata 2009).

2.3 La Nina canonical events

La Nina situations correspond to a strengthening of normal conditions: the trade
winds blow stronger, the warm pool is reduced (more confined to the Oceania region),
upwelling is more pronounced, and the thermocline is even closer to the surface
as one moves towards Latin America. This can be seen in Figure 3c. Naturally,
the meteorological conditions in Oceania and Latin America are similar to those
described in the Section 2.1, dedicated to ENSO-neutral (Ashok and Yamagata
2009).

Generally, a La Nina episode is triggered shortly after an El Nino episode has

completely finished. These are negative feedback loops, mainly associated with

20



thermocline depth, that lead to a transition from El Nino to La Nina. However,
unlike El Nino, once La Nina conditions are established, the phenomenon lasts much
longer. Indeed, once its peak is reached, the intensity decreases slowly over the first
6 months and then evolves either into an ENSO-neutral situation or into another La
Nina episode. This latter situation corresponds to a phenomenon called "multiyear
La Nina” (M. Chen and T. Li 2018; Saint-Lu and Leloup 2016; D. Dommenget
andothers 2013).

Similar to El Nino, La Nina has meteorological consequences on a global scale, but
they are considered less severe than those of El Nino. They correspond neither to the
“opposite of El Nino consequences” nor to the "amplification of the ENSO-neutral
condition”. La Nina is referred to as the “cold phase” of the ENSO phenomenon, as

the Global temperature is lower during this phase (Saint-Lu and Leloup 2016).

2.4 Modoki events

The major difference between canonical events and Modoki events lies in the fact
that the temperature anomaly is located in the central Pacific. That’s why they are
also called CP (Central Pacific) El Nino or CP La Nina, in contrast to canonical
events, which are also called EP (Eastern Pacific) El Nino or EP La Nina. Moreover,
Modoki events would have a more meridional extension than canonical events (D.
Dommenget andothers 2013; Pal andothers 2020).

They are controlled by different dynamics than canonical events. The causes that
would trigger the onset of these events are multiple, varied, and not yet well understood.
Even though more and more studies are made to understand their functioning,
Modoki events are much less well-known than canonical episodes. They are also
less easy to detect. Indeed, the most commonly-used current indicators generally
lead either to an omission of these events or to an impossibility of determining
whether it is canonical or Modoki (D. Dommenget andothers 2013; Kulkarni and
Siingh 2016).

They also have global-scale consequences, but they differ from the consequences

of canonical events and are still uncertain. (Dogar andothers 2019).

On one hand, El Nino Modoki corresponds to a warm anomaly in the central
Pacific (associated with a depression), surrounded by cold anomalies to the west

and east (associated with anticyclones). These conditions are represented in Figure
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3b. Almost always, an El Ninno Modoki episode is less powerful than a canonical El

Nino episode but they would be as powerful as canonical La Nina events.

The first theory to explain the onset of El Nino modoki condition is, unlike canonical
El Nino events, El Nino Modoki may not be triggered by WWBs (or the WWBs
would blow much less strongly), which would not induce the thermocline response
to the east. Some hypotheses highlight the importance of SST anomalies or propose
a subtropical and extra-tropical origin linked to SLP variability (D. Dommenget
andothers 2013; Pal andothers 2020; He andothers 2021; Jin-Yi Yu and Lee 2010;
J.-Y. Yu and Kim 2011; Jadhav andothers 2015).

On the other hand, La Nina Modoki corresponds to a cold anomaly in the central
Pacific (anticyclone) surrounded by warm anomalies (where depressions form). These
specific conditions are schematically represented in Figure 3d. They would be slightly
more powerful than canonical La Nina events. This type of event would occur after a
canonical El Nino if the extratropical and subtropical SLP conditions are "favorable”
(D. Dommenget andothers 2013; Pal andothers 2020; J.-Y. Yu and Kim 2011).
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a El Nifio b El Nifio Modoki

Figure 3: Schema of different ENSO conditions.

a. El Nino canonical; b. El Nino modoki; c¢. La Nina canonical; d. La Nina modoki.
Color code: water temperature (red for warm and blue for cold).

Green arrows: atmospheric circulation.

Blue arrows: oceanic circulation (Ashok and Yamagata 2009).

Black arrows: thermocline movement.
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3 Third part : Mathematical and Computational
Aspects

This theoretical part provides the foundations necessary
for the understanding of two fundamental mathematical

concepts within this thesis: the CWT and wavelets.

For their comprehension, it is inevitably necessary
to address the Fourier transform and the convolution

product.

Following this, we will describe the methodology through

computational aspects, considering preprocessing, the

principles of the algorithm itself and its arguments.
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3.1 (General Theory

3.1.1 Fourier transform

Definition 1 (The Lebesgue space LP?). The space LP, with 1 < p < oo, refers to the
vector space of functions defined on R, measurable, and for which the p-th power of

the absolute value is integrable. Thus, we have:

(//]f|pdt<oo (1)

Hence, the space L' simply refers to a space of functions which are integrable.

Definition 2 (Fourier transform). If f € L', the function ¢ — e f(t) also belong
to L'. The positive Fourier transform of f with respect to y is denoted f and is

defined as: -
f) = [ st e )

The negative form is denoted f and is defined as:

f) = [ evar ®)

This is a parametric integral with parameter y and integration variable ¢. The
letter t is chosen to signify that the integral is performed over a time series. The
parameter y plays the role of frequency or angular frequency, and the Fourier

transform f corresponds to some average of all frequencies.

A function and its Fourier transform are two different views of the same function: the
function f corresponds to its temporal view and its Fourier transform f corresponds
to its frequency view. There is a unique correspondence between these two points of
view. Therefore, if it is possible to compute the Fourier transform from the function
(Equation 2 and 3), it is likewise possible to recover the function from its transform.
The Fourier theorem establishes a connection between a Fourier transform and its

corresponding function.

Theorem 3 (Fourier theorem). If f € L? then its Fourier transform also belongs to

L?; in fact, the Fourier transform is a linear isometry from L? to L? and we have

f=f=2rf (4)
This can be accomplished using the IFFT (Inverse Fast Fourier Transform)
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function in Scilab (Oppenheim and Schafer 1975).

3.1.2 Convolution

Definition 4 (Convolution product). Let f and w be two functions defined on R. If
r € R and the function t — f(t) w(z —¢) € L' for all z, then its integral, called

‘convolution product’, is denoted as (f * w) and is given by:

(f *w)(z /f wlw — 1) di (5)

Due to the vector space nature of L' (see Definition 1), these conditions are
fulfilled as soon as f € L' and w € L',

In the context of this thesis, the function f will represent the time series (temperature,
ENSO index, etc.), and the function w will correspond to the "window” function.
Schematically, x represents the position of the window w center along the time

series and (f * g)(x) represents the data around x smoothed by the window w.

The window function we can be defined mathematically by ¢ — w ( > The definition
of the factor ¢ varies depending on the context, but it is always related to the
intrinsic size of the window we. Consider the temporal view: if the window has a
compact support (for example, as moving averages), the factor £ simply corresponds
to the size of the function. However, in most cases, the support is not compact
and another method is needed to account for the size. For instance, the factor £ for
Gaussian functions (and their derivatives), generally refers to the standard deviation

(or inflection point) of the curve.

The windows w should be a differentiable function, ensuring that the convolution
(f * w) is also differentiable.

Property 5. The derivative of the convolution f x w with respect to y is given by:

d d
T xw)(@) = (f * (@) (6)

Property 6. The Fourier transform of the convolution product is given by:

—

(frw)=fo (7)

Thus, executing the Fourier transform of the convolution (f * w) is roughly
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equivalent to multiplying the frequencies of the time series f with the frequencies of

the window w.

3.1.3 Wavelets

Definition 7 (wavelet). A wavelet, denoted as 9, is a function that belongs to L' N L?

and satisfies the following admissibility condition:

2

o0 ]w@)
/ P2 gy < (8)

o Yl

Property 8 (Admissibility condition). If the admissibility condition is satisfied, the
integral of ¢ is zero. Note that this is equivalent to saying that the Fourier transform

of ¢ at 0 is zero.

[ wya= [ o Ca [ v eva—io -0

For example, we have the "poor man’s wavelet” (Figure 4a), the "Mexican hat
wavelet” (Figure 4b), or the Morlet wavelet (Figure 4c). We can easily check that
their integrals are equal to zero. Note that for Morlet wavelet, the condition setted

by the Equation 9 is nearly respected because its fourier transform at 0 is "almost
equal to 07 (¢(0) = 4 1076).

Definition 9 (Continous wavelet transform). The CWT (Continous Wavelet Transform)
entails the convolution of f, defined on L?, with the wavelet ¢ for all positive values

of the size parameter &, and position x. It is given by:

r—1t\ dt 1

Wi = [ 0w (T5) F = § vl (10
£ 3 3

In other words, the wavelet ¢ assumes the role of w in Section 3.1.2. We can

observe that the factor % in (10), where £ corresponds to the size parameter of the

wavelet, acts as a renormalization factor, preserving some norm.

In the context of time-frequency analysis, we will perform the convolution product
between a wavelet ) and a time series f, over all possible window sizes &, and across
the entire time series. Low values of ¢ will be suited for low frequencies, while high

values of ¢ will be suited for high frequencies.
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Definition 10 (wavelet with m vanishing moments). A wavelet 1) has m vanishing

moments (m > 0) if

/oo thpt)dt =0 (11)

[e.e]

For every k € N such that £ < m,

Therefore, by definition (see Definition 7), a wavelet always has at least one
vanishing moment. The value of m corresponds to the maximum degree of the trend
polynomial for which the wavelet is blind. More precisely, if ¥ has m vanishing

moments and if P is a polynomial of degree at most m — 1 , we have:

Wi, = [ Pl (xgt) T (12

As we are primarily interested in periods, disregarding trends, the robustness of a

wavelet increases as its number of zero moments grows.

3.2 Preprocess
3.2.1 Interpolation and average

WIME requires the input signal with a constant time step. Thus, this step is crucial
to enable the use of signals with varying time steps. The temporal resolution can then
be upgraded (linear interpolation) or downgraded (averaging). As will be discussed

in Section 4.3, this is the case for the Bierset temperature data.

3.2.2 Borders effects

Borders effects occur when a portion of the window (wavelet v)¢) evaluates undefined
values of the time series f. As the size of the window & (or the target period)

increases, the quantity of data affected by the issue of edge effects grows.

Mathematically speaking, let us consider f, defined by a set of values y, with ¢
defined in the interval A=]0, n], where n is the total number of values present in the
time series (A C Np). At time step t, ¢ is defined over the set B = {ytfg, o ,ytJr%},
with £, the window size where § € Ny (B C Np).

The time series f will experience edge effects when ¢ — % < 0 and when t + % > n.

Consequently, the maximum size £ of the window for which the series f is not

affected by edge effects decreases as we approach the beginning or the end of the
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time series.

To address this issue, we extrapolate both ends of the time series. Therefore, the
size of the signal is artificially increased for analysis. The ”mirror” method, widely
used in climatology, was chosen for this thesis. Therefore, a "mirror” function was

implemented in Scilab to preprocess the signals before they undergo the WIME

algorithm.
Vte L=]—n,0], we have
f(t) = f(=t) (13)
Vte R=n,2n], we have
f(t)=f(2n—1) (14)

With this method, the frequency information and signal continuity are preserved.
In contrast to the periodic method, that causes jumps at the edges (the continuity
is not preserved).

An example of a cosine function (given by the formula y(t) = cos (%” . t), where
t is arbitrarily defined in the interval [—1.6, 15.6], is illustrated in Figure 5. The red
dashed vertical lines separate the initial function from its mirror on the left (on the
interval L) and on the right (on the interval R). They are located at 0 and n.
Furthermore, applying this method triples the size of the input signal, enabling the

detection of larger periods.

3.3 The WIME algorithm

The algorithm WIME, standing for Wavelet-Induced Mode Extraction, is designed
to extract the oscillatory components of a signal by performing CWT. A first version
was outlined in Deliege and Nicolay (2017) has since been adapted for this master’s

thesis.

3.3.1 The wavelet used in WIME

The "frequency view” of the wavelet used in WIME is represented by Figure 6a and

given by the mathematical formula below:

A s —(y=92)2
y) =5

Y(y) =sin (55

20 (15)
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Cosine function with a mirror effect
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Figure 5: Exemple of the "Mirror method” applied to function y(t) = cos (%” . t)
Red dashed line in 0 and in n (= 1720)

With €2, a parameter equal to 7/ % or approximatively 5.336446.

This wavelet is similar to the Morlet wavelet v,;, to which we have appended a

sinusoidal factor. This addition enables the wavelet to adhere to property (8) :

$(0) = sin(0) s = 0.

The "temporal view” can be obtained through the conversion of the frequency view
using the Fourier theorem (see Equation 4), thanks to the Inverse Fast Fourier
Transform (IFFT) function in Scilab. It is represented by Figure 6b, in which we

can notice its Morlet-like aspect.

This wavelet is robust, with 4 numerically vanishing moments (m= 4 in the context
of Definition 10).

3.3.2 Algorithm description

Before initiating the component extraction process, the algorithm inspects the

signal. It verifies that its dimension is correct, and returns an error message if
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it is not. To ensure that this new version of the algorithm takes into account the
effects added to the borders, artificially increasing the size of the signal (see Section
3.2.2), we also record the actual position of the beginning and end of the time series.

Finally, WIME removes the mean to obtain anomalies.

It then checks the other arguments introduced via the command line. It adds
default parameters if they are not all included (or if the value —1 is introduced
in their place) and returns an error message if there are too many arguments. Note
that all arguments, whether present initially or added for this work, will be detailed
in Section 3.3.3.

At each iteration ¢, the algorithm proceeds through a series of seven steps, described

below. It successively identifies the different periods and their variations over time.

The first step consists of performing the CWT of f (see Definition 9). This is
approximated by the function wmd_cwt, written in C and made available through
the FFTW3 library (Frigo and Johnson 2005). It conducts a series of Discrete
Wavelet Transforms (DWT), significantly enhancing computation speed. For each
window size ), the result is a matrix A;, containing an energy value for each time
step and; and a matrix argW;, containing the future arguments of the cosine function

(see later in this subsection).

The second step involves a simple averaging ¢ for each window size ¢ over time,
across the entire signal. This is thus an average of all columns of the matrix A;. It

is performed by the function spectrum, and the result is identically named.

After obtaining this spectrum, the algorithm searches for the most "relevant” maximum,
which is considered as the "mean peak period”, denoted as 5_;‘ within the mathematical
framework. This is achieved by the functions fregband and fpeaks. This third step
has undergone the most changes. Indeed, since this method had proven effective
on theoretical signals, it seemed interesting to adapt it to empirical climate signals.

Two modifications significantly improved them:

e Integration of Concavity: In the initial version of WIME, all peaks of the
spectrum were detected but only the most energetic one was retained. In
the context of this work, we also considered that the second derivative of the
spectrum at peak locations should be less than a threshold, defined by the

user’s arguments (it must be "sufficiently negative”). If multiple peaks meet
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this condition, the most energetic one will be retained. If none of the peaks
meet this condition, the threshold is reduced by a factor of 2 until peaks

meeting this condition are found.

e Noise Neglect: Periods shorter than a certain threshold, also defined by the

user, are not considered.

Following the detection of the "mean peak period” _;*, we analyse its temporal
evolution in the fourth step (function findridge). In the previous version of WIME,
the range within which the "peak period” & could vary upon its temporal position
within the series. This presented an issue as it could lead to a gradual reduction in
the period value, often converging into the noise zone with no escape. Such errors
were pronounced, particularly when we surpassed the first (most energetic) periods.
Consequently, a decision was made to impose fixed boundaries (adjustable by the
user prior to programme execution) of the zone in which the maximum could be
located. These bounds (lower bound and upper bound) depend on the position of
the inflection point (IP) of the Gaussian-like curve (of the maximum £ related to
this iteration). IPs are detected by differentiation. Note that in this new version of
WIME, it is impossible to have an upper bound higher than the maximum frequency,

and it avoids some errors.

Subsequently, WIME initiates by selecting ty, the most energetic point within the
zone between the two established bounds. This ¢, position serves as the starting
point for WIME to progressively compute the period for each time step (forward
and backward from t;). At each time step, it will create a spectrum corresponding
to the energy value at that time, considering only the premise zone. If there are
no maxima, the period value remains unchanged. If there are multiple maxima, it
will choose the most energetic one. The temporal evolution of the period is then

extracted and referred to as the ridge.

The fifth step consists of extracting the sinusoidal component ¢; associated with

the ridge. It can be obtained using the formula:
ci(t) = 2| A7 (8)] coslargWi(t)] (16)

The argument argW; of the cosine component embed both frequency and phase !.

Amplitude A}, frequency, and phase all vary over time.

1 ko 1 *
argWr =2 = 0] + o5 (1)
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An example of such a component is provided below (Figure 7). One can observe
variations in frequency (period lengths) in amplitude (heights of extrema), and in

phase.
53-months period of SOI
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Figure 7: Example of a component extracted by WIME

The sixth step simply involves subtracting this component ¢; from the signal to

obtain the residue r;:

At the first iteration (i=1) rmn=f—ac
At the second iteration (i=2) 719 =171 — o
At the third iteration (i=3) r3 =1y —c3

etc.

The seventh and final step generates graphs (if requested by the user through

command line), and saves them in PNG format. It includes:

e Matrix A;: Energy is depicted for each time step (rows) and for each window
size & (columns). The higher the energy, the closer the color tends towards
red. The ridge, and in the new version, the bounds, are also depicted on the

matrix.
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e Spectrum &: The position of the chosen maximum g is also displayed on the

spectrum.

Once these seven steps are completed, the algorithm saves, if requested by the user,

the results of all iterations 7 as text files.

3.3.3 Arguments

For the purpose of this master thesis, we were interested in 4 parameters (in addition
to the signal f) that were already present in the initial version of WIME. Firstly,
there is a visualization argument (visu). When it is set to 1, the graphs are displayed
(and now saved). The other arguments are stored in a vector called wavpar, which

includes:

e nOct: the number of octaves. The default values (—1) correspond to the

largest possible number of octaves. We set it at 40.

e nVoice: the number of voices between the octaves. We set it at 40 and -1 (the

largest possible number of voices).
e nlter: the number of iterations i, and thus the number of detected periods.
For the purposes of this work, the following 7 parameters have been added.

e Resolution argument resol: argument that takes into account the time step
used. By default, this parameter is set to 1, which means that all period values
(in text files and in graphics) will be given in the unit of the input signal f.
However, if one wishes to keep the period values in “days”, the value of this
argument corresponds to the number of observations present per hour. Thus,

for example:

Daily data (Bierset) resol = 1

Data every three hours (Uccle) resol =8

Hourly data (Bierset) resol = 24

Monthly data (ENSO signals)  resol = 0.0328767(= e < Toys T o mmonth)

e Noise argument per_min: the minimum period below which periods are considered
as noise. If the resolution argument has been modified, this period must be
specified in days. In the context of this work, and more generally in the field
of climatology, we consider this period should be set to 90 days. If one does
not wish to have a minimum period, for example when detecting daily periods

(as in the case of Bierset), it suffices to give a negative value to this argument.
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e Concavity argument seuil_concav: the maximum threshold of the second
derivative of the signal at the location of the maximum. Beyond this threshold,
the maximum is considered "too flat” to be retained. As we will see later, this

argument has been optimized to provide the best possible results.

e Zone argument bande: an argument modifying the zone in which the period

can vary along the time series.
Tolerance Range = |€ — I Py * bande| + |€ — I Piignt * bande| (17)

As for concavity argument, the value of this argument has also been optimized

to obtain the highest quality results possible.

Note that for certain particular periods, we added conditions in the code in

order to obtain the most "relevant” zone.

e Border effects argument border_ef fect: This takes into account the borders
effects when creating graphics and text files. Indeed, only the period values
for the initial signal (without the borders effects) are of interest to the user
and thus need to be saved. If it is set to 0, WIME considers that no borders
effects has been added in the pre-processing. If it is set to 1, WIME considers
that the signal has been tripled, as is the case with mirror and periodic effects.
Therefore, this is the default value and what we will use in the context of this

master thesis.

e Save argument (for text files) and filesname (for text files and figures).
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4 Fourth part : Temperature analysis

After reviewing all the necessary theoretical aspects, we
will apply the WIME algorithm to a first time series: the
Bierset temperatures. This will allow us to understand
that the algorithm works, firstly because it enables the
reconstruction of the time series and, secondly, because

it allows the detection of periods that are explainable by

climatic processes
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4.1 The Bierset temperature data (1956-2023)

The Bierset weather station is situated 9 kilometers west of Liege’s city centre, on
the northern edge of the Meuse valley, at an elevation of 175 meters. The station

reports an average temperature of 8°C.

This station recorded an observation every 3 hours (from 1956 to 1981) or hourly
observations (from 1981 to 2023).

It should be noted that the different sinusoidal components ¢; are by definition
centered at 0. Therefore, we subtracted the mean from the temperature observations
to achieve consistent results between the model and the reconstruction. We obtained

the "centered temperature”.

Centered temperature = Temperature — Temperature (18)

4.2 Periods larger than 3 months
4.2.1 Arguments chosen

The centered temperature data for each day was averaged to provide a single value
per day (temporal resolution degradation). Thus, the resolution argument is set to
1 (daily resolution). This had little to no impact since we are looking for periods of

at least three months (noise argument = 90).

For the zone and concavity arguments, we attempted to employ values that would
lead to the most accurate modeling possible. To assess the validity of models, we

will use correlation and root mean square error (RMSE) indicators.

If O represents data observed, M represents the reconstructed data, and n is size of

the time series, we can calculate these indicator as:

" (0, —O)(M; — M
Correlation = 2.iz1(Oi _ O)(M, ) —— = cov(0, M) (19)
\/Z:'L:l(oi - 0)? Z?:l (M; — M)? 900M
" (O, —M)? 1
RMSEStand = \/Zl_l( n ) ’ % (20>

We ran the programme with zone argument values ranging from 0.5 std to 3 std (at
intervals of 0.05 standard deviations) and assessed the quality of the results. The

value that provided the best reconstruction, where the correlation peaked and the
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RMSE reached a trough, was 1.4.

We thus retained this zone value and ran the model with different values for the
concavity argument, spanning different orders of magnitude. It appears that very
small concavity values yield the best results. The chosen value for the concavity
argument is 0.001 (below this value, no further changes occur). This result means

that periods will be selected solely based on their amplitudes.

We applied the mirror effect, which implies that we set the border effect argument
to 1.

4.2.2 Reconstruction and validation

It is feasible to aggregate the sinusoidal components (by simple addition) to formulate
models capable of "reconstructing” the values of the several indices. We can then

naturally compare this "model” to the observations and evaluate its quality.

We compiled models that include from 1 to 15 first periods. As we add components,
we observe that the correlation value increases and the RMSE decreases, indicating
in both cases an improvement in the quality of the modeling. But the importance of
this improvement decreases. This effect, shown in Figure 8, was expected because,
given the structure of the code (Section 3.3.2), the added periods are progressively

less energetic.

With 6 periods, we reach a correlation value of 0.86 and a RMSE of 3.14 °C.

Even with additional periods, we never reached a 0.87 correlation.

4.2.3 Periods

These first 6 periods are represented on the spectra (Figure 9). Certainly, they are

classified from the most to the least relevant (based on amplitude).

e Period 1: 364.7 days (1 year). This first period is the year and is much more
significant than the others. Indeed, its amplitude is equal to 3.57°C, which
corresponds to a variation of 7.14°C (twice of the amplitude). It has over 9
times more energy than each of the other periods (taken separately).

This obviously corresponds to the Earth’s orbit around the Sun.
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Figure 8: General validation of Bierset temperature modelization.
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e Period 2: 92.8 days (3 months), with a 0.5°C amplitude. This period is at
the threshold of the zone considered as noise. We tried to slightly increase

the noise argument to avoid this period, but it impacted the correlation and
RMSE?.

e Period 3: 188.8 days (6.2 months). It has a 0.4°C amplitude and indicates

slightly random variations over time.

To understand the origin of the 12-hour period, we ran the WIME algorithm on
an artificial file that simulated temperatures between -1 (sunrise and sunset)
and 1 (sun at zenith) for 10 years. The times are the actual sunrise, sunset,
and zenith of the sun, which vary throughout the year. Then, the values were
interpolated using splines to obtain a value for each hour. Note that, because
the file is not expressed in degrees, the amplitude is obviously not comparable

to the amplitude of Bierset temperatures.

The initial spectrum of this theoretical file is presented in Figure 10, where
we can observe that the 4th period corresponds to 6 months. This indicates
that this half-year period in the real observation data can be explain by an

ephemeris phenomenon.

e Period 4: 913.7 days (2.5 years), with an amplitude of 0.2°C.

It is clear that this corresponds to the 30-month period, as previously discussed

by Mabille andothers 2012. This is associated with variations in two climate
indices: AO (Arctic Oscillation) and the NAO (North Atlantic Oscillation).
These indices affect stratospheric advection patterns and, consequently, temperatures.
The regions most influenced by variations in the AO and NAO are Europe
(where Bierset is located) and Asia, and indeed, these are the areas where

this cycle is most clearly observable (Mabille andothers 2012; Zhou andothers
2001).

e Period 5: 2329.2 days (6.4 years): this period varies from 5 to 7.8 years.
e Period 6: 262.4 days (8.6 months): this period varies from 6 to 11 months.

e Period 7: 8 659 days (23.7 years): this seventh period is also discussed here

because it has a similar amplitude value (0.2 °C) and also, it can have a physical

2The correlation falled at 0.84 and RMSE was blocked at 3.3°C
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explanation. This cycle varies between 18.8 to 25.3 years. It could be more
since 25.3 years is the maximum period detectable for this length of time series

given to WIME in this simulation).

Indeed, it is related to solar activity, that follows a well-known 11.2-years
cycle. However, every 11 years, the polarity reverses, leading to a complete
cycle of approximately 22 years, which could correspond to this seventh period

(NASA 2011; Mabille 2014).

4.3 Daily periods

The WIME program was run with hourly temperature data. Thus, before 1981, a
linear interpolation was performed to increase the temporal resolution from 3 hours

to 1 hour.

Regarding the arguments, we chose the same ones as for longer periods, except
that we did not set a minimum period (noise argument = -1), and the resolution

argument was naturally set to 24.

The only two daily periods found using this methodology are:

e 24 hours: This period has an amplitude of 0.76°C, which is nearly 5 times less
than the annual period. It is actually the second most significant period.

It obviously corresponds to the Earth’s rotation.
e 12.2 hours: This period has an amplitude of 0.23°C, so 15 times less than the

annual period.

This half-day period should correspond to a similar effect as the 6-months
period (see Section 4.2.3). Indeed, a 12-hours period also emerges in the the
theoretical file (third period on Figure 10).
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Figure 9: Spectrum of the Bierset temperature.
Vertical solid lines show main periods.
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Figure 10: spectrum of artificial temperature, ranging from -1 (sunrise and sunset)
to 1 (sun at zenith)
Vertical solid lines show main periods.
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5 Fifth part: ENSO signal analysis

Since WIME works on temperatures, we will apply it to
two indices that characterize the ENSO phenomenon:
one focusing on the oceanic component, and the other on

its atmospheric component.

We will reconstruct these two indices and evaluate
the quality of the reconstructed signal. Special attention
will be paid to how the two phases (Nino and Nina) are

reported.

Moreover, a description of the different periods will
be made, considering their evolution (in frequency and in

amplitude).
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5.1 Different time series (1951-2023)

Two databases were used: the Oceanic Nino Index (ONI) and the Southern Oscillation
Index (SOI). These indices are the most commonly used to describe the phenomena
of "El Nino” and "La Nina”, which we will consider as canonicals. Both databases
cover the same period (from 1951 to 2023). Conducting a parallel analysis of these
two databases is noteworthy because they correspond to two distinct methodologies

for illustration of the ENSO phenomenon.

e ONI (Figure 12a): This corresponds to an anomaly of the sea surface temperature
in the Nino 3.4 region (shown in Figure 11), with the base period reflecting
a 30-year average. This region extends from 170°W to 120°W and from 5°S
to 5°N and can be considered as a measure of the "oceanic component” of the

ENSO phenomenon (NOAA 2024b).

This anomaly is calculated monthly, and a 3-month running mean is then

applied (NOAA 2024b).

NOAA defines this index and allows for easy identification of whether the
system is in the "El Nino” or "La Nina” phase. If the indicator is greater than
0.5 (corresponding to a SST above 28°C, and thus to the expansion of the
Warm Pool) for at least 5 consecutive months, it is considered the "El Nifio”
phase. The ”"La Nina” phase occurs when the indicator is less than or equal

to -0.5 for at least 5 consecutive months. The data naturally come from the
NOAA website (NOAA nodate; NOAA 2024b).

e SOI (Figure 12b): This corresponds to a comparison between the sea-level
pressure in Tahiti (Pacific) and in the city of Darwin (Australia). The locations
are also highlighted in Figure 11. It can be considered as a measure of the

“atmospheric component” of the ENSO phenomenon.

The two SLPs are normalized with respect to the base period 1981-2010
(NOAA 2024c).

SLPaiisan ardize _SLP arwin,standardize
SO]: Tahiti,standardized D ,standardized (21>

O monthly

In this master thesis, anomaly values have been considered, relative to the

same base period.
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Figure 12b shows that this index is much more noisy than ONI.

Note that SOI is negatively correlated with ONI. Indeed, prolonged negative
values of this index indicate a positive anomaly in Darwin. In other words, it
means we can have anticyclonic conditions in Oceania, and so is an El Nino
situation. On the other hand, prolonged positive values indicate La Nina
(depression on Darwin). There is no precise value, neither for this prolonged
period nor for the threshold values to consider that we are transitioning into
an El Nino or La Nina event. The data also come from NOAA (NOAA nodate;
NOAA 2024c).

To facilitate a comparison between the results of the two signals, we will take
the inverse of the SOI signal (as in Figure 12b). Thus, the two signals will be
directly correlated, and positive (resp. negative) values will correspond to El

Nino (resp. La Nina) events.

120E 180 120W 60W
NINO 3.4
NINO 2
Il J|
: NINO 4 NINO 3
NINO 1
i A
Darwin SOI Tahiti
Pacific Ocean-NINO
120E 180 120W 60W

Figure 11: Location of the Nino 3.4 region, Darwin and Tahiti (N. Yu andothers

2021)

The correlation between the ONI and SOI (reversed) is equivalent to 0.73.

To define whether a period was an El Nino or a La Nina situation, we will use

the ONI definition (5 consecutive months above or below 0.5°C). These moments

should be identical for both signals since they account for the same phenomenon. In

Figures 12a and 12b, it is specified whether it is a "non-extreme” (ENSO-neutral),

"El Nino”, or "La Nina” situation. The sum of the 3 situations equals the total indices

database (875 months, so 72 years). This information is summarized in Table 1.
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Figure 12: ENSO indices on from 1951 to 2023. Red (resp. blue) curves represent
El Nino (resp. La Nifia) periods, based on ONI criteria.
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Following what was seen in the theoretical section (Section 2), La Nina periods
are on average longer (1 year) than El Nino periods (9 months), and this effect
seems even more significant when analysing the graphs. Indeed, we can see that El
Nino periods appear more often as strong, singular peaks, whereas La Nina events
are less important but generally multi-peaked. This is consistent with the nonlinear
nature of the ENSO phenomenon and the "Multiyear La Nina” events detailed in
the theoretical (Section 2).

Situation number of events Average length
El Nifo event (red curves) 23 events (215 m. or 25% of the database) 9.3 months
La Nina events (blue curves) 19 events (229 m. or 26% of the database) 12.1 months
ENSO-Neutral or non-extreme (black curves) 431 m. or 49% of the database /

Table 1: Occurence and period length for the differents ENSO situations

5.2 Arguments chosen

Similarly to temperature analysis (Section 4.2), the resolution argument is set to
0.0328767, which corresponds to %, where d is the average number of days in a month,
and the noise argument is equal to 90 (this still corresponds to 90 days given the

change in resolution argument).

Then, we optimise again the concavity and the zone arguments, with the same
methodology as for temperature. It is particularly relevant to do it in these part
because changes in these arguments create a bigger gap in the results for ENSO

indices than for temperature data.

When using at least 2 components, the analyses reveal a noticeable degradation in
modeling precision for both the smallest and largest zone argument values. Within
this range, there exists a plateau where the quality experiences minimal variation
with changes in the argument value. However, the position of this plateau varies
depending on the index (ONI or SOI) and the number of periods considered. To
maintain consistency in the results, it will be necessary to consider a value of the
zone argument that ensures good quality regardless of the ENSO index, the periods,

or even the statistic index (RMSE or correlation) considered.

Between 1.25 and 1.6, it seems that there is a plateau regardless of the case considered.
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We opted for a value situated at the midpoint of this range, specifically, a zone

argument of 1.425.

Afterward, we retained again this zone value and ran the model with different
values for the concavity argument. An initial observation is that the quality steadily
deteriorates when this argument is >1.6 and when it is <0.05. Between 0.05 and 1.6,
the quality fluctuates. Two plateaux of higher performance are observed: between
0.05 and 0.5 and between 0.8 and 1. We have therefore chosen to assign a value to this
argument at the centre of the larger plateau, namely a value of 0.275. Thus, unlike

temperatures, taking into account the concavity of the peaks enhances the modeling.

Finally, the mirror effect has been implemented(and the border effect argument

was set to 1).

5.3 Reconstruction and validation
5.3.1 General validation

Firstly, we will identify which periods play the biggest roles in the reconstruction of
these two indices (ONI and SOI). Notably, Figure 13 illustrates their contributions
using the statistical indicators of correlation (Equation 19 for Figure 13a) and RMSE
(Equation 20 for Figure 13b).

As we add components, we observe that the correlation value increases and the
RMSE decreases, indicating in both cases an improvement in the quality of the
modeling. Note that this increasing with periods adding is really important. This
indicates that the phenomenon is complex and that multiple periods are crucial for
its explanation and prediction, in contrast to temperatures, where the annual period

alone could explain the majority of the temporal evolution.

The graphs of Figure 13 highlight that the first six periods contribute the majority
of the information and a "plateau” formation is observed for the subsequent periods
(after the black dotted line on Figure 13).

Therefore, for the remainder of this work, we decided to include only the first six
periods in the modeling. The values of these indicators are listed in Table 2, which
shows that the ONI index is much better modeled than the SOI index.
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Figure 13: General validation of ENSO indices modelization. Blue curves refer to
the ONI index while pink curves refer to the SOI index. Black dotted lines show the
start of the plateau.
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ENSO Index Correlation RMSE
ONTI (based on SST) 0.94 0.29 °C (standardised 0.35)
SOI (based on SLP) 0.76 1.33 (standardised 0.65)

Table 2: Correlation and RMSE between modelization (with the first 6 periods) and
observations of ENSO indices

The reconstruction models are presented by the blue (for ONI) and red (for SOI)
curves in Figure 14. When compared to the observational data (black lines), we
observe a strong alignment. In most cases, the peaks are underestimated, meaning
that the strength of the events is modeled as being less intense than they actually

are.

5.3.2 Extreme events validation

We calculated the correlation value and RMSE by separating the databases based
on the Pacific situation (Table 4). This resulted in three new restricted databases:
one comprising solely ENSO-Neutral months, another containing "El Nino” months,

and a third consisting of "La Nina” situations.

We can observe a significant reduction in correlation compared to the complete

Database (ONI) Correlation | RMSE

El Nifio (Red curves on Figure 12a) 0.85 0.32°C

La Nifa (Blue curves on Figure 12a) 0.71 0.29°C
ENSO-Neutral(Black curves on Figure 12a) 0.74 0.28°C
Complete database (previously mentioned in the table 2) 0.94 0.29°C

Table 3: Correlation and RMSE between modelization (with the first 6 periods) for
ONTI signal depending on the ENSO situations (ONI criteria).

database. This can be simply explained by the intrinsic normalization in the correlation

formula, leading to a decrease in correlation for small databases.

Regarding correlation, we can see that El Nino events are the best modeled, while
performance is weakest during La Nina situations. Concerning the RMSE, it is
similar for all ENSO situations, although it is slightly higher for El Nino events.
This could be explained by the larger peaks for Nino situations in the ONI database,

which the model often tends to underestimate.
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Figure 14: Comparison between modelization (first 6 periods) and observations for
ENSO indices. Black curves stand for observation and coloured curves stand for
models data.
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For the SOI signal, we observe the same effect of decreased modeling quality with
database separation. The correlation values on the complete database, already lower
than for ONI, reach very low values. Correlation is significantly better during events
(El Nifio and La Nina), while RMSE is higher. This can again be explained by the

same effect of peak underestimation.

Database (SOI) Correlation | RMSE
El Nifio (Red curves on Figure 12b) 0.59 1.17
La Nina (Blue curves on Figure 12b) 0.60 1.34
ENSO-Neutral(Black curves on Figure 12b) 0.48 0.98
Complete database (previously mentioned in the table 2) 0.76 1.33

Table 4: Correlation and RMSE between modelization (with the first 6 periods) for
SOI signal depending on the ENSO situation (ONI criteria).

Another approach would be to focus solely on the binary detection of an event
(El Nifio or La Nifia), using the same ONI criteria®. The efficiency is given by the

formula below:

True Positive + True Negative

Ef ficiency = (22)

Complete datablase
The efficiency is 0.90 for El Nino events and 0.89 for La Nina events.
The remaining 10-11 percent is distributed between "false negatives” (events observed

but not modeled) and "false positives” (events modeled but not observed), as quantified
in Table 5.

Events (ONI) El Nino La Nina
False negative | 4% (35 months) | 4% (54 months)
False positive | 6% (37 months) | 7% (58 months)

Table 5: Occurance of "false positive” and false negative” for ONI modelized index

Table 5 also reveals that there are more false positives than false negatives, indicating
that the model tends to overestimate the number of ENSO events (both Nino and
Nina). This might seem counterintuitive given that we stated previously that the

model causes an underestimation of the peaks. The explanation for this surprising

3There is no sense in doing SOI because of the ONI criteria chosen for determine Nifio and Nifia
events
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result is that the model actually overestimates the duration of the events rather than
their number (see Table 6).

Events (ONI) El Nino La Nina
Observed number of events 23 19
Predicted number of events 23 17

Observed average length event | 9.3 months | 12.1 months
Predicted length event 10.2 months | 14.7 months

Table 6: Occurrence of "false positive” and false negative” for ONI modelized index

For El Nino situations, the model predicts as many events as were actually
observed. It thus predicts an average duration of 10.2 months (compared to 9.3
months for the observations). For La Nina situations, the model predicts fewer
events than those observed, which increases the average duration of the event to
14.7 months, which could correspond even more closely to reality according to the

literature.

If we consider event detection as a whole, that is, if we look at whether the model
detected an El Nino occurrence at the time it was observed, without accounting
for a potential difference in the length of the event, the model based on the ONI
index detects all El Nino events. Specifically, there is one false positive in the entire
dataset, which is compensated by the fact that the model joins two events (which
were separated in the observations). Regarding La Nina events, there are actually 3

false negatives and 1 false positive when considering the events as a whole.

5.4 Periods

We extracted the first periods of these indices. These periods and their amplitudes

vary significantly over time (unlike the temperature periods, see Section 4.2).

Through approximations, one can identify consistent periods irrespective of the
ENSO index calculation method. It is worth emphasising, however, that the algorithm
does not attribute equal "relevance” to these periods. Hence, the period lengths
appear to match (Table 7). Moreover, periods that we can observe in only one index
(B and F lines in Tab 7), are the sixth periods, so one of the less relevant.

It should be noted that we also included the 7th periods in this table, even though
they were located after the plateau (and had very low energy), because they fit with

other more energetic periods.
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Approximate period

Mean peak periods for ONI

Mean peak periods SOI

A. 12.5 years (low)

Period 4 (148.1 months)

Period 1 (150.7 months)

B. 9 years (low)

Period 6 (108 months)

/

C. 4.0-6.50 years (mid)

Periods 3 + 7 (62.3 and 58.1 months)
Period 1 (44.0 months)

Periods 5 + 7 (78.0 and 47.2 months)
Period 3 (53.3 months)

D. 2.5 years (high)

Period 2 (27.1 months)

Period 2 (29.6 months)

E. 1.4 (high)

Period 5 (16.7 months)

Period 4 (17.6 months)

F. 1 year (high)

/

Period 6 (12 months)

Table 7: Period in ENSO indexes, generated by WIME

All periods over 7 years will be considered "low frequency.” Those between 3 and

7 years will be referred to as "mid-frequency,” and those less than 3 years will be

classified as "high frequency.”

If we analyse how mid-frequencies period evolve along the time series (C in Tab
7), the best combination seemed to assimilate period 1 (ONI) to period 3 (SOI) on

the one hand, and the sum of the two other mid-frequencies periods on the other

hand, after exploring all possibilities.

5.4.1 Low-frequency period

The lowest frequency period is around 13 years (row A in Table 7). Figure 15 shows

how it evolves over time. A primary observation reveals the remarkable similarity in

values and behavior between the two components. They exhibit near-perfect phase

alignment (Figure 15) and demonstrate an almost identical evolution in frequency

and amplitude.

Concerning frequencies, both peak around the 1950s at a value of approximately 182-
184 months. following this, there is a relatively steady decline until 1997 (for SOI)
and 2002 (for ONI), until the value of 134-136 months is reached. Finally, a renewed

increase is observed, reaching the current value of 162-165 months. Consequently,

the period has fluctuated between 11 and 15 years (mean of 13.25 years, and mean

peak period of 12.5 years) for the entire time series.

Furthermore, it is notable that both indices exhibit an increasing amplitude over

time (accentuated in the years 2000s). It has nearly doubled for the SOI signal, and

almost tripled for the ONI signal. This effect contributes to increasing the strength

of El Nino and La Nina events.
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Figure 15: Evolution of the 12.5-years components for ENSO indices. Dark blue
and light blue curves refer to ONI signal while purple and pink curves refer to SOI

signal
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Finally, we can mention the 9-years period for the ONI signal (Figure 16), which
oscillates between 95.5 months (almost 8 years) and 119 months (almost 10 years).
The amplitude varies significantly. It decreased until 1986, by a factor of 7, before

re-increasing until now.
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Figure 16: Evolution of the frequency and the amplitude of the 9-years component
for the ONI indices.

5.4.2 Mid-frequency periods

The sum of the periods (row C in Table 7), shows that the two indices had a
similar and stable period between 1960 and 2000, around 10.5 years (which indeed

corresponds to the sum of the two periods considered in Table 7).

Before 1955 and after 2000, this combination of two periods deviates from this
average value. It decreases for ONI (down to 9 years) and increases for SOI (up to
12 years). This explains the phase shift of some components before 1955 and after
2000 between the two indices (Figure 17). The amplitude varies from simple to triple
and is maximal in the 1950s, 1960s, 1990s, and 2000s for both indices. This can also

be seen in Figure 17.
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Figure 17: Representation of the combination of two mid-frequencies periods or
ENSO indices. Blue curve refer to ONI signal while pink curve refer to SOI signal.
Black dotted lines represent the zone where the phase differ between the ONI and
SOI signals.

Regarding the single mid-period (second line of row C in Table 7), the two indices
experience large oscillations in periods (by a factor of 1.5) and amplitudes (by a

factor of 4). Oscillations are more frequent for the ONI index.

5.4.3 High frequency periods

For both the ONI and SOI signals, two high-frequency periods are consistently
observed: one around 1.4 years (row E in Table 7) and the other around 2.5 years
(row D in Tab 7).

Regarding the 2.5-year period, it tales periods value between 2 and 3 years. The
variations in amplitude and in frequencies are quite similar between the two signals,
but too numerous to be perfectly identical. The two signals are generally in phase
(Figure 18). This a really important period, for both WIME (2nd most relevant
periods for both indices) and the literature (Bruun andothers 2017; Jajcay andothers
2018).
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Figure 18: Representation of the 2.5-years component. Blue curve refer to ONI
signal while pink curve refer to SOI signal.

For the 1.4-year period, it takes a value between 1 and 2 years. The frequencies
of ONI are consistently slightly lower than those of SOI. The frequencies exhibit
smaller variations (up to a maximum of 1 year) but are more numerous than lower
frequencies (Figure 19a). Amplitudes varied significantly throughout the time series
(Figure 19b).

Finally, we can mention the annual period for SOI, which varies significantly and

frequently in amplitude.
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Figure 19: Evolution of the 1.4-years period for ENSO indices. Dark blue and light
blue curves refer to ONI signal while purple and pink curves refer to SOI signal
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6 Sixth part: Predictions

In this section, we will make a short- and medium-term

future predictions of the ONI index (up to 2-3 years).

Firstly, we will detail the extrapolation methods.
Secondly, we will validate the method by performing
numerous extrapolations on past data. Finally, we will

present predictions of the ONI index up to 2027.
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6.1 Method

In the algorithm description, we stated that the components were created using the

formula 16, rewritten below:
ci(t) = 2| A7 (8)] cos[argWi(t)]

The method involves extrapolating both the amplitudes A} and the arguments
argW; of the various cosine components ¢; for time steps ¢ that extend beyond
the initial length of the models, and consequently the observations, presented in the
previous section. These extrapolated values are then reintegrated into the formula

to obtain an extrapolated version of each component c;.

Predictions of the ENSO index will simply be the sum of these extrapolated components

C;.

6.1.1 Amplitude extrapolation

In the new version of WIME, amplitudes for each component and each time point
(month) in the time series can be directly extracted as a text file. Specifically, we

extract A7 for all ¢ and ¢. This signal will then be linearly extrapolated.

First, the final segment of each selected amplitude signal was determined. Two
criteria were tested to define which part was considered as the "final segment of the

signal”:
e From the last extremum to the last model value
e From the last IP to the last model value

After observing the extrapolations, the IP criterion appeared to be the most effective.

Therefore, we used this criterion for all amplitude signals.
Next, a simple linear regression was performed, resulting in:
Aty=mt+p (23)

where p is chosen so that the model amplitude value coincides with the amplitude
regression value at the last model value. Only values of ¢ greater than the length of

the model will be retained.
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Finally, to prevent excessively high amplitude extrapolations, the value of A} will
be capped if it exceeds the maximum amplitude ever calculated by the model (since
1951); and floored if it falls behind the minimum calculated. Simulating a decrease

at this stage would not be relevant due to the high uncertainties.

An example is shown in Figure 20.
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Figure 20: Evolution of the amplitude for 1st SOI component ¢; (black), with 20
years extrapolation (red)

6.1.2 Argument extrapolation

Similarly, we extract the signal argWW;* for all ¢ and ¢, but the extrapolation method

differs.

This signal ranges between —7m and 7, corresponding to the minima of the cosine
component 4. If the period and phase were stationary, the signal would exhibit a
constant slope between —m and 7 over a time interval of one period, then reset to

—7 to start a new cycle.

4Minima positions are at 7 and —m because cos(—7) = cos(7) = —1; maxima are at 0 because
cos(0) =1
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For extrapolation, we create this kind of sawtooth function by using the positions of
the two previous minima (at —m and 7) to determine the slope. Consequently, the
period and phase values will match those of the last complete cycle (between two

minima) observed in the model data and remain the same for all of the extrapolations
An example is shown in Figure 21. The irregular changes in periods and phases

between 1951 and 2023 (blue) are clearly visible, followed by a regular sawtooth

function for the extrapolation (red).

argW for ONI (composant 1)

ArgW

argW from WIME
— Extrapolated argW
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Figure 21: Evolution of the argument for 1st ONI component ¢; (black), with a 20
year extrapolation (red)

6.2 Validation

To validate this method, we will shorten the time series to perform the extrapolation
algorithm on already elapsed years (i.e. before 2024). This allows us to compare an

observed signal with an extrapolated signal for the same moment.

However, the quality of the extrapolations varies considerably depending on where
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the time series is truncated. To generalise, all possible truncations starting from
1981 were considered (a total of 504 simulations). 1981 was chosen to ensure that
all periods had experienced at least two complete cycles, enabling the extrapolation

algorithm to operate fully.

For each of these simulations, we compared the extrapolation with the observations
at each time step over 20 years of extrapolation. The average of these 504 simulations

is presented in Figure 22, which illustrates two types of results:

e Difference (dotted curves in Figure 22): This indicator corresponds to the

difference between extrapolated and observed data.

V5 € [1 : 240], corresponding to the number of months elapsed since the
start of the extrapolation, we have:
B Z?Eﬁ Extrapolated; ; — Observation;

Dif ference; = == 504 (24)

i corresponds to the different simulations. By averaging, I eliminate i, resulting
in an "instantaneous bias” value (but averaged over all simulations) for each
j. A negative value indicates an underestimation of the extrapolated values,

while positive values reflect an overestimation.

For SOI (pink dotted curve), a trend of underestimating the indicators becomes
evident, which worsens as the extrapolation extends further. More detailed
analysis shows that the extrapolation tends to underestimate the magnitude
of El Nino and La Nina events, consistent with the findings discussed in the

previous section (5.3).

Conversely, for ONI (blue dotted curve), the indicator remains close to zero,
ranging between -0.7 and 0.7°C for the first 10 years of extrapolation. This
suggests that errors are mainly due to noise, though there is also a slight

tendency to underestimate the magnitude of peaks.

e Absolute difference (continuous curves in Figure 22): This second indicator
takes the absolute value of each difference, and provides a direct measure of
the quality of the extrapolations. It offers a numerical assessment similar to
RMSE but was preferred for comparison with the classic difference (dotted

curves).
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V7 € [1 : 240], corresponding to the number of months elapsed since the

start of the extrapolation, we have:

504

Absolute dif ference = 2iz1

| Extrapolated; — Observation;|

504

(25)

Naturally, we expect this indicator to increase as j increases since we are
further from the intentional end of the time series (and therefore the modeling

is of lower quality)

For ONI (blue continuous curve), the values remain within an acceptable range
(below 0.5) for the first 21 months, indicating generally good quality. For SOI
(pink continuous curve), the values are relatively high, suggesting less accurate

extrapolations.

It is important to note that these averages mask substantial differences between the

simulations. Another approach is to examine the correlation between extrapolated
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Figure 22: Difference between extrapolation and modeling for the ONI index (blue)
and the SOI index (pink).

The dotted curves represent the difference (Equation 24), while the continuous curves
represent the absolute différence (Equation 25). The dotted black line is located at
0, separating underestimations from overestimations.
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and observed datasets (for the same months). To assess the predictive capability
of the algorithm, we created datasets ranging from 2 months (the first two months
extrapolated) to 20 years (240 m.) for each simulation. The average correlations

from the 504 simulations are presented in Figure 23.
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Figure 23: Correlation between extrapolation and modeling for the ONI index (blue)
and the SOI index (pink).

Initial correlations show lower values. However, this does not indicate poor modeling
but rather a lack of data for calculating the correlation. Between 13 months and
32 months, the correlation exceeds 0.7 for ONI, which corresponds to good quality.
After 3 years (36 m.), the correlation is still equal to 0.68. In contrast, for SOI, the

correlation never reaches 0.5, which is rather poor.

To address the initial issue of low correlations, we implemented an alternative
method for calculating these values. Instead of looking at correlations simulation
by simulation, we generated a continuous “extrapolated” signal (from differents
simulations) that contains the extrapolated index values for every time point. This
approach allowed me to calculate the correlation between this entire extrapolated

signal and the actual observed signal, leading to much higher correlation values.
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This operation was repeated for all the distance to the (artificial) end of the time

series, from 1 month to 20 years (240 m.). The results are illustrated in Figure 24.
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Figure 24: Correlation between extrapolation and modeling for the ONI index (blue)
and the SOI index (pink).
The black dotted line corresponds to 3 years (36 m.)

As seen, the initial correlations are significantly higher. For the ONI index, the
first correlation is equal to 0.92, which is very close to the reconstruction correlation
of 0.94 (See Section 5.3). However, the correlation gradually decreases as time
progresses, falling below 0.75 after three years. In contrast, the SOI index shows
notably lower correlation values throughout the extrapolation period, with a correlation
value of 0.68 after 1 month and 0.55 after 3 years.

Finally, to conclude this subsection, the quality of the extrapolations over time was

examined. Linear regressions and correlations were performed, and these indicators

were observed as a function of time. However, no significant trends were found.
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6.3 Future predictions

As discussed, the ONI predictions appear to be reliable for 2-3 years. The most recent
available data for 2024 (up to May 2024) were then added to the initial observation

signal to re-run the model and perform an extrapolation (NOAA nodate) which is

shown in Figure 25.

From May 2023 to April 2024, the ONI data indicated an El Nino situation, which
returned to an ENSO-neutral state in May 2024. The extrapolation data first show

a resurgence of the El Nino phenomenon until January 2025, a pattern previously

observed several times in past data (e.g., in 1970). Then, the situation transitions

to a Multiyear La Nina from April 2025 to December 2026.

The SOI index was not extrapolated due to its poor quality.

ONI index with 3 years extrapolation
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Figure 25: Observation (black curve) and 3 years extrapolation (red curve) for ONI
index. The black dotted lines represent the ONI criterium for Nino and Nina events.
Amplitude was extrapolated while phase and period were considered constant
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7 Seventh part: Discussion

To conclude this work, we will move on to a crucial step
in any scientific research: the discussion. It is divided

into two main elements.

First, the correspondence between the expected and
obtained results. In this subsection, we will critically
address the results of temperature and ENSO. To assist
this, we will connect the results obtained by WIME with
the existing literature, whether related to wavelets (and
more precisely Morlet-like wavelets) or nor. We will then
synthesise the evolution (in time and frequency) of the
different components and see how this could be related to

climate change.

The second element to be discussed covers the limitations
and perspectives of the work done. We will present the
usefulness of predicting this index, a new and more precise
extrapolation method, and new indices and phenomena

to which the method could be applied.

1)



7.1 Correspondence between expected and obtained results
7.1.1 Cycles in Temperature

As we saw in Section 4, the new version of WIME detected various expected cycles.
Indeed, the 1-year cycle (orbit around the sun), the 6-month cycle (ephemeris), the
30-month cycle (AO-NAO), and the 22-year cycle (sun) all have physical explanations.

Regarding the solar activity cycle, some cycles described in Mabille’s PhD (2014)°
were detected by WIME, although they are much less energetic (and thus not
mentioned in Section 4). Indeed, WIME detects the 18.2-month cycle® and the
39 month cycle’”, both linked to solar activity, although it should be noted that they

vary temporally.

Regarding the 43-month cycle studied by Pr. Georges Mabille, it was expected
that we would not observe it since it is induced by the ENSO phenomenon, whose

teleconnections in Europe are too weak to reveal this cycle at Bierset (Mabille
andothers 2012),.

Thus, we can say that the main cycles expected in the temperatures of Bierset
were all detected by WIME, confirming the robustness of the algorithm and its
improvement in this thesis. Consequently, we can hypothesise that it will also work
on ENSO indices.

7.1.2 Cycles in ENSO indices

The first factor that enhances confidence in the results is the observation that both

ONI and SOI indices, when analysed, show similar periods.

In addition, we have to consider the scientific literature, noting that it is more
complicated to determine the expected results for ENSO cycles due to the lesser

consensus in the literature compared to temperature cycles.

In Table 8, we compare the cycles detected by WIME (in both ONI and SOI signals)
with those identified in Mabille’s PhD (2014) and with findings from a broader range
of scientific literature (Bruun andothers 2017; Y. Li 2024; Ren and R. Wang 2023;

5Thesis conducted using a Morlet-wavelet analysis
Speriod 8: 17.9 months
"period 11: 37.0 months
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B. D. Dommenget and Al-Ansari 2023; Jajcay andothers 2018).

WIME Mabille PhD General litterature
12.5 years (low) - 12 years
4.0-6.50 years (mid) | 5 years (60 m.) | 4.3, 4.6, 4-5, 5, 5-6 years
2.5 years (high) 2.5 years (30 m.) 2.3, 2.5, 2.5 years
1.4 years (high) - 1.7, 1.8 years

Table &: Periods in ENSO indices

We can see that the four major cycles identified by WIME have all been described
in the literature. Low-frequency periods appear to be the least documented. The
12-year cycle was mentioned by Bruun andothers (2017), which hypothesizes a link
with the solar cycle and suggests that this could lead to prolonged periods favorable

to either El Nifio or La Nifia conditions.

Regarding mid-frequencies, the literature reports various cycles ranging from 4 to
6 years in all the cited scientific articles. However, we should note the 42-month
cycle (3.5 years), detected in wavelet analyses as well as in the literature (B. D.
Dommenget and Al-Ansari 2023; Bruun andothers 2017), does not appear in WIME’s

results.

The 2.5-year mode is detected in nearly all the mentioned literature and is believed
to have a major influence on ENSO. This period is associated with the quasi-biennial
oscillation, which corresponds to changes in wind direction and creates an alternation
between “strong” and "weak” years in the Indian Ocean and the Pacific (Jajcay
andothers 2018; Bruun andothers 2017).

The 1.4-year cycle, on the other hand, could potentially be associated with the 1.7-
1.8 year cycle (B. D. Dommenget and Al-Ansari 2023). This is the highest frequency
detected by WIME, as it corresponds to the timescale of a single ENSO event.

Both high-frequency periods would be influenced by mid-frequency periods, affecting
both their frequency and amplitude (Jajcay andothers 2018).

7.1.3 Potential impact of Global Change

According to several recent studies (Z. Chen andothers 2024; Jiang and Zhu 2018;

Xia andothers 2017), climate change is expected to increase the frequency, intensity

7



and lifespan of ENSO events. Thus, we can anticipate an increase in amplitude and
a decrease in period (therefore, an increase in frequency). These changes should be

observable in both past periods and future extrapolations.

The majority of amplitudes and periods have fluctuated. Therefore, while it is
interesting to consider recent increases or decreases for extrapolations, these do not

necessarily indicate a long-term change potentially induced by climate change.

In Table 9, the behavior of amplitude and frequency for both the ONI and SOI indices
over the past decades is summarized. The mention "Osc.” indicates an increase or
decrease of less than 10 years (and reflects frequent fluctuations throughout the time

series). From the 7 periods present (per index), we observe the following:
e ONI Amplitudes: 4 increases and 1 decrease

e SOI Amplitudes: 2 increases (corresponding to two of the three most influential

periods) and 2 decreases
e ONI Frequencies: 1 increase and 2 decreases

e SOI Frequencies: 1 increase and 2 decreases

Periods Amplitude Frequency
ONI SOI ONI SOI
A. 12.5 years (low) Osc. Osc.

_|_ -
B. 9 years (low) + /111111111711 - /1111111

C. 4.0-6.50 years (mid) | 4+ and - and | Stable and - | Osc. and Osc. | - and Osc.

Stable + Stable +
D. 2.5 years (high) + Osc. - Osc.
E. 1.4 years (high) - Osc.

- +
F. 1 years (high) | /////////]] Osc. /1111111111 Osc.

Table 9: Evolution (past and future) of the amplitude and frequency of different
periods (detected by WIME) in ENSO indices

"4” indicates an increase and "-” indicates a decrease

"Osc.” means that the change ("+” or ”-”) is too recent to draw conclusions

There would thus be a dominant trend towards an increase in the amplitude and
a decrease in the frequency of ENSO events. This conclusion does not quite align
with the scientific literature, which forecasts an increase in frequency in addition to
an increase in amplitude (Z. Chen andothers 2024; Xia andothers 2017).
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7.2 Limitations and perspectives

In this second subsection of the discussion, we address some of the choices made in
achieving the work relating to this Master thesis and examine to what extent they

represent limitations, which could also serve as potential avenues for future research.

7.2.1 A usefulness for predictions

The primary objective of predicting the ENSO phenomenon is to provide society and
its authorities with useful information for the mitigation of climate-related risks.
Each phase of the ENSO cycle is associated with consequences depending on the
region. Accurate predictions (both short-term and mediumterm) could therefore
enable society to adapt to and prepare for the impacts of these events, thereby

reducing negative humanitarian, societal, and economic consequences.

For example, protective measures could involve assuring help to (or even evacuating)
populated areas, choosing crops and agricultural practices suited to the ENSO phase,

developing supply policies, and implementing measures to protect biodiversity, etc.

A concrete and very recent example of an utility of predicting future ENSO events,
by proactive adaptation is detailed by Mugiyo andothers (2023). In Zimbabwe, El
Nino events have causes significant drought and lead to a considerable reduction
in maize yields. To mitigate the effect of the El Nino event in 2023-2024, the
Zimbabwean government has recommended several strategies for farmers, such as
planting drought-resistant crop varieties and selecting livestock species that are more

resilient to heat and water scarcity.

Furthermore, it would be valuable to investigate whether Earth System Models
(ESMs), such as those used in IPCC reports, can simulate these fluctuation periods
without the assimilation of observational data. If these fluctuations are reproduced
by ESMs, it would indicate that the periods in question are driven by the few forcing
factors included in these models, such as solar activity, aerosols, and greenhouse gas
concentrations. Conversely, if these periods are not well represented in the ESMs,
it would suggest that these models may need adjustments. Identifying these cycles
could then help improve the accuracy of current climate models by incorporating

the ENSO phenomenon more effectively.
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7.2.2 Periods and phase extrapolations

We have observed that the various cosine components vary in amplitude, frequency,
and phase. However, in the predictions section (Section 6), only the amplitude
was extrapolated, while the period and phase were assumed to be constant. This

represents a first limitation of the work reported in this thesis.
To allow for the extrapolation of the period, we can refer back to Equation 16.
ci(t) = 2[A7 ()] cos[argWi(t)]

As mentioned in Section 3.3.2, the term argW; encompasses both frequency and

phase, which evolve over time, as follows:

argW =2 + ¢ (1)

1
& (1)

With ¢} representing the phase and £ (¢) the period.

Thus, to further improve the quality of the extrapolation of the component ¢;, an
extrapolation of the period £f(t) was performed. This method is very similar to the
extrapolation of amplitude (Section 6.1.1), except that since the ridge function is
a step function, it was necessary to first perform a spline interpolation to obtain a

curve and allow for the detection of IPs. An example is presented on Figure 26.

The correlation and absolute difference values were assessed using the same 504
simulations as those conducted during the validation of the prediction without
period extrapolation (Section 6.2). It appears that this decreases the quality of

the predictions.

The results of this new extrapolation are still presented for ONI in Figure 27. It can
be observed that the results are similar to those described in the initial prediction
(Section 6). The extrapolation starts with a slight resurgence of the warm phase (El
Nino) and then transitions to the cold phase (La Nina). The La Nina phase would
begin slightly later (August 2025) and continue until February 2027. Instead of a

multi-year La Nina as previously described, we would see a long, pronounced peak.

Thus, to further enhance the quality of the extrapolation, one might also consider

extrapolating the phase ¢;.
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Figure 26: Evolution of the amplitude for 3rd ONI component ¢z (black), with 20
years extrapolation (red).

ONI index with 3 years extrapolations

1.5

©
o O L

o
o

ONI index (°C)

N
1 TN

Observation data
Extrapolation
—————— Nino and Nina thresholds

1950 1960 1970 1980 1990 2 000 2010 2020 2 030
Years

Figure 27: Observation (black curve) and 3 years extrapolation (red curve) for ONI
index. The black dotted lines represent the ONI criterium for Nino and Nina events.
Amplitude and ridge were extrapolated while phase was considered constant.
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7.2.3 ENSO indices chosen

As previously explained, the ENSO phenomenon influences the entire dynamics of
the Pacific (and beyond), where various climate variables can be used to describe

this phenomenon.

The most commonly used variable is the Pacific Ocean temperature. By measuring
it in four "Nino regions” (as shown in Figure 11), different aspects of the ENSO

phenomenon can be highlighted:

e Nino 1.2: These two regions, almost always combined, are located off the
coast of Latin America. They reflect directly the upwelling (or the absence of

upwelling) of cold water, which can sometimes allow for earlier detection of an
El Nino (Wei 2024).

e Nino 3 and Nino 4: These two regions are highly correlated, but the difference
between these two indices helps differentiate canonical El Nino events from
Modoki events (Ren and Jin 2011).

e Nino 3.4: This is the most commonly used region and is the one measured
to calculate the ONI index used in this thesis (NOAA 2024b). The water
temperature in this region is considered the strongest index to represent the
global influence of ENSO (X. Li andothers 2023).

Additionally, variables include surface atmospheric pressure (the SOI index used in
this thesis), as well as Outgoing Longwave Radiation (OLR), which is higher during
El Nino phases. Winds, sea level, precipitation, and various combinations of these
variables can also serve as indicators. NOAA provides 15 different indices, and other
indices created by different authors can be added to this list (NOAA 2024a; X. Li
andothers 2023).

This broad range of indices helps to understand the complex ENSO phenomenon
in its entirety. Although correlated, these indices can be quite different from each

other. This was evident when noting the correlation of only 0.73 between ONI and
the reversed SOI ®. The SOI is much noisier than ONT (NOAA 2024a).

Therefore, studying only two of these indices is a second limitation of the work
reported here, even though we focused on the two indices often considered to be

the most representative and with a complete time series since 1951. Moreover,

8 As previously mentioned, SOI is naturally anti-correlated with ONT (Section 5.1)
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choosing ONI and SOI appears to be logical because they help to understand the
two main sides of the ENSO phenomenon respectively oceanic and atmospheric
components. However, WIME should be applied to other variables and Nino regions

as a perspective.

7.2.4 Perspectives for other phenomena

The final perspective of this discussion concerns the mathematical methodology
used rather than the ENSO phenomenon itself. Indeed, we have seen that the
wavelet approach, and even the code of the new version of WIME, has successfully
revealed cycles and predicted a complex signal such as ENSO. This methodology
could therefore be applied to other complex phenomena, such as the quasi-biennial
oscillation (QBO), the AO, the NAO, as well as geological signals such as the
Milankovitch cycles or the Earth’s magnetic field.

To extrapolate further, it is possible that some phenomena that appear random
might also be governed by natural cycles and could potentially be predicted using a
methodology like WIME. For instance, earthquakes might follow cycles on the order

of hundreds or even thousands of years (Demoulin 2008).
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8 Conclusions

ENSO is a complex phenomenon that seems to occur with irregular periodicity. In
this thesis, we sought to improve the understanding of the cycles that govern it, as
well as their evolution in frequency and amplitude. These results, already interesting
in themselves, could enable future subsequent predictions (over 3 years). We propose

the application of a medium-term prediction method.

To achieve the results anticipated, we employed a modal extraction method based
on Continuous Wavelet Transforms (CWT). Besides demonstrating its effectiveness
on temperature measurements, the efficacy of this method on ENSO was proven in
this thesis through:

e The quality of ONI reconstruction: a correlation of 0.94 and an RMSE of
0.39°C for the ONI index; and an efficiency of 90% for binary detection of El

Nino and La Nina events.

e The correspondence of detected periods: The agreement of periods between
the two studied indices (ONI and SOI), as well as with the literature, demonstrates

the real existence of the cycles detected in this thesis.

e The quality of ONI extrapolation: an average correlation that can reach 0.7
after more than a year, and a difference between modeling and observations of
less than 0.5°C for the first 21 months.

Given the importance of the phenomenon in climate dynamics, this advancement

opens various perspectives, such as improving climate prediction models.
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