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Abstract

Numerical simulation of the air flow in a high-speed low-pressure turbine using a high order discontinu-
ous Galerkin method. The computational domain as well as the flow conditions are based on the SPLEEN
experimental campaign conducted at the von Karman institute. The setup is compose of a wake genera-
tor upstream of a linear blade cascade. In the numerical simulation, the wake generator is represented by
a translating cylinder while the blade cascade is static. with moving wake generators upstream. The flow
around the blade is therefore influenced by the incoming wakes and the blade loading are modified as well
as the turbomachinery loss. Quantitatively, the present report gives results made on averages for the wake
generator part. For the blade cascade part, a quantitative discussion is made, with the illustrative support
of multiple self-made pictures.
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1
Introduction

1.1 Context and motivation

Aircraft engines efficiency has improved a lot since their invention in the 1930s. Today, the aircraft en-
gines thermodynamic efficiency has reach a peak. The only remaining room for improvement concerns the
propulsive efficiency which can be achieved by increasing the bypass ratio [1].
However, enlarging the fan to increase the bypass ratio leads to faster rotating speed of the fan blades tip.
This results in transonic flows with undesirable compressibility effects.
The solution to this problem has been introduced by Pratt & Whitney in 2008 with the geared turbofan, see
Fig. 1.1.

Figure 1.1: Pratt and Whitney’s geared turbofan jet engine, taken from [2].
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Context and motivation

The idea of decoupling the fan from the shaft of the compressors and turbines using a planetary gearbox
allows each part to rotate at its optimal speed: slower for the fan and faster for the compressors and turbines.
In addition to the gain in bypass ratio, the higher rotating speed of the compressors and turbines allows to
reduce the number of stages for each components, greatly reducing the engine weight. The stages reduction
can be seen between Pratt and Whitney’s geared turbofan in Fig. 1.1 and General Electric’s turbofan engine
without gearbox in Fig. 1.2.

Figure 1.2: General Electric GE9X high-bypass turbofan without gear box, taken from [3].

The subject of this thesis is about the last part of the geared turbofan engine, the low-pressure turbine (LPT),
which is now rotating at higher speed. In such high-speed LPT, the flow is transonic with important com-
pressibility effects and laminar and turbulent coexisting structures. On the suction side in particular, the
flow characteristics such as separation and laminar-turbulent transition are decisive for LPT efficiency [4].
One way to prevent separation is to use the rotor-stator interaction which is the interaction of upstage blade
wake with the boundary layer of the down stage blade. This wake boundary layer interaction leads to early
transition to turbulence which can improve LPT efficiency.
Multiple experimental and numerical studies of wake interaction in LPT can be found in the literature such
as [5] and [6]. Hodson in particular, is one of the pioneers with numerous papers on the subject, see [7],
[8], [9], [10] among others. The flow conditions or computational models vary from one study to the other
offering a large panel of databases. In the experimental campaigns for example, tests have been conducted
with different systems to generate the wake, using either transversely moving bars see [9] and [11], or rotat-
ing bars see [12]. In numerical studies, using different approaches such as RANS [13], LES [14], [15], [16],
spectral/hp element methods [17].

The present work is part of this series of numerical studies on wake interaction in LPT. Its innovative aspect
is the use of a high-order discontinuous Galerkin method (DGM) to solve the Navier-Stokes equations. This
work is based on the recent experimental campaign conducted in the framework of the SPLEEN project at
the von Karman Institute [12]. SPLEEN stands for Secondary and Leakage Flow Effects in High-SPeed Low-
PrEssurE TurbiNes. It is funded by the European Union’s Horizon 2020 research and innovation program.

The experimental SPLEEN project is already the subject of several numerical studies such as Borbouse using

2



Methodology and overview

high-order DGM [18] for the case without wake generator and Dombard [16] using FVM-LES for the case
with wake generator. As the present work also concerns the numerical simulation of the SPLEEN project
with wake generator, a brief comparison is made with Dombard’s results in section 6.3.

1.2 Methodology and overview

In the SPLEEN project, the incoming wakes from the upstream rotor part of the turbine are produced from
a so-called wake generator. This wake generator is composed of 96 bars, rotating at 3300 RPM. Behind those
bars, the next turbine stage is composed of a linear cascade of 23 static blades.
To reproduce this experimental setup, the numerical simulation is divided into two domains:

• The wake generator domain composed of only one cylinder, translating at the same peripheral ve-
locity than the rotating bars.

• The blade cascade domain composed of only one static blade.

The numerical solution is first initialized on each domain separately. Then, the two domains are coupled.
This method allows to initialize the blade cascade domain from the solution obtained by Borbouse [18]
without the wake generator. As no solution exists for the wake generator, its initialization is done in this
work.

The actual flow simulation is carried out using the software ArgoDG developed at the research center Ce-
naero. The parallel computations are performed using the supercomputer of the Walloon Region Lucia.

The general structure of this thesis consists in seven chapters:

• The theoretical background providing details about the considered flow. Additional theoretical con-
cepts are described about the numerical tools used to simulate the flow.

• The experimental environment of the SPLEEN project, with the geometry parameters and operating
conditions that will serve as the basis for the numerical simulation.

• The numerical environment with the numerical tools used and the definition of the computational
domain and boundary conditions.

• The transient solutions of the wake generator and the coupling with the blade cascade.
• The analysis and discussion of the results.

3



2
Theoretical background

In this chapter, the key ideas and concepts addressed in this work are presented. They are arranged into two
categories; the physics and the numerics.
The physics section gathers various phenomena that appear in a high-speed low-pressure turbine such as
laminar-turbulent transition, losses and wake boundary layer interaction. An other section about the char-
acteristics of the flow around a circular cylinder is also presented to have more insights about the physics of
the wake generator.
The section about the numerics presents the general ideas at the core of computational fluid dynamics
such as the Navier-Stokes equations, the spatial and temporal discretizations and the solving of the result-
ing system of non-linear equations. In particular, the discontinuous Galerkin method is briefly introduced
with additional concepts such as the Riemann problem and Newton-GMRES solving method for a better
understanding of some issues encountered during this work.

2.1 Physics

In the operating conditions of a high-speed low-pressure turbine (LPT), the flow is transonic with important
compressibility effects and laminar and turbulent coexisting structures. LPT efficiency greatly depends on
the characteristics of the flow, in particular along the suction side of the blades where unsteadiness, laminar-
turbulent transitions and shock waves are determinant.

2.1.1 Operating conditions

The operating flow conditions in turbomachinery are usually defined using isentropic flow equations, as
done in the experimental campaign [19]. In particular, the isentropic outlet Mach and Reynolds numbers
are used to describe those operating conditions and the importance of compressibility and turbulence ef-
fects respectively. The expression of the outlet isentropic Mach number follows:

Mis,out =
√

2

γ−1

[( p0,in

pout

) γ−1
γ −1

]
, (2.1)

with p0,in [Pa] the inlet total pressure, pout [Pa] the outlet static pressure and γ [-] the heat capacity ratio.
The expression of the outlet isentropic Reynolds number follows:

Reis,out =
ρis,outUis,outc

µ(Tout)
, (2.2)

with c the blade chord, the outlet isentropic densityρis,out [kg/m3], the outlet isentropic velocity Uis,out [m/s]
and the dynamic viscosity µ [kg/m s] The definition of those quantities follow with the outlet isentropic
density (perfect gas law):

ρis,out = pout

RTout
, (2.3)
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with R = 287.06 [J/kg K] the gas constant.
The outlet temperature follows:

Tout = T0,in

(
1+ γ−1

2
M 2

is,out

)−1
. (2.4)

The outlet isentropic velocity follows:

Uis,out = Mis,out
√
γRTout. (2.5)

The outlet isentropic dynamic viscosity follows Sutherland’s law:

µis,out =
1.458×106T 3/2

out

Tout +110.4
. (2.6)

2.1.2 Turbulence

A turbulent flow is characterized by chaotic changes in pressure and flow velocity and important mixing
effects. In contrast, in a laminar flow, the fluid particles are very ordered.
Following the Reynolds decomposition technique, the flow can be decomposed into a main time averaged
component ū and a fluctuating component u′. The total flow U is expressed as:

U = ū +u′. (2.7)

The level of turbulence in a flow can be viewed as the significance of the fluctuating component u′.
A more precise way to determine the level of turbulence is to introduce the Reynolds decomposition into
the Navier-Stokes equations and average them to get the Reynolds averaged Navier-Stokes equations:

ρū j
∂ūi

∂x j
= ρ f̄i + ∂

∂x j

[
− p̄δi j +2µS̄i j −ρu′

i u′
j

]
, (2.8)

with S̄i j the mean strain rate tensor. The term ρu′
i u′

j is the turbulence contribution to the mean flow and is
called the Reynolds stress tensor. The turbulence level of the flow can then be expressed as the variance of
the Reynolds stress components which leads to the definition of the turbulent kinetic energy (TKE):

TKE = 1

2

(
u′2 + v ′2 +w ′2

)
, (2.9)

with u′2, v ′2 and w ′2 the averages of the square of the velocity fluctuation in the x, y and z directions re-
spectively.
Another important quantity in turbomachinery is the turbulent intensity of the flow (Tu) which has the
following definition:

Tu =
p

2/3 TKE

U∞
, (2.10)

where U∞ is a characteristic velocity of the flow, such as the inlet or outlet, free stream or isentropic velocity.
This turbulent intensity plays an important role in transition mechanisms. Those transition mechanisms
from laminar to turbulent flows are now briefly introduced.

There are different paths from laminar to turbulent flows. In a boundary layer, those paths are summa-
rized in Fig. 2.1. Those paths can be divided into two categories, the natural and by-pass transitions. In
the natural transition, it starts from a small perturbation that is amplified linearly until the breakdown to
turbulence. In the by-pass transition, it starts from a big perturbation that leads immediately to breakdown
to turbulence.
Small or big perturbations come from the free-stream sound or turbulence, surface curvature, shape dis-
continuities, surface roughness, and others. That is why the determination of the turbulence intensity is
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important.
As in the example of the golf ball, the transition in a boundary layer of a turbine blade is critical to its effi-
ciency and therefore of great interest both from theoretical and practical points of view.

Figure 2.1: Paths to turbulence, taken from [20].

The point of separation in a boundary layer can be localized with the wall shear stress or equivalently with
the skin friction coefficient. At the separation point, their values are zero.
The expression of the wall shear stress is:

τw =µ∂u

∂y

∣∣∣
y=0

, (2.11)

with µ [kg/m s] the fluid dynamic viscosity, u [m/s] the fluid velocity parallel to the surface and y [m] the
distance from the surface. The skin friction coefficient is defined as the adimensionalized wall shear stress
by the dynamic pressure:

cf =
τw

1
2ρ∞v2∞

, (2.12)

with ρ∞ and v∞ the characteristic density and velocity of the flow respectively.

2.1.3 Shock physics

A shock is an abrupt discontinuity in the flow field and occurs when the local flow speed exceeds the local
sound speed, i.e., when the Mach number locally exceeds 1. It is caused by the coalescence of acoustic waves
that are travelling in the medium and can not progress further upstream. Those acoustic waves are pressure
perturbations coming from wall interaction (a), mixing layers (b) or simply adverse pressure gradients (c)
illustrated in Fig. 2.2.
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(a) Oblique shock, taken from [21]. (b) Choking of a turbine cascade,
taken from [22].

(c) Shock in a nozzle, taken from
[23].

Figure 2.2: Examples of shock origins.

Flows represented by the Navier-Stokes equations have always an hyperbolic and an elliptic part, but at
specific regimes, they can be simplified.
In subsonic regime in particular, the flow can be viewed as incompressible and information travels infinitely
fast, forcing the flow to adapt everywhere at once (mainly elliptic). In transonic regime, compressibility ef-
fects are important and the information (acoustic waves) travels at finite speed, influencing the flow locally
(mainly hyperbolic). The consequence is the presence of shocks in M = 1 regions where the flow adapts to
boundary conditions [24] that are not felt in supersonic regions.

So, a shock is formed by the coalescence of acoustic waves. At the shock location, the acoustic waves steepen
into a very thin layer as their local speed depends on the local pressure, i.e., the lower pressure part moves
slower than the higher pressure part, see Fig. 2.3 [25], [26], [27].

Figure 2.3: Acoustic waves non linear behaviour and steepening, taken from [25].

What is preventing the state variables to have multiple values at the same location (in t3 in Fig. 2.3), is the
increase of heat conduction and viscous stress that are dominant at the shock thickness scale. Therefore,

7
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one can estimate the thickness of the shock δ from:

Reδ =
(u1 −u2)δ

ν
≈ 1 ⇒ δ≈ ν

u1 −u2
, (2.13)

with ν the kinematic viscosity, u1 and u2 the flow velocity before and after the shock (u1 > u2).
As the considered fluid is air, δ scales as a few collision mean free paths (10−8 m).
Through the shock, the entropy increases, inducing a loss in total pressure [28], [29]. Because of that to-
tal pressure changes across the shock, Bernoulli’s equation across the shock can not be used. However,
conservation laws still apply and lead to the well known Ranckine-Hugoniot relations [24], [30] [30], [24].

2.1.4 Flow around a circular cylinder

The first part of the problem considered here is about the upstream wake generators, i.e. the rotating bars.
Those bars can be viewed as perfect circular cylinders with a diameter of 1 mm, moving at a vertical speed
of about 166 m/s. As the inlet flow comes at about 150 m/s with an angle of 42.47°, the relative velocity of
the flow with respect to the bars is roughly 290 m/s. With the acceleration of the flow around the bar, the
velocity exceeds locally the speed of sound and compressibility effects take place.
The present section describes the physics of the flow around a circular cylinder, with a particular interest to
the flow regime concerned here.

Related dimensionless numbers

The Reynolds number ReD defined in Eq. (2.14) describes the ratio of inertial forces to viscous forces. It is
used to differentiate between the flow regimes: laminar, transitional or turbulent.

ReD = u∞D

ν∞
= ρ∞u∞D

µ∞
. (2.14)

u∞ is the flow velocity with ∞ specifying that it is a free-stream variable. D is the cylinder diameter and ν∞
the kinematic viscosity that can be expressed as the ratio of the dynamic viscosity µ∞ and the density ρ∞.

The Mach number M∞ defined in Eq. (2.15) is the ratio between the free-stream velocity and the speed of
sound a∞.

M∞ = u∞
a∞

. (2.15)

The flow is called subsonic if M < 1 and supersonic if M > 1. Transsonic flows have regions of both types,
subsonic and supersonic.

The Strouhal number Str defined in Eq. (2.16) describes periodically oscillating flow phenomena with f
the frequency of oscillations. Here, f is the frequency at which the vortices are ejected in the wake of the
cylinder.

Str = f D

u∞
. (2.16)

Multiple studies have shown a relationship between the Strouhal number and the Reynolds number, see
Fig. 2.4. This relationship allows to estimate the wake vortex shedding frequency from ReD .

8



Physics

Figure 2.4: Relationship between Strouhal number and Reynolds number for circular cylinders, taken from
[31], reproduced from Lienhard (1966).

Separation and vortex shedding

The path of a fluid particle in the flow around a circular cylinder can be decomposed into five steps, see Fig.
2.5. First the particle is stopped at the stagnation point. In this region, the pressure is high and the particle
accelerates while going around the cylinder inside the boundary layer. At the separation point, the adverse
pressure gradient is too strong and the particle stops following the cylinder surface. An low pressure zone
forms behind the cylinder. Then, a small downstream perturbation is enough to start the wake oscillation,
forming the well known Karman vortex street whose frequency can be obtained from Eq. (2.16).
In the present case, ReD ≈ 2000 and M ≈ 0.8. The corresponding wake vortex shedding frequency is 60900
Hz which corresponds to a period of 1.64e-5s.

Figure 2.5: Separation and vortex shedding around a circular cylinder, taken from [31].
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Flow regime identification and wake behaviour

In Hoffmann and Weiss [32], eight flow regimes are identified, with increasing ReD and M numbers, gathered
in Table 2.1.

Regime ReD M

Steady symmetric separation 50 0.6
Unstable wake, onset of Karman vortex street 50 0.4
Pure Karman vortex street 100 0.4
Unstable Karman vortex street 300 0.6
Lambda shock formation and unstable wake 300 0.8
Lambda shock and unstable wake 53400 0.8
Detached shock and unstable wake 100 1.2
Detached shock and steady wake 26700 1.2

Table 2.1: Flow regimes around a circular cylinder, from [32].

In the present case, ReD ≈ 2000 and M ≈ 0.8. The corresponding flow regime is between the “Lambda shock
formation and unstable wake” and the “Lambda shock and unstable wake” regimes. Fig. 2.6 shows the
shape of the flow corresponding to this regime.

Figure 2.6: Lambda shock formation and unstable wake regime, taken from [32].

As introduced in the previous subsection, starting from the free-stream the flow is first stopped at the stag-
nation point, and then accelerated upon and below the x axis while going around the cylinder. In the present
transonic flow conditions, the acceleration of the flow leads to a lambda shock on both side of the wake.
Those lambda shocks consist in compression waves and a main shock wave, see the right figure in Fig. 2.6.
The lambda shocks interact with the flow separation.

2.1.5 Losses in low-pressure-turbine

Following Denton [33], losses in low-pressure turbines can be estimated from the entropy increase. In gen-
eral, entropy comes from viscous effects in boundary layers and mixing processes, shock waves and heat
transfer. Neglecting secondary flows, those entropy sources can be linked to four main components of vary-
ing importance: the suction side, pressure side, mixing and base flow, see diagram in Fig. 2.7.
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Figure 2.7: Breakdown of the estimated losses on a blade, taken from [4].

As the largest losses arise from the suction side, improving the suction surface flow could lead to significant
efficiency increase.
In LPT in general, the flow remains laminar on most of the suction side, then undergoes a transition via a
laminar separation bubble. The wake coming from the previous turbine stage can affect this transition pro-
cess by introducing unsteadiness and turbulence. This wake interaction with the blade boundary layer can
be beneficial in certain situations. Fig. 2.8 illustrates the potential benefits of turbulence (higher Reynolds
number).

Figure 2.8: Variation of the flow structure on the suction side with related loss coefficient as a function of
the Reynolds number, taken from [34].

2.1.6 Wake boundary layer interaction

As stated in the introduction context in section 1.1, various studies exist on the rotor-stator interaction with
the upstream wake generated by moving bars. So far, only the setup with the translating bars has been
studied, by Hodson and Howell in [9] and [4] and Li Xuejian et al. in [11]. These experimental setups are
shown in Fig. 2.9.
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(a) Li Xuejian et al. setup, taken from [11]. (b) Stieger and Hodson setup, taken from [9].

Figure 2.9: Experimental setups with the moving bar rig.

Li Xuejian et al in [11] performed an experimental study but also a numerical simulation of the influence of
the wake periodic passages on the blade efficiency with various incidence angles from −50° to 20°. In this
study, the wake interaction with the blade boundary layer induced almost no losses for negative incidence
angles, but high losses for positive incidence angles. It mainly shown that the wake passage had a great
impact on the blade performances in particular in positive incidence angles where it is detrimental.
In Hodson and Howell [9] and Stieger and Hodson [35], the interaction of the wake with the blade boundary
layer is described in more details. Fig. 2.10 shows the negative jet model used to simulate the wake. It offers
a view of the passage of the wake trough the blade cascade.

Figure 2.10: Schematic of the wake-blade interaction in high-lift LPT, taken from [9].

The laminar-turbulent transition induced by the passage of the wake is so localized that it is called wake
induced transition. Multiple mechanisms take place in this wake induced transition. In the case of attached
flow, the incoming wakes induce turbulence through by-pass transition mechanism. In the case of sepa-
rated flow, the incoming wakes induce turbulence by amplification of the Kelvin–Helmholtz instability. In
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particular, this local wake induced transition moves with the passage of the wake on the blade surface, see
Fig. 2.11.

(a) Space-time sketch of the wake induced transition, taken
from [35].

(b) Sketch of the passage of the wake on the blade suc-
tion side, taken from [35].

Figure 2.11: Experimental setups with the moving bar rig.

The distinction between the cases of wake interaction on attached flow and separated flow are shown in Fig.
2.12.

(a) Attached flow case. (b) Separated flow case.

Figure 2.12: Space-time sketches of the wake induced transition, taken from [35].
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2.2 Numerics

The aim of this work is to give a numerical approximation of the physics described in section 2.1, in the
context of a high-speed low-pressure turbine cascade.
The numerical approximation of such flow physics can be summarized in 4 steps:

• Navier-Stokes equations describe the motion of viscous fluids analytically.
• Spatial discretisation of those nonlinear partial differential equations (DGM).
• Temporal discretisation of the system using implicit time integration schemes (BDF2).
• Solving the resulting nonlinear systems of equations (Newton-GMRES).

Those four steps are briefly described in the next subsections, with the methods and solvers used in this
work.

2.2.1 Navier-Stokes equations

The Navier-Stokes equations (NSE) describe analytically the motion of viscous fluids through mass, mo-
mentum and energy conservation laws, see equations (2.17), (2.18) and (2.19) respectively:

∇⃗ · (ρu⃗) = 0, (2.17)

∂(ρu⃗)

∂t
+∇⃗ ·ρu⃗ ⊗ u⃗ =−∇⃗p +∇⃗ · ¯̄τ+ρ f⃗ , (2.18)

∂(ρe)

∂t
+∇⃗ · (ρe +p)u⃗ = ∇⃗ · ( ¯̄τ · u⃗)+ρ f⃗ u⃗ +∇⃗ · ⃗̇q + r, (2.19)

where ρ is the density of the fluid, u⃗ the velocity, p the pressure, ¯̄τ the viscous shear stress tensor, f⃗ the body
forces, e the total energy, ⃗̇q the heat flux variation and r the heat source term.
In the present flow regime with ReD ≈ 2000 and M ≈ 0.8, these equations are not simplified, as it is important
to take all aspects into account, from viscous to compressibility effects and turbulence.
The next step is the discretisation of those equations to solve them numerically. The NSE are first discretized
spatially and then temporally as separate space and time discretization offers more flexibility and stability.

2.2.2 Discontinuous Galerkin method

The discontinuous Galerkin method (DGM) is a method for solving differential equations. It combines the
use of finite element and finite volume methods (FVM) for spatial discretisation. This is especially inter-
esting in the context of computational fluid dynamics where the finite element method allows high order
approximation inside elements and the finite volume method can manage strong gradients.
This combination of formulations leads to the approximation of the solution by functions that are regular
within each element e, but not necessarily continuous across element boundaries, see Fig. 2.13.
On each element, the solution is approximated by polynomial functions of interpolation order p. In this
work, polynomials of order n are referred to as pn.
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Figure 2.13: Discontinuous finite element interpolation, taken from [37].

2.2.3 Riemann problem

The use of DGM and consequently FVM formulation implies the calculation of the numerical fluxes at each
element interface [38]. This is equivalent to solving a Riemann problem [39], which is an initial value prob-
lem composed of conservation equations with piecewise constant initial data with a single discontinuity on
the considered domain. In the case of the Navier-Stokes equations, changes in the flow can be transmitted
only through entropy waves and acoustic waves, and only at some given speeds, which represent the eigen-
values of the governing non-linear equations system.
As a Riemann problem is solved at every mesh element interface and at every time step, the use of an exact
Riemann solver such as Godunov’s method is expensive. However, multiple approximate Riemann solvers
exist such as Osher-Solomon, Roe, Lax-Friedrichs, SLAU, HLL and so on.
The Roe and Lax-Friedrichs solvers are presented in more details in the next subsections as they are used in
this work and their differences are important when dealing with transonic flows.

Roe

The Roe scheme is a type of linearized Riemann solver [39] where all the waves are replaced by linear waves
with the idea that the speed of each wave is almost identical between two adjacent elements. Following [40],
the Roe scheme can be expressed as the sum of a central term and a numerical dissipation term in the form:

F̃ = 1

2
(F̄L − F̄R )+ F̃d , (2.20)

with F̃ the numerical flux and F̃d the numerical diffusive term. The subscripts L and R stand for the adjacent
left and right elements respectively. At the interface, F̄ is given as

F̄ =U


ρ

ρu
ρv
ρw
ρH

+p


0

nx

ny

nz

0

 , (2.21)

where H is the enthalpy, nx , ny , and nz refer to the components of face-normal vector n, and U = nx u +
ny v +nz w is the normal velocity on the element face. In general, the numerical dissipation term F̃d is
expressed in the form

F̃d =−1

2
RDR−1∆Q, (2.22)
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with R the right eigenvector matrix of the Navier-Stokes equations, D is the diagonal matrix formed with the
associate eigenvalues and ∆Q = QR −QL , with Q the vector of conservation variables (ρ, ρu, ρv , ρw , ρE).
The eigenvalues of D are:

λ1 =λ2 =λ3 = |U |, λ4 = |U − c|, λ5 = |U + c|, (2.23)

with c the speed of sound.
The issue with the Roe scheme is that wave linearization removes the distinction between compression
shocks and expansion shocks, leading to unphysical entropy generation. Also, from a mathematical stand
point, λ4 is zero at the sonic points which renders the system of the Navier-Stokes equations rigid [40]. In
other words, at sonic points the scheme is unstable [41], [42].
To prevent small eigenvalues, a correction is applied called “entropy fix”. The eigenvalues are then replaced
by:

λi =
{
λi if λi ≥ δ,
λ2

i +δ2

2δ if λi < δ,
(2.24)

with δ= ελmax(λi ) = ελ(|U |+ c) where ελ is a constant and usually varies between 0.05 and 0.2.
In ArgoDG, ελ is a user defined parameter.

Lax-Friedrichs

The Lax-Friedrichs scheme is a type of two-waves Riemann solver. Two-waves solvers consider that only
one wave propagates in each direction. In the Lax-Friedrichs scheme, it is assumed that both waves have
the same speed a, in opposite directions, which gives the following expression for the numerical flux:

F̃ = 1

2
(F̄L + F̄R )− a

2
(QR −QL). (2.25)

The wave speed a different for each Riemann problem is chosen as the fastest wave speed appearing in the
true Riemann solution to insure stability. However, this method introduces numerical diffusion and can
lead to substantial damping of the slower waves [39].

2.2.4 Temporal discretisation

Now that the NSE are spatially discretized with the DGM, temporal integration is needed to solve the result-
ing system. Multiple time integration schemes exist. In this work, this is done with the implicit, A-stable,
second order backward differentiation formula (BDF2) with the following formula:

yn+2 − 4

3
yn+1 + 1

3
yn = 2

3
h f (tn+2, yn+2), (2.26)

with the time-step h [43].

2.2.5 Newton-GMRES method

At each time-step, the resulting global non-linear system is solved by using first a Newton linearization and
then the well known GMRES algorithm. All details about the GMRES algorithm can be found in [44].
With the convergence criteria for GMRES to solve the linear system Ax = b:

||Ax −b||2 ≤ Gtol ||b||2, (2.27)

the standard Newton-GMRES algorithm can be decomposed in the following steps:

Input: Newton Prediction: û = u(n), GMRES Tolerance: Gtol, Newton Tolerance: Ntol
Output: Solution u(n+1) of Rn(u(n+1)) = 0

• u(n+1) = û
• while ||Rn+1(u(n+1))||∞ > Ntol do
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1. Evaluate residual Rn+1(u(n+1))
2. Evaluate Jacobian ∂Rn+1

∂u (u(n+1))

3. Solve ∂Rn+1
∂u (u(n+1))p =−Rn+1(u(n+1)) for p using GMRES with tolerance Gtol in (2.27)

4. u(n+1) = u(n+1) +p
• end while

In DG discretizations, the Jacobian are very large and the CPU time required to compute a Jacobian evalu-
ation (line 2) is one order of magnitude more expensive than a residual evaluation (line 1) [45]. However,
using the same Jacobian for several GMRES iterations is possible while generating decent inexact-Newton
directions. This is called Jacobian recycling.
For non-linear problems, there is a limit to the number of times a Jacobian can be reused, but only 5 re-uses
can already reduce the total computation time by a factor of 3. In ArgoDG, the Jacobian recycling number
is defined via the FreezeJacobianMatrix parameter.
GMRES tolerance is also an important parameter to chose properly, which can counter-intuitively reduce
the robustness of the algorithm when too high precision is required [46]. Appropriate values of Gtol are
between 1e-3 and 1e-2 [45].

Algorithm failure

Multiple reasons can lead to the failure of the Newton-GMRES algorithm :

• Unphysical simulation setup.
• Bad mesh quality.
• Physical contacts are too stiff.
• The convergence criteria are too strict.
• The maximum Newton iterations are too low.

Some of those issues are encountered and addressed in this work, see the transient solutions in chapter 5.
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Experimental environment

The aim of this work is to numerically reproduce the experimental setup of the SPLEEN project in order to
obtain and compare numerical results with experimental ones.
The SPLEEN project provides an experimental database on the subject of Secondary and Leakage Flow Ef-
fects in High-SPeed Low-PrEssurE TurbiNes. It began in 2018 and is still ongoing at the Von Karman Insti-
tute.
The rotor-stator interaction analysis, see Simonassi et al. [12], is only a part of the SPLEEN project. The
experimental data used in this work is available on the online platform Zenodo, with the following updates
[47], [48], [19]. SPLEEN is funded by the European Union’s Horizon 2020 research and innovation program.

In this chapter, the wind tunnel and test section are presented, then the blade cascade and wake genera-
tor setups and hypothesis, followed by the experimental parameters and operating conditions. Those ex-
perimental parameters and operating conditions will determine the computational domain and boundary
conditions used in the numerical simulation, see section 4.2.

3.1 Wind tunnel and test section

The experiments in the frame of the SPLEEN project are conducted at the VKI. The wind tunnel design used
to perform the experiments is shown in Fig. 3.1. Following the arrows, the air flow is rotating in the counter
clockwise direction, entering from the right in the test section located in the upper left corner. In the present
case, all elements of interest are contained in the test section, such that the blade cascade, the wake gener-
ator, the turbulence grid, and the related sensors to retrieve the flow information.

Figure 3.1: Wind tunnel at VKI, taken from [47].
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A sketch and a picture of the test section are shown in Fig. 3.2 where inlet and outlet flow conditions are
visible. Fig. 3.3 sketches a 3D representation of the front (a) and rear view (b) of the the test section. In (a),
one can see the blade cascade as well as some of the 96 wake generator bars and in (b), the motor of the
wake generator is visible.
The blade cascade as well as the wake generator are mounted on the same disc that can be rotated such as to
change the inlet flow angle of the cascade. The inlet flow angle is different with and without wake generator,
more details in section 3.3.1.

(a) Sketch of the test section with WG = wake
generators and TG = turbulence grid. The flow is

entering from the right and goes out by the bottom.

(b) Picture of the wind tunnel test section at VKI.

Figure 3.2: Wind tunnel test section at VKI, from [48].

(a) 3D view of the inside of the test section. (b) 3D view of the test section from the other
side.

Figure 3.3: Test section 3D views. [48].

The region of interest (ROI) is depicted in Fig. 3.4 (a) with the blade cascade in red, and a bar of the wake
generator in yellow. A sectional view of the test section is shown in Fig. 3.4 (b) where the ROI, rotated by
135°, can be seen at the bottom of the figure.
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(a) Region of interest (ROI) in the test section. (b) Sectional view of the test section with the
ROI at the bottom of the sketch.

Figure 3.4: Region of interest in the test section and sectional view [48].

3.2 Blade cascade

In the SPLEEN project, two airfoil geometries are initially considered for the blade cascade design. Those
airfoils are real engine scale LPT blades. Airfoil 1 with a scaling factor of 1.6 is finally chosen for most of
the experimental tests, whose geometry parameters can be found in Table 3.2. This scaling factor has been
chosen in order to respect the outlet isentropic Mach and Reynolds numbers of the real LPT, while main-
taining an outlet static pressure higher than 5000 Pa to ensure safe/regular operation of the facility. Indeed,
an outlet static pressure below 5000 Pa implies a longer stabilization time of the inlet total pressure for each
experiment and potential oil vaporization leading to possible damages to the compressor. More details on
the experimental campaign can be found in [48].
The blade cascade is composed of a series of 23 Airfoil 1 geometry blades, see Fig. 3.5 (a) for a zoom on the
central blades, and Fig. 3.2 (a) for the complete cascade.

(a) Reference system. (b) Measurement planes.

Figure 3.5: Blade cascade, taken from [48].
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The reference system can be seen in Fig. 3.5 (a). In this work, the x, y and z directions are often referred to
as stream-wise, pitch-wise and span-wise directions respectively.
The measurement planes shown in Fig. 3.5 (b) indicate sensors locations and therefore where flow infor-
mation such as pressure, temperature, velocity, etc are available and can be compared to numerical data.
See Fig. 3.10 for the related sensors, and Table 3.3 for the exact planes locations.
The span of the blades is defined in order to neglect the end wall effect at mid-span. Also, all measurements
are performed on the central blade of the cascade to limit the impact of the walls in the pitch-wise direction.

3.3 Wake generator

In the SPLEEN project, the wake generator is composed of 96 bars rotating at 3300 RPM upstream of the
blade cascade, see Fig. 3.6. The use of rotating bars instead of translating bars, see setup examples in
section 2.1.6, allows much higher rotating speeds which are closer to real LPT conditions.

(a) Setup with the rotating bars. (b) Setup with the rotating bars and
the blades behind.

Figure 3.6: Wake generator and blade cascade setup setup at VKI [48].

3.3.1 Hypothesis and adjustment

Blade like wake

The use of cylindrical bars to simulate the wakes shed by upstream turbomachinery blades has been vali-
dated by Pfeil et al. [49]. They showed that the structure of the far wake of an airfoil and that of a cylindrical
body of the same drag is almost identical (at a distance above 80 times the diameter of the bar). Additionally,
Schulte and Hodson [50] showed that this similitude holds true also at a distance ranging between 40 and
80 times the bar diameter [19].
In the present experimental case, the horizontal distance between the wake generator and the LE of the
blades is 1.12× cax = 53 mm and the bar diameter is 1 mm. So, the conditions for the simulation of the
wake of blades by rotating bars are fulfilled in terms of geometry parameters. However, in terms of flow
conditions, there are some discrepancies between the SPLEEN experimental setup and the previously used
setups, see section 2.1.6. The bars are rotating at much higher speed which increases the relative flow ve-
locity and the pressure is also much lower in the SPLEEN wind tunnel. Those environmental conditions
are made to be closer to real LPT conditions, however, there are far from the ones that validated the use of
rotating cylinders to represent the wake of turbine blades. Those differences between generated wake and
blade wake are shown in the results chapter section 6.4.
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Midspan 2D flow

The region of interest (ROI) is defined as the region without (1) the influence of the tip of the wake generator,
(2) the endwall secondary flows and purge and (3) the boundary layers and endwall flows developed on the
outer cascade walls, see Fig. 3.7 (a). With those considerations that have taken into account the design of
the test section, at the midspan location, the flow can be considered as 2D. The final design of the wake
generator is depicted in Fig. 3.7 (b). The final length of rotating bars results from the balance between
reducing the effects of the bar tip and reducing the centrifugal load.

(a) Setup with the rotating bars (b) Setup with the rotating bars and
the blades behind

Figure 3.7: Midspan hypothesis, taken from [48].

The peripheral velocity of the bars vb is computed from the rotational velocity of the WG (Ω = 3300 RPM)
and the distance from the center of rotation to the region of interest (r = 482.2 mm), see Fig. 3.7 (b):

vb = 2πΩ

60
r = 166.636 m/s. (3.1)

Incidence angle correction

The blade cascade and the WG are on a rotating disc, see Fig. 3.2 and 3.3. This disc allows to rotate the blade
cascade in order to change the inlet flow angle with respect to the blade cascade. The aim is to have the flow
aligned with the LE of the blades i.e. the same inlet flow angle as the blade metal angle.
After the experimental tests without the WG, it has been noticed that the inlet flow angle was actually 36.3°
and not 37.3° but it was too late to change it. Also, an incidence angle of −1° is acceptable.
With the WG, the rotating bars induce a change in the global flow angle of about 6.1° (37.3−31.6) see [16].
In order to realign the flow with the midspan blade LE, the disc carrying the blade cascade and the WG is
rotated from 40.73° to 46.9°. After this change, the incidence angle has been reduced to −2°, see Fig. 3.8.
This disc rotation of 6.17° has to be taken into account in the numerical simulation, in order to be as close as
possible to the experimental conditions. So, the inlet flow angle in the numerical simulation is set to 42.47°.
A comparison is made with the resulting final incidence angle of −2° obtained experimentally in section
6.1.3. Table 3.1 summarizes the experimental procedure of the incidence angle correction.

Without WG With WG WG and correction 1 WG and correction 2

Cascade angle 40.73° 40.73° 44.9° 46.9°
Blade metal angle 37.3° 37.3° 37.3° 37.3°
Flow angle at LE 36.3° - 34° 35.3°
Incidence angle −1° - −3.3° −2°
Inlet flow angle 36.3° 36.3° 40.47° 42.47°

Table 3.1: Summary of the incidence angle correction with the WG.
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Figure 3.8: Incidence angle correction, taken from [19].

3.4 Experimental setup

In this last section, the final geometry parameters and operating conditions from the experimental cam-
paign are gathered.

3.4.1 Geometry parameters

The scheme of the rotating bars in front of the blade cascade is shown in Fig. 3.9 and the related parameters
in Table 3.2.

Figure 3.9: Wake generator and blade cascade geom-
etry, taken from [12].

Parameter Symbol Value Units

True chord c 52.280 [mm]
Axial chord cax 47.610 [mm]
Pitch g 32.950 [mm]
Span H 165.000 [mm]
TE radius δTE/2 0.435 [mm]
Throat opening o 19.400 [mm]
Inlet angle βm,in 37.300 [°]
Outlet angle βm,out 53.800 [°]
Stagger angle ζ 24.400 [°]
Maximum roughness Ra 1.670 [µm]
Rotating velocity Ω 3300 [RPM]
Peripheral velocity vb 166.636 [m/s]

Table 3.2: Setup geometry parameters of the spleen c1
project [12].

3.4.2 Operating conditions

In the experimental SPLEEN project, the operating conditions are defined from imposed outlet isentropic
Mach and Reynolds numbers. In the experimental campaign, multiple operating conditions are tested with
Re6,is = [65k 70k 100k 120k] and M6,is = [0.7 0.8 0.9 0.95]. The subscript 6 indicates the measurement Plane
06 which corresponds to the outlet of the test section.
The related inlet total pressure p0,in and outlet static pressure pout are adjusted following Eq. (2.1) and mea-
sured at Plane 02. The inlet total temperature T0,in is adjusted from its relation with the Reout,is through the
isentropic equations: T0,in is measured at plane02, the inlet of the test section. From that measurement, the
values of ρis,out from Eq. (2.3), Tout from Eq. (2.4), Uis,out from Eq. (2.5), µis,out from Eq. (2.6) and ultimately
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Reout,is from Eq. (2.2) can be retrieved. Then T0,in is fixed for each chosen value of Reout,is.
The measurement planes as well as the sensors used to perform the operating conditions selection are
shown in Fig. 3.10. The position of the measurement planes are gathered in Table 3.3.
In particular, the wake generator (WG) is positioned at Plane 01, in front of the blades whose LE is located
at Plane 03.

In the present work, the operating conditions are fixed with Re6,is = 70k and M6,is = 0.7. The resulting flow
conditions are gathered in Table 3.4. Those fixed experimental flow conditions are used to set the boundary
conditions of the computational domain in the numerical environment described in the next chapter.

Figure 3.10: Region of interest of the test section of the wind tunnel, with measurement planes and sensors
[51].

Plane 01 Plane 02 Plane 03 Plane 04 Plane 05 Plane 06
−1.12cax −0.5cax 0.0cax 1.0cax 1.25cax 1.5cax

Table 3.3: Axial location of measurement planes, reproduced from [19].

Quantity Symbol Value Units

Inlet total pressure p0,in 10779.39 [Pa]
Inlet total temperature T0,in 300 [K]
Inlet flow angle α 42.47 [°]
Outlet static pressure pout 7771.16 [Pa]
Is. out. Reynolds number Re 70,000 [-]
Is. out. Mach number M 0.7 [-]

Table 3.4: Operating conditions.
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Numerical environment

In this chapter, the numerical tools and computational domains with flow conditions are defined.

4.1 Numerical tools

The core of this work is the numerical simulation of the interaction between the wake generator and the
blade cascade. This numerical simulation is done with two main softwares: Gmsh and ArgoDG. Gmsh is
used for discretization of the numerical domain into a 3D mesh, followed by a mesh partitioning to allow
parallel computation. Then, ArgoDG is used to compute the flow following the steps described in section
2.2. The Newton-GMRES algorithm is run on the Lucia cluster.
Finally, the results are visualized using Paraview.
Those numerical tools introduced here are presented in more details in the next subsections, with a partic-
ular focus on the specifics linked to this work.

4.1.1 Gmsh

Gmsh is a finite-element mesh generator developed by Christophe Geuzaine and Jean-François Remacle
[52]. The meshes used in this work and the partitioning for parallel computation have been realized with
this mesh generator.

4.1.2 ArgoDG

ArgoDG is a software developed at Cenaero with no granted access to the code. The information given in
the following subsections come from literature review as most of the implemented tools definition are ac-
cessible in the literature. Only the sponge layer definition and parameters come from the Argo user manual.

Sponge layer

A sponge layer is a tool implemented in ArgoDG that is primarily used to damp flow fluctuations that are
likely to cause spurious reflections at inlet or outlet boundaries. The damping is achieved by adding a source
term that penalizes the difference between the local solution u and its moving time average ū.
The amplitude of this source term is set by the penalty factor σ. The penalty factor is added into the general
advection-diffusion equations as follows:

∂u

∂t
+∇·F(u)+∇·D(u)+S(u) =σ(x)(ū−u), (4.1)

with F(u) and D(u) the convective and diffusive fluxes, and S(u) the source terms. The time average ū is
computed using a moving-average strategy. The period during which ū is computed, is based on the physics
of the simulated phenomena. In the present case, for the wake generator, the averaging period is defined
by the vortex shedding period in the bar wake. The damping factor σ is defined as a function of the spatial
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variables, typically to allow a rapid increase towards the boundaries of the domain.
A 1% difference between u and ū at the end of the sponge layer is considered sufficiently small. So, the
penalty factor is adjusted following ∫ x1

x0

σ(x ′)
a

d x ′ =− ln(0.01), (4.2)

with a the local flow velocity and assuming that the sponge layer starts at x0 and ends at x1. Expression 4.2
can be simplified into

σ=−a ln(0.01)

x1 −x0
, (4.3)

considering that σ(x ′) increases sufficiently fast to the constant value σ. See section 5.1.3 for sponge layer
applications.

Artificial viscosity

The presence of a shock is a concern in a numerical simulation as its thickness is of the order of magnitude
of the mean free path so about 10−8 m. The capturing of the shock by an adapted mesh refinement is not
possible as it would require either a too long computation time or too much computational resources. To
give an estimation, the computation of one convective time takes about 4.4 days with 30 nodes on Lucia.
About 4M elements with a smallest mesh size element of 10−5 m are used, see chapter 5 for more details.
Decreasing the mesh size from 10−5 m to 10−8 m would require about 1000 times more elements and so
1000 times more nodes on Lucia (300 max). The is clearly unfeasible so the shock is doomed to be under
resolved. It leads to large discontinuities inside elements resulting in strong oscillations (Gibbs oscillations)
for high order methods such the one used in the present case (p3).
A solution to this problem lies in the shock formation mechanism. Indeed, this small thickness is the result
of the shock steepening effect, see section 2.1.3. The idea behind the artificial viscosity (AV) is to stop the
steepening of the shock waves, therefore increase the shock thickness and soften the local discontinuity, see
Fig. 4.1.

(a) Shock wave steepening. (b) Shock wave steepening artifically stopped.

Figure 4.1: Shock steepening and artificial viscosity, taken from [53].

Nevertheless, a mesh refinement at the shock location is needed, and is this case, a region of the mesh must
be refined as the shock is moving, see mesh in section 4.2.1.

In ArgoDG, the use of the AV can be viewed as a shock capturing method, following the approach proposed
by Persson and Peraire [54]. To limit the impact of the AV on the real flow physics, the AV is only applied on
elements where the discontinuity is too important. The identification of those elements is done by a dis-
continuity sensor. The amplitude of the discontinuity inside an element is evaluated through the difference
between the solution approximated by order p and p −1 orthogonal polynomials. The solution of order p
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and order p −1 within each element is given by:

u =
N (p)∑
i=1

uiψi , and û =
N (p−1)∑

i=1
uiψi ,

where N (p) is the total number of terms in the expansion and ψi are the basis functions.
Within each elementΩe , the smoothness indicator, is defined by:

Se = (u − û,u − û)e

(u,u)e
,

where (·, ·)e is the standard inner product in L2(Ωe ).
The AV is introduced into the equations by adding a Laplacian term of the form ∇· (ϵe∇U). The value of εe

is smoothly applied to the elements through the following function:

εe =


0 if se < s0 −C ,
ε0
2

(
1+ sin π(se−s0)

2C

)
if s0 −C ≤ se ≤ s0 +C ,

ε0 if se > s0 +C ,

with se = log10(Se ) coming from the discontinuity sensor with s0 the value of the threshold defined by the
user and the parameter C determining the smoothness of the AV application. The maximum amplitude of
the AV is defined by:

ε0 = k
h

p
λmax,

with h the element size, p the polynomial order, λmax the maximum wave speed and k a user define param-
eter. In summary, the three parameters determining the AV and defined by the user are:

C smoothness,
s0 activation threshold,
k amplitude.

Some examples of application of shock capturing with higher-order, PDE-based artificial viscosity can be
found in Barter and Darmofal [55].

Velocity perturbation

At the restart of a simulation, a velocity perturbation can be added to the existing velocity field as a “white
noise”. This white noise is bounded by a user chosen amplitude as a percentage of the local velocity. The
usage of the VP is to speed up the transition from 2D to 3D flow. Indeed, from the imposed initial and
boundary conditions, the flow is initially perfectly constant in the third direction making it a “2D flow”. In
a numerical simulation, it is the machine error that causes the transition from 2D to 3D but this process is
rather slow.

Riemann solver

In ArgoDG, the following Riemann solvers are available : Roe, Lax-Friedrichs, SLAU, Godunov, SLAU2 and
Central. The Roe solver is less dissipative than Lax-Friedrichs, however it is less stable in transonic flow
regimes as explained in section 2.2.3. In the transient solution chapter, a switch is made from Roe to Lax-
Friedrichs to stabilize the solution.

Non matching connection

Non matching connection methods are used to connect two different domains with non intersecting meshes.
In the present case, this is necessary as two different domains are defined, one moving for the wake gen-
erator and one static for the blade cascade, see section 4.2. In classic FVM, non matching connection is
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based on the construction of a new mesh to intersect the two meshes. This construction introduces new
elements of arbitrary shape from triangles to octagons that are then decomposed into triangles to use the
same quadrature rule for each element. This method of mesh intersections allows to keep the conserva-
tive property of fluxes across the two domains junction. However, it is expansive and must be done at each
time-step as the domains are moving relative to each other.
In DGM, non matching connection is a much simpler process with only the interpolation of the quadrature
points from one domain to the other, see Fig. 4.2.

Figure 4.2: Interpolation of the quadrature points from element A to elements B and C, taken from [56].

This method is not conservative and implemented in FVM leads to wrong mass and momentum balance. In
DGM however, with a sufficiently good mesh, the high order of interpolation inside elements allows the use
of such simpler method without introducing much errors, see Edward Laughton et al. [56] for more details.

4.1.3 Lucia cluster

The numerical simulations performed in this work are done on the computer cluster Lucia. Lucia is hosted
at, and operated by Cenaero [57]. The cluster is mainly organized into 300 nodes of 128 CPUs each and
50 nodes of 32 GPUs each. It allows to perform parallel computations by partitioning the space domain,
each partition attributed to one or more CPU. In Lucia, two types of API are allowed : MPI and OpenMP.
In the case of MPI, each CPU is devoted to one partition. In OpenMP, multiple CPUs can be used for each
partition (up to max 4 CPUs per task for optimal parallelization). As the computational domain is divided
into many elements, a rule of thumb for Lucia memory usage is to partition the mesh to have 1000 elements
per partition and per CPU.
The jobs submission on Lucia is done through a .slurm file to specify critical information such that the
resources (nodes and memory usage) and the required execution time. The maximum execution time is
two consecutive days.
The queue time depends on the amount of requested resources and the number of users is the queue. For
the simulations performed in this work, the required resources at the end are about 30 nodes, see Table 4.3,
and are monopolized during multiple days. In that case, the queue time goes rapidly up to 2 days when
Lucia’s queue is full which doubles the total computation time. During summer and week-ends, Lucia’s
queue is smaller and the resources are more available.

4.1.4 ParaView

ParaView is an open-source, multi-platform scientific data analysis and visualization tool that enables anal-
ysis and visualization of extremely large datasets [58]. It can be automatized using pvpython which is the
Python interpreter that runs ParaView’s Python scripts. This tool have been used to retrieve all the simula-
tion pictures shown in this work.
Because the data of the simulations that are stored on Lucia are too big to be transferred each time on local
computer to be visualized, a tunnel is created directly between Lucia and ParaView opened in local. This is
also done through a job submission on Lucia requiring 8 GPUs.
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4.2 Computational domain

The computational domain reproduces the experimental setup presented in Chapter 3, see Fig. 3.9. How-
ever, the rotating bars of the experimental setup are replaced with translating bars in the numerical setup
see Fig. 4.3. This change is made for simplicity, and is supported by the hypothesis validated during the
experimental campaign see section 3.3.1. The rotational speed of the bars is converted into a vertically
translating velocity vb =−166 ey m/s, see section 3.3.1.
To reduce the computational cost, the thickness of the domain is only a fraction of the full span, defined as
7% of the chord c so d z = 0.07∗ chord = 3.6596 mm, which is about 2.2% of the experimental span. This
thickness is validated by the correlations analysis done in section 6.1.2.

Figure 4.3: 3D view of the wake generator and the blade cascade for the numerical simulation.

Two frames of reference are defined as the bars are moving while the blades are static. One for the wake
generator domain which is moving at vb , and a second static one for the blade cascade. A view of the full
computational domain in the XY plane is shown in Fig. 4.4.
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Figure 4.4: Scheme of the computational domain.
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The end of the wake generator domain is chosen close to the leading-edge (LE) of the blade cascade to
reduce the computational cost. Indeed, only the wake of the bar requires a local mesh refinement, see mesh
in Fig. 4.6. However, because the wake generator domain is moving, the whole inlet region of the blade
cascade must be refined, see mesh in Fig.4.10. So, the inlet region of the blade cascade is reduced as much
as possible while maintaining a good mesh element quality at the LE. The resulting distance between the
LE and the inlet of the blade cascade domain is 1.67 mm.

To save time, the idea is to not start from zero and compute directly the flow with the two domains coupled.
First, the flow is established on each domain separately, then both domains are coupled. The solution for the
wake generator has not been computed yet, so it has been done in this work, see section 5.1. For the blade
cascade domain however, the solution is interpolated from Borbouse solution [18], on the new domain and
mesh designed for the simulation of the rotor-stator interaction.
The junction between the two domains is made by non matching connections implemented in ArgoDG.

During the experimental campaign, multiple flow conditions have been tested with various outlet isentropic
Mach and Reynolds numbers. In this work, only the test case with M = 0.7 and Re = 70k is investigated. The
related numerical inlet and outlet boundary conditions as well as the other simulation parameters are pre-
sented in the next two subsections 4.2.1 and 4.2.2 for the wake generator and the blade cascade respectively.
Then, the coupling of the two domains is described in more details.

4.2.1 Wake generator

In this section, the flow conditions, domain, boundary conditions and mesh of the wake generator are pre-
sented.

Flow conditions

The flow conditions imposed at the inlet of the wake generator are obtained from the experimental condi-
tions, such as total pressure, total temperature and flow angle.
At the outlet of the wake generator, the static pressure is imposed. As the wake generator is located upstream
of the blade cascade, the static pressure is the one at the inlet of the blade cascade. This value pout at the
inlet of the blade cascade is obtained from the pitch average of static pressure values at Borbouse’s domain
inlet [18].
The inlet flow angle is defined from the experimental setup with the adjustment to take into account the
turning of the flow induced by the wake generator, see section 3.3.1.
The flow conditions of the wake generator are summarized in Table 4.1.

Quantity Symbol Value Units

Inlet total pressure p0,in 10779.39 [Pa]
Inlet total temperature T0,in 300 [K]
Inlet flow angle α 42.47 [°]
Outlet static pressure pout 9548 [Pa]

Table 4.1: Inlet flow conditions taken from the experimental SPLEEN project and outlet flow condition from
Borbouse simulation [18].

Domain and boundary conditions

The numerical domain of the wake generator is a rectangular box containing the cylinder, see sketch in
Fig. 4.5 and Fig. 4.4 for the dimensions. The center of the cylinder is located at the origin of the frame of
reference. The boundary conditions applied at the boundaries of the domain are gathered in Table 4.2.
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Figure 4.5: Computational domain of the wake generator.

Domain side Boundary condition

Inlet See Inlet Table 4.1
Outlet See Outlet Table 4.1
Top-Bottom Periodic
Back-Front Periodic
Cylinder No-slip, adiabatic

Table 4.2: Boundary conditions.

Mesh

Mesh design is always the balance between precision and computational cost. The general procedure is to
increase the number of mesh elements in regions where high precision is needed and use a coarser mesh
elsewhere. Typically, regions requiring high precision are regions with strong velocity gradients.
The wake generator case is no exception and four aspects of the problem that require mesh refinement are
identified (see section 2.1.4 for theoretical background about the flow around a circular cylinder):

• Boundary layer close to the cylinder surface.
• Transonic flow leading to acoustic waves traveling in all directions.
• Shock behind the cylinder.
• Wake behind the cylinder.

An example of mesh used during this work is shown in Fig. 4.6. The first aspect is taken into account with
small elements close to the cylinder, and increasing size when moving away from the surface, see Fig. 4.7.
The second aspect leads to a maximum element size of 1 mm everywhere, especially in the upstream region
of the cylinder where velocity gradients are only present because of travelling waves. Multiple refinement
boxes are made to take care of the shock attached to the wake. Those boxes are used to smooth transitions
between variable-size elements. In the mesh in Fig. 4.6, 3 boxes are shown. However, in the early stages
of the transient solution, only one box is used, and in the last stages of the transient solution with the two
domains coupled, 8 boxes are used, see 8th mesh version in Fig. 5.23b at the end of the transient solution
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chapter. The last aspect is about the capture of the wake that will interact with the blade cascade down-
stream. “Refinement rails” are made to capture the wake without refining the whole domain downstream
of the cylinder. Those refinement rails can be seen in Fig. 4.6. They are defined with the estimation of the
wake angle αw from the following velocity triangle formula:

αw = arctan

(
v f sinα− vb

v f cosα

)
≈ 67.5°,

with the inlet flow angle α= 42.47°, the inlet flow velocity v f ≈ 150 m/s and the cylinder velocity along the y
direction vb =−166 m/s.

Figure 4.6: Example of mesh of the wake generator.

Figure 4.7: Example of mesh of the wake generator, zoom on the mesh refinement around the cylinder.

The size of the first mesh element close to the cylinder surface is chosen through the dimensionless number
n+ and s+ in the normal and tangent directions to the surface respectively, defined as

n+= nu⋆

ν
,

s+= su⋆

ν
,

with n normal distance from the wall, s the tangential distance along the surface, ν the kinematic viscosity
and u⋆ the friction velocity defined as

u⋆ =
√
τ

ρ
,
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with τ the wall shear stress and ρ the density.
The span and time averaged variations of n+ and s+ along the cylinder surface are shown in Fig. 4.8. The
second polar coordinate θ defines the location on the projected cylinder surface in the XY plane. This figure
has been obtained afterwards from the data of the performed simulation. The stagnation point is located at
-112.5° in the hollow between the two bumps on the graph. This validates the estimated wake angle of 67.5°.
The maximum values of n+ and s+ are 7.8 and 19 respectively. Those values are computed with the size of
the first element in contact with the cylinder surface. In high order DGM elements, the actual first degree
of freedom is the first quadrature point above the cylinder surface. For p3, 4 quadrature points are defined
per direction. That means that the first quadrature point is located at a distance 3 times smaller from the
cylinder surface than the element size. The actual n+ and s+ values must then be divided by 3 to represent
the actual precision of the method in the surface vicinity. A rule of good practice is to set the n+ and s+ values
from 1 to 5 and 10 to 20 respectively. Considering that in most cases, the velocity gradients are smaller in
the stream-wise direction. So, the n+ and s+ maximum values are 2.6 and 6.3 which are acceptable.

−150 −100 −50 0 50 100 150
θ [°]

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

W
al

l
di

st
an

ce
s

[-
]

n+

s+

Figure 4.8: n+ and s+ span and time averaged variations along the cylinder surface.

No mesh refinement convergence study for the whole domain has been done in this work as the computa-
tion time for such simulation is high. To give perspective, the convective time of the wake generator alone
is

tconv = 2cax

v f cosα
≈ 1e-3s, (4.4)

and the time-step used is ∆t = 1e-8s which gives 100,000 iterations per convective time. Considering that
the speed of the parallel computation on Lucia, with the last mesh, is about 300 iterations per hour, one
convective time takes about 2 weeks to be solved (without considering Lucia’s queue which often doubles
the time).
So, the mesh of the wake generator has been done by gradually increasing the number of elements in the
mesh, each time the solver was not able to converge, see the details of the transient solution in section 5.1.
At the end of the transient solution of the two coupled domains, the whole region downstream of the cylin-
der was refined as the wake angle changed. However, the use of a coarser mesh in the first stages with all
the adjustments to make the simulation work was crucial.
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4.2.2 Blade cascade

The idea is to not compute the solution on the blade cascade like for the wake generator, but rather start
from the one obtained by Borbouse [18]. This is done by interpolating Borbouse’s solution on the cut do-
main presented in the next section. The inlet and outlet boundary conditions remain the same, but the
wake generator will be placed upstream of the blade cascade.
In Borbouse’s work, three Mach numbers have been analysed (0.7, 0.9, 0.95). Due to lack of time, in the
present work, only the case M=0.7 is considered.

Domain and boundary conditions

The computational domain is identical than Borbouse’s except for the inlet, which is cut to place in front
of the wake generator. The cut is made the closest to the LE, while keeping a quality mesh, in order to
reduce the number of mesh elements. As explained previously, refinement rails can only be used in the wake
generator domain which is moving with the wake unlike the blade cascade. The resulting blade cascade
domain is shown in black in Fig. 4.9 while the initial inlet domain is shown in orange. The interpolation
of the solution obtained by Borbouse [18] on the cut domain is possible thanks to the periodic conditions
imposed on the upper and lower boundaries.
Boundary conditions such as no-slip and adiabatic conditions on the blade surface are also identical to
Borbouse’s work.

Figure 4.9: Blade cascade computational domain. In orange, the inlet of Borbouse’s domain. In black, the
cut domain used for the rotor-stator interaction simulation.

Mesh

The mesh on the blade cascade domain is the same as in Borbouse simulation, except in the inlet region
and around the blade where the mesh element size is imposed to 2.5e-4 m to correspond to the size in the
refinement rails of the wake generator. The mesh of the blade cascade used in this work is shown in Fig.
4.10.
Additional mesh refinement is applied at the LE to ensure element quality between the two boundaries: the
inlet and the blade.
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Figure 4.10: Mesh of the blade cascade domain.

4.2.3 Wake generator and blade cascade assembly

The coupling of the two domains, the wake generator with the blade cascade, is achieved by the use of non
matching connection, see section 4.1.2. At each time-step, the solution of each domain is first computed
separately in its own frame of reference. Then the information from one domain is given to the other and
vice versa. Fig. 4.11 shows the coupling of the two domains.

Figure 4.11: Wake generator and blade cascade coupling.

In the absolute frame of reference, the wake generator domain (the rotor) is translating downwards while
the blade cascade domain (the stator) is static. Because of the periodic boundary conditions on top and
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bottom boundaries of the wake generator, the part of the domain of the wake generator that is below the
inlet of the blade cascade can be viewed as shifted up again, resulting in an infinite wake generator passage
in front of the static blade cascade. This situation is illustrated by Fig. 4.12.

Figure 4.12: Infinite wake generator passage in front of the static blade cascade.

When the two domains are coupled, the total flow conditions are applied at the inlet of the wake generator,
as described in section 4.2.1 and the static pressure condition is applied at the outlet of the blade cascade,
see section 4.2.2. No boundary conditions are needed at the junction of the two domains.
The final mesh on both domains with the 3D view of the numerical setup in Fig. 4.3 is shown in Fig. 4.13.
Note that the actual thickness of the computational domain in the span-wise direction is only 7% of the
blade chord and not 56% that are shown in Fig. 4.13 for visibility purposes. The resources used by the final
mesh are gathered in Table 4.3.

Figure 4.13: 3D view of the full computational domain.
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Domain Nbr of elements Nbr of partitions Nbr of nodes Elements/CPU

Wake generator 2,602,500 2560 20 1016
Blade cascade 1,355,130 1280 10 1058
Total 3,957,630 3840 30 -

Table 4.3: Final mesh resources.

The meshes have been designed to match the demand of the strong gradient regions, but also to have a
similar number of elements per CPU for both domains to optimize the parallel computation. That way, each
time-step is computed with roughly the same time for both domains without having one domain waiting
for the slower one to finish.

4.3 Schemes and solvers

As introduced in section 2.2 about the numerics in the Theoretical background chapter, the problem con-
sidered here involves transonic unsteady compressible flows. The unsteady solution is approximated using
the discontinuous Galerkin method and a time marching method with implicit temporal discretization us-
ing the second order backwards differencing formula BDF2. The viscosity of the fluid is obtained from
Sutherland’s law. The Riemann solver that worked for the entire simulation is the Lax-Friedrichs solver, see
transient solution in section 5.1. The absence of domain specification for the Riemann solver forces the use
of the more dissipative Lax-Friedrichs solver one the wake generator as well as for blade cascade where it is
not needed.
The solution is first initialized with p0 and then p3. Thus, the discontinuous Galerkin method is 4th order
accurate. It results 43 = 64 interpolation points so 64 degrees of freedom (DOFs) per equation and per ele-
ment. With the final mesh shown in Fig. 4.13, the number of DOFs is 253M.
The final non-linear equations system is solved using the Newton-GMRES algorithm with a Jacobi precon-
ditioner. The maximum number of iterations for the GMRES algorithm is increased from 30 to 50, and from
5 to 10 for the Newton solver. The FreezeJacobianMatrix parameter varies during the transient solutions but
is finally fixed to 10. The final time-step used is 1e-8s.
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As described in the previous section 4.3, the method used is a time marching method, with a transient phase
between the imposed initial solution at t = 0, and the established flow solution. Generally, the transient
phase of a numerical simulation is not of great interest and is just mentioned without going into details.
In this work however, the transient phase is interesting as several problems with important consequences
were encountered, and to which answers were found. Those problems and answers are described in the
following sections with first the wake generator domain, and then the two domains coupled. No transient
phase for the blade cascade domain is shown in this work as the solution on this domain is interpolated
from the one obtained by Borbouse [18].

5.1 Wake generator

The transient solution of the wake generator domain is decomposed into four main steps: the initialization
of the solution with order 0 polynomials (p0), the transition from p0 to p3, the stabilization of the p3 solution
and the correction of the inlet flow angle. The following section describes in more details those four steps,
the related meshes and a global temporal view of the transient solution. Afterwards, the transonic flow
simulation issues are discussed along with the answers provided in this work.

5.1.1 Main steps of the transient solution

Initialization with order 0

5e-5s: Initialization of the simulation. The relative
Mach number shows the starting of the wake behind
the cylinder. As the flow is not established yet, the
wake is following the same direction as the movement
of the bar.

1e-3s: The pressure wave is coming from the left, ie
the inlet boundary condition, and travels across the
domain. The wake is already in its stable direction
that can be estimated by the velocity triangle with the
cylinder translation and the incoming flow with inlet
flow angle.
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1.5e-3s: The pressure wave is still traveling back and
forth in the domain.

1.035e-2s: The solution is stabilized and the traveling
pressure wave has vanished.

Transition to order 3

1.036e-2s: Change of mesh to initiate the transition
from p0 to p3. On either side of the cylinder, the ve-
locity increases.

1.0396e-2s: Transition to p3: the no-slip condition is
well imposed and the surface flow changes, leading to
the initialization and growth of a separation bubble
behind the cylinder. Now, the velocity increases on
either side of the bubble. A velocity perturbation (VP)
of 10% is added to speed up the transition from 2D to
3D flow to damp large discontinuities.

1.0406e-2s: Start of the separation bubble break and
shock apparition attached to the bubble. Artificial vis-
cosity (AV) is added in order to increase the thickness
of the shock, see AV in section 4.1.2.

1.0415e-2s: Break of the separation bubble into sev-
eral vortices with high velocity parts coming from the
acceleration on either side of the cylinder and the
bubble.

1.0435e-2s: The strong vortices coming from the
break of initial separation bubble are moving away
from the shock. They are denoted as spurious vor-
tices as they are not part of the established flow. A Z-
shaped sponge layer (ZSL) is applied to damp them,
see subsection 5.1.3.
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Stabilization with order 3

1.0568e-2s: Stabilization of the wake close to the
cylinder. Removal of the ZSL as the spurious vortices
have vanished. Establishment of the Karman vortex
street and start of the slow periodic motion of the
shock.

1.07535e-2s: After removal of the ZSL, the wake of the
cylinder continues to extend towards the outlet with
increasing width and decreasing turbulent intensity.

Inlet flow angle correction

1.21825e-2s: Wake and shock fully established. Appli-
cation of an inlet sponge layer in order to remove any
possible reflections on the inlet boundary, see subsec-
tion 5.1.3. The change of inlet flow angle from 36.3° to
42.47° is completed, see incidence angle correction in
section 3.3.1.

Meshes

0 → 1.035e-2s: 200,940 elements.
Mesh for the initialization of the solution with order
0. The refinement regions in the direction of the wake
are called “refinement rails”.

1.035e-2s → 1.0597e-2s: 366,420 elements.
Mesh for the transition from order 0 to order 3 with
ZSL, see subsection 5.1.3. Mesh refinement in the
shock region, first refinement rail and refinement of
the whole domain to capture the waves that are trav-
elling in all directions.

1.0597e-2s → 1.1582e-2s: 772,770 elements.
Mesh after the removal of the ZSL and starting of the
Karman vortex street. The refinement rails are en-
larged to better capture the wake.

1.1582e-2s → 1.21945e-2s: 1,037,730 elements.
Mesh with an increase of the shock refinement region
because of the shock motion, refinement between the
refinement rails as the actual wake becomes thicker,
and change of the angle of the refinement rails ac-
cording to the corrected inlet flow angle.
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Global temporal view

In order to follow the time evolution of the simulation, an estimation of the angle of the wake is obtained by
looking at the momentum convective fluxes on the surface of the cylinder:

αestimate(t ) = arctan

(
Momentum convective flux along y (t )

Momentum convective flux along x (t )

)
. (5.1)

Those fluxes are non zero despite the no-slip boundary condition as the cylinder is translating in the abso-
lute frame of reference. So, the cylinder applies some momentum to the flow.
Fig. 5.1 shows the estimate wake angle time evolution as the simulation progresses. First, the initialization
of the flow with p0 in blue. Then, the transition from p0 to p3, the stabilization and the flow angle correc-
tion respectively in orange, green and red. Fig. 5.2 offers a closer look on the last three steps of the transient
solution.
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Figure 5.1: Estimate wake angle, complete time evolution.
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Figure 5.2: Estimate wake angle, three last steps time evolution.
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Several observations can be made:

• The predicted wake angle computed for the refinement rails is confirmed by the simulation.
• The p0 solution converges to a steady flow angle around which the p3 solution is oscillating, before

the change of inlet flow angle.
• The second wake angle from the change of inlet flow angle is also well predicted.
• Around t=0.00075s in Fig. 5.2, the flow is stabilized and even with the change of inlet flow angle,

the amplitude of the wake oscillations remain small. That concludes the transient phase of the wake
generator solution.

5.1.2 Transonic flow issues and remedy tools

As described in section 2.1.4, this case of flow around a circular cylinder at Re = 70k and M = 0.7 implies
transonic flow behaviour and the presence of shocks. Those shocks induce discontinuities in the solution,
that are moving with time, and can be located everywhere, not only at the boundary of two elements. In-
deed, at the boundary of two elements, the DGM would manage easily such discontinuities. Those large
discontinuities inside elements however, are difficult to manage by the solver and may lead to its inability
to continue the simulation, see Fig. 5.3. A strategy to carry such a complicated simulation is to reduce the
time-step, refine the mesh and allow more GMRES and Newton iterations at each time-step. All these ap-
proaches increase the computational cost and time. In this work, the minimum time step is set to 1e-8s and
the number of mesh elements of the order of 1M which requires 8 nodes of 128 CPUs each on the Lucia clus-
ter. The maximal GMRES iterations is set to 50 and 10 for the Newton iterations. With those constraints on
the user defined parameters, several additional tools were necessary to carry out the simulation, see section
4.1.2:

• Sponge layer (SL)
• Velocity perturbation (VP)
• Artificial viscosity (AV)
• More dissipative flux function : Lax-Friedrichs (Lax) instead of Roe

By trial and error, the amplitude of the VP is fixed to 10% and the three parameters of the AV are [1 -3 1]. The
penalty factors defining the ZSL and the SLIN are described in section 5.1.3.
In order to compare those different tools and their impact on the simulation, the wake angle time evolution
is presented in Fig. 5.3.
For the comparison between the tools used, the mesh is the one in Fig. 4.6, without all the refinements rails,
and the time-step is fixed to 1e-8s.
The simulation presented in the previous section is added to the figure (Combined) as a reference. As de-
scribed previously, this “Combined” simulation is run with all the tools. It must be noticed that its simula-
tion conditions are not the same with varying meshes and time-steps.
Fig. 5.3 highlights that the simulation with the Roe flux function is the most sensitive to transonic flow be-
haviours. Tests have been conducted with Roe + AV and Roe + AV + 10% of entropy fix (EF) but they all lead
to failure at about the same simulation time as shown in Fig. 5.3 for Roe. The next most sensitive one is
the simulation with Lax-Friedrichs and the velocity perturbation, then Lax-Friedrichs alone, Lax-Friedrichs
and the Z-shaped sponge layer. The simulations “Combined” and Lax-Friedrichs with artificial viscosity are
the only ones that can manage the complexity of the transonic flow.
The following figures in Fig. 5.4 show the impact of these different tools on the solution. Each figure shows
the final state of the simulation when the solver is unable to go any further. In the case of Lax + AV, the figure
shown is the one at time t=1.25e-4s and at t=1.7e-4s zoomed out.
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Figure 5.3: Comparison of the time evolution of the wake angle, for the different tools used: artificial vis-
cosity (AV), Z-shaped sponge layer (ZSL), velocity perturbation (VP) and Riemann solvers Roe and Lax-
Friedrichs (Lax). The crosses indicate the final state of a simulation when the solver is unable to go any
further. In dotted black line (Combined), the start of the simulation with p3 presented in section 5.1.1.

Fig. 5.4 (a) shows that as soon as the shock leaves the most refined mesh region (see last mesh in section
5.1.1), the solver is not able to go any further. The other figures show that the flux function Lax-Friedrichs
is more robust, as all cases are able to go further in the simulation. The Roe flux function is better than the
LF as LF is much more dissipative, but all attempts to go back to Roe after the stabilization of the wake have
failed, see section 2.2.3 about the Roe issue with transonic flows.
Fig. 5.4 (b) shows that the VP made the transition to 3D flow faster, reducing the intensity of the shock and
also increasing considerably the dissipation of the spurious vortices (SV) without a sponge layer.
Fig. 5.4 (c) shows that with Lax alone, the SV are dragged along by the flow without real damping.
Fig. 5.4 (d) Shows the radical effect of the sponge layer on the solution: all the SV have vanished. The
position of the ZSL spared the shock as intended.
Fig. 5.4 (e) shows that the simulation can be carried out with Lax + AV only. However, like in the case of
Lax alone, the SV are not damped and are dragged along by the flow. The refinement rails are in the same
direction than the propagation of the SV and are able to capture them. However, Fig. 5.4 (f) shows that those
SV are moving away from the central wake axis and even leaving the refinement rails. Nevertheless Lax + AV
seem to allow the solver to continue the simulation further.
In the simulation that has been carried out to the fully established wake, all the available tools such as Lax,
AV, VP and ZSL have been used together, in order to benefit from all advantages. Furthermore, it allowed
to increase the time-step from 1e-8s to 1e-7 for a part of the simulation which lowered considerably the
computational cost and time.
Finally, all figures in Fig. 5.4 indicate that Lax-Friedrichs is able to take care of the transonic behaviour of the
flow in the wake region however, AV must be added to take care of the shock combined with a good mesh
refinement. Table 5.1 sums up the comparison of the numerical tools.

Numerical tool Shock start SV removal Success

Roe, Roe + AV, Roe + AV + EF × - ×
Lax + VP ✓ ✓ ×
Lax ✓ × ×
Lax + ZSL ✓ ✓ ×
Lax + AV ✓ × ✓

Table 5.1: Numerical tools comparison.
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(a) Mach number for the Roe simulation. (b) Mach number for the Lax + VP simulation.

(c) Mach number for the Lax simulation. (d) Mach number for the Lax + ZSL simulation.

(e) Mach number for the Lax + AV simulation at
t=1.25e-4s.

(f) Mach number for the Lax + AV
simulation at t=1.7e-4s zoomed out.

Figure 5.4: Final state of the simulation with the different tools used.

5.1.3 Sponge layers

Z-shaped sponge layer (ZSL)

In order to rapidly damp the spurious vortices, a Z-shaped sponge layer is applied at the transition from p0
to p3. The value of the penalty factor σ defines the Z-shape with the following expression:

σ=5000× (1+ tanh
(
500× (y +x/tan(αw )−5×0.001/sin(αw ))

)
)

× (1+ tanh
(
500× (−y +x × tan(αw )+6×0.001× sin(αw )× tan(αw ))

)
)

× (1+ tanh
(
500× (y +x × tan(αw )−6×0.001× sin(αw )× tan(αw )+ g )

)
)

× (1+ tanh
(
500× (y −x × tan(αw )−6×0.001× sin(αw )× tan(αw )+ g )

)
)

+40000× (1+ tanh
(
500× (−y +x × tan(αw )+6×0.001× sin(αw )× tan(αw )− g )

)
),

with the pitch g = 0.03295 m and the estimated wake angle αw = 65°.
Fig. 5.5 shows the resulting Z-shaped sponge layer. The center of the cylinder is located at (0,0) in the XY
plane. The SL is defined in order to respect the periodicity of the domain and apply the penalty factor on
the solution progressively.
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Figure 5.5: Z-shaped sponge layer. The center of the cylinder is located at (0,0) in the XY plane.

Inlet sponge layer SLIN

As pressure waves move upstream, they reach the inlet of the computational domain and collied with the
imposed total pressure condition. This pressure variation is converted into velocity by the boundary con-
dition. As the velocity of the flow is not in the same direction as this velocity creation, the collision creates
vorticity which is then carried downstream by the flow.
Fig. 5.6 shows the pressure waves coming from the interaction of the flow with the cylinder using the
Schlieren method (gradRhoOverRho variable). Some of the waves are moving upstream and reach the inlet.
Fig. 5.7 then shows the vorticity present in the domain. There is indeed spurious creation of vorticity at the
inlet that is moving downstream. It can be noticed that this is not the case at the outlet, where only the static
pressure boundary condition is applied. However, spurious wave pressure reflections are possible, as it can
be seen at the outlet of the domain shown in Fig. 5.6.

Figure 5.6: GradRhoOverRho, from the simulation with Lax + AV at t = 2.66e-4s, no sponge layer applied.
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Figure 5.7: Vorticity, from the simulation with Lax + AV at t = 2.66e-4s, no sponge layer applied.

This spurious vorticity is called “reflection” on the boundary. To avoid any “reflections”, an inlet sponge
layer is defined to damp all pressure variations travelling to the inlet, see Fig. 5.8 for the related penalty
factor, which expression is given in (5.2).

σ= 50000× (1+ tanh
(
500× (−x − cax ×0.88+ (g /2))

)
) (5.2)
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Figure 5.8: Penalty factor of the inlet sponge layer. In this case, the value of σ is constant along y.

5.2 Blade cascade with wake generator

In this section, the transient phase of the wake generator coupled with the blade cascade is presented. Like
in the transient phase of the wake generator alone, several problems were encountered here.
The transient solution of the wake generator coupled with the blade cascade is decomposed in four steps:

• Coupling initialization.
• Synchronized restarts.
• Solver instability.
• Outlet sponge layer.

Those four steps are described in details in the following sections.
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5.2.1 Two domains coupling

The coupling of the wake generator domain and the blade cascade domain is realized by an interface coded
in ArgoDG, that allows non matching connection, see section 4.1.2.
The solution on each domain is initialized separately as described in section 4.2.3. On one hand, the solu-
tion of the wake generator alone obtained after the transient phase described in the previous section. On
the other hand, the solution of the blade cascade alone, obtained by Borbouse [18]. As a result, the solution
is different on both sides of the junction, see Fig. 5.9. A zoom on the junction is shown in Fig. 5.10a and Fig.
5.10b.

Figure 5.9: Schlieren of the computed solutions for the wake generator and the blade cascade before cou-
pling.

(a) Zoom on the junction, from Fig. 5.9. (b) Static pressure isobars at the junction.

Figure 5.10: State of the flow before coupling.

Firstly, the generated wake has reached the outlet of the first domain while there is no turbulence at the inlet
of the second domain before coupling, see Fig. 5.10a.
Secondly, for the initialization of the solution of the wake generator, the static pressure was imposed uni-
form at the outlet. Its value was fixed from the average of the static pressure at the inlet of the blade cascade
alone. It results the strong pressure field difference shown in Fig. 5.10b and on the graph in Fig. 5.11.
At the coupling, the information from both domain travels into the other until the junction is stable. It hap-
pens in the form of two strong pressure waves going upstream and downstream, Those pressures waves are
call adjustment waves, shown in Fig. 5.12.
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Figure 5.11: Static pressure in terms of the pitch, at the junction, from the wake generator side and from the
blade cascade side before the coupling.

(a) 2e-7s after coupling. (b) 1.32e-5s after coupling. (c) 2.64e-5s after coupling.

Figure 5.12: Adjustment waves after coupling of the two domains.

Those adjustment waves are too large and prevent the GMRES solver to converge.
Thus, they must be damped in order for the solver to converge. Two ideas are considered: a reduction of
the element order in the junction region, or the usage of a sponge layer also located in the junction region.
Both ideas are developed hereafter.

Element order spatial variation

The element order can be defined by a function dependent on the spatial variables. It is applied in the ab-
solute frame of reference without the possibility of specifying the domain to which it applies. It therefore
applies to both domains without distinction. However, the wake generator and the blade cascade are de-
fined in their own frames of reference with different origins, see sections 4.2.1 and 4.2.2 for more details.
To make it work, a new domain with a new mesh for the wake generator is built, shifted upstream so that
the two domains do not overlap anymore. However, WG solution is attached to the previous mesh which is
still overlapping the blade cascade domain. So, at the restart of the simulation, the previous WG solution is
translated to be interpolated of this new shifted mesh. ArgoDG allows to interpolate previous solutions on
new meshes with translation and rotation transformations.
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Unfortunately, after several trials with different parameters, it appears that there is a problem in the transla-
tion of the solution which may be related to an improper interaction with the periodic boundary conditions,
see Fig. 5.13.
As the code of ArgoDG is the property of Cenaero, it can not be changed by an external user, so another
solution is necessary.

(a) Translation = [-0.0533232 0 0] (b) Translation = [0.0533232 0 0]

Figure 5.13: Problem in the translation of the solution that might be related to an improper interaction with
the periodic boundary conditions.

Sponge layers

As the idea of reducing the order to take care of the discontinuity at the junction of the two domains was
not possible, sponge layers are used instead. Their shape is the same as the one presented in the previous
section, see Fig. 5.8. Sponge layers are defined by domain so two must be define here, one at the outlet of
the wake generator (SLW) and one at the inlet of the blade cascade (SLB).
Their full expressions are given below, each penalty factor is defined in their respective frame of reference:

σSLW = 25000∗ (1+ tanh(2500∗ (x −0.05165653333+0.005/6))), (5.3)

σSLB = 25000∗ (1+ tanh(−2500∗ (x +0.005/6))). (5.4)

This method worked as the sponge layers were able to sufficiently damp the adjustment waves. Those ad-
justment waves are rapidly decaying as they move upstream and downstream so the sponge layers were
rapidly removed after 2640 time-steps of 1e-8s. The adjustment waves of the working simulation during the
application of the sponge layers are visible in Fig. 5.12.
This usage of sponge layers applied on two different domains with respective frames of reference showed
an inaccuracy in the code of ArgoDG: the specification of the domain in the sponge layer definition is not
taken into account in the code. It resulted in the application of both SLW and SLB on each domain, see Fig.
5.14. SLW wrongly applied to the blade cascade is more visible than SLB on the wake generator as the flow
is almost uniform upstream of the cylinder, whereas the wake is present downstream of the LE of the blade.
Comparing Fig. 5.14a to Fig. 5.14b, one can see in the wake of the blade that it is as if the vortices leave trails
behind them as they are being smoothed out by the sponge layer SLW.
This is not a problem as it is part of the transient solution and the sponge layers SLW and SLB were only
briefly applied for the coupling initialization. However, in the case of the sponge layer applied at the inlet of
the wake generator (SLIN), it is always applied. Fortunately, SLIN is applied far away from the cylinder cen-
tered at (0,0,0) and so, is applied outside of the blade cascade domain. The same reasoning can be done if a
sponge layer is applied at the outlet of the blade cascade, and will be outside of the wake generator domain.
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(a) Coupling initialization.

(b) Before removal of sponge layers, 2.64e-5s after coupling.

Figure 5.14: Enstrophy on both domains, at initialization of the coupling and just before the removal of the
sponge layers around the junction.

5.2.2 Synchronized restart

Now that the coupling is successfully initialized, the next issue concerns restart synchronization.
The system of discretized NSE is solved by the Newton-GMRES method using multiple CPUs on Lucia.
Those CPUs are shared with other users and the maximum reservation time is 2 days. This implies mul-
tiple restarts from previous calculation as one convective time takes about 4.4 days in the regular use of
Lucia. This computation time is developed hereafter.
The convective time of the present problem is defined as the axial chord of the blade divided by the speed
of the flow which gives 0.04761/150 = 3.174e-4s. With a time-step equal to 1e-8s, one convective time takes
31740 iterations. To give perspectives, on Lucia, with 1 node per partition and 1000 mesh elements per
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partition, about 300 iterations are done per hour. That gives about 106 hours or 4.4 days to achieve one
convective time.

In ArgoDG, 4 types of restart are possible:

• None, the simulation starts from the given initial solution at t = 0.
• Clean, the simulation starts from a computed solution interpolated on the domain, but all existing

data are deleted. This mode is necessary for a change of mesh or folder.
• Full, same as Clean but all existing data are conserved and used in the next statistical calculations.
• Checkpoint, same as Full but allows the simulation to be restarted automatically.

For example, None restart was used at the start of the wake generator simulation with p0. After that, Clean
restarts were used for mesh changes. When a change of mesh is done, the Clean restart mode is forced as
the solution from the previous mesh must be interpolated on the new mesh.
However, the global time of the simulation is only stored in the Full restart mode and not in the Clean restart
mode. This is a problem when it comes to two domains that move relative to each other. If the global time
of the simulation is lost, the wake generator domain restarts at its initial position whereas its solution is the
translated one. It results in the desynchronization of the solution of the wake generator with the one of the
blade cascade.
Fig. 5.15 is an illustration of the desynchronization at the restart of a simulation. The displayed field are
static pressure isobars. In (a), both domains are synchronized. In (b) the domains are desynchronized
and in (c) is the view if the wake generator was at its initial position. One can see that the simulation is
continuing with the wake generator at its initial position instead of the real translated position.

(a) At restart, t=0s,
real domain position.

(b) After restart, t=2e-6s,
real domain position.

(c) After restart, t=2e-6s,
initial domain position.

Figure 5.15: Static pressure isobars of a test case with the two domains coupled. Illustration of a desynchro-
nized restart.

To get around the storing time problem, it appears that the global time in a Clean restart is computed
from the product of two parameters defined in the input file: Iteration at which the simulation restarts and
Timestep of the new simulation. In order to get the right global time in a Clean restart, one must adjust those
two parameters, with the freedom of changing the Timestep as long as Iteration is changed accordingly.
This particular case shows that the global time of a simulation should be stored and conserved throughout
restarts, regardless of the type of restart.

5.2.3 Solver stability

Now that the two domains coupling works and the restarts are synchronized, the next issue concerns solver
stability. As described in the transient solution of the wake generator in section 5.1, the computation of
the solution was sensitive to strong discontinuities and required a Lax-Friedrich flux function and artificial
viscosity. Mesh refinement in the shock region was also critical. All these aspects still apply in the two
coupled domains case. However, the change in boundary condition at the outlet of the wake generator
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has consequences such as small changes in flow velocity field, wake angle and shock behaviour. It results
in the failure of the solver to continue the simulation with the same parameters that work for the wake
generator alone. The exact reason for the solver’s failure at time t = 4.4262e-4s has not been found, but
several problematic aspects have been identified, such as spurious oscillations close to the shock and the
application of AV in some vortices of the wake, see Fig. 5.16.

(a) Schlieren. (b) Schlieren and AV superposed.

Figure 5.16: Simulation of the two domains coupled, zoomed at the start of the wake of the translating bar
(t = 3.6795e-4s). Schlieren on the left and Schlieren and AV superposed on the right.

The first aspect considered to improve the computation stability is to reduce the spurious oscillations in the
vicinity of the shock. New meshes with increased refinement in the shock region were tested. This refine-
ment greatly reduced those spurious oscillations, see Fig. 5.17b. In addition, a uniform mesh refinement of
the whole region behind the bar is done to take into account the change of wake angle, which is no longer in
the same direction as the refinement rails. The first and sixth versions of meshes are shown in Fig. 5.17a and
Fig. 5.17b respectively. Five different meshes with increased refinement have been tested unsuccessfully be-
fore the test of the sixth version. However, the solver was still unable to advance to the next time-step even
with the sixth improved version of mesh and a reduction of the time-step from 2e-8s to 1e-8s, the smallest
allowed time-step.

(a) Previous mesh (1st version, 1,104,570 elements). (b) New mesh (6th version, 2,354,040 elements).

Figure 5.17: First and sixth versions of meshes for the wake generator domain, zoomed in the shock region.

The second problematic aspect considered is the application of AV in the wake vortices. Indeed, AV is ap-
plied at the shock location, but also in the wake close to the shock as some strong vortices fulfill the AV
sensor condition. Then, those vortices are carried downstream by the flow with the AV. This situation leads
to the transportation of AV towards regions less refined, creating large variation of viscosity between adja-
cent elements, see Fig. 5.18. Moreover, Fig. 5.18 shows that the most important values of AV are located in
the vortices of the wake and not in the shock anymore. For comparison, the value of the AV applied in the
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wake vortices is 4e-4 [Pa.s] and the free stream dynamic viscosity is 1.5e-5 [Pa.s]. Meaning that the viscosity
varies by a factor about 30 between 2 adjacent elements.

Figure 5.18: Schlieren with AV superposed, at t = 4.15e-4s, sixth mesh version.

To tackle this issue, the AV is only applied on a box, located in the shock region such as to remove the AV
from the wake vortices. This AV box solved the problem for 282 additional time-steps but failed at iteration
22413. The use of AV box in the context of two coupled domains showed that domain specification in the AV
definition does not work in ArgoDG, see Fig. 5.19, but it is not a problem in this case as there are not strong
variations in the density field close to the LE of the blade.

Figure 5.19: AV box around the shock region. Highlight on the domain specification problem.

It appeared that the AV box worked by removing the AV from the wake vortices, but did not solved the prob-
lem inside the box. Increasing the size of the box along with an increased mesh refinement region at the
start of the wake did not work either (seventh mesh see Fig. 5.23a). Nonetheless, it showed that in the wake
vortices, important values of AV were applied in locations where the AV sensor did not detect strong density
discontinuities, see Fig. 5.20.
Comparing Fig. 5.20a and Fig. 5.20b, one can see that the AV is wrongly imposed in a wake vortex as the
AV sensor did not even detect a discontinuity there. This is due to the update of the AV. The problem was
solved by changing the update frequency of the AV from WithinNewton to EveryTimeStep in the input file.
So, instead of updating the AV at each GMRES iteration, the AV is only updated at each time-step which is
apparently more stable in the present case, where AV is applied on rapidly moving discontinuities such as
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the wake vortex visible in Fig. 5.20b.
With this change of AV update frequency, AV box, and 7th mesh version, the simulation ran without prob-
lems (up to t = 5.02e-4s).

(a) Schlieren with superposed AV sensor. (b) Schlieren with superposed AV.

Figure 5.20: Comparison of AV sensor (left) and actual applied AV values (right), one time-step before the
solver’s failure.

Before the change of AV update frequency, a simulation without AV was tested to verify that the solver’s
failure was related to the AV. This simulation ran with success, proving that the AV was indeed at the root of
the problem but also that the simulation was able to run without AV to stabilize the shock. However, until
now, AV was necessary due to the presence of the shock, see the transient solution of the wake generator
alone in section 5.1. Indeed, the effect of the complete removal of the AV is directly visible in the shock
vicinity, see Fig. 5.21, where oscillations around the shock start to grow. Nevertheless, the multiple mesh
refinements in the shock region seem to be able to limit them. As it is preferable to have small spurious
oscillations than AV, the simulation is continued without AV. Moreover, removing the AV reduces greatly the
computation time (from 174 to 300 time-steps/hour) as no more artificial discontinuities are introduced in
the solution.

(a) Schlieren of the shock before AV removal. (b) Schlieren of the shock after AV removal.

Figure 5.21: Comparison of the shock before AV removal, t = 5.02e-4s (left) and t = 5.38e-4s after AV removal
(right).

The simulation ran without AV from t = 5.02e-4s until t = 1.1083e-3s during which the length of the “branches”
of the shock is increasing and eventually goes out of the most refined region, leading to too strong oscilla-
tions which results in solver’s failure, see Fig. 5.22.
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Figure 5.22: Schlieren with seventh mesh version, adaptation level 2, one time-step before solver’s failure.

To resume the simulation, an eighth mesh version is made with the width of the most refined region in-
creased, see Fig. 5.23 for the comparison between seventh and eighth meshes. About 200k elements are
added to the seventh mesh to obtain the eighth mesh, which require 2 additional nodes for the calculation
on Lucia. That makes 30 nodes in total, so 3840 CPUs working in parallel. That represents a tenth of Lucia’s
resources with a long queue time related to the use of such amount of resources.

(a) Seventh mesh version, 2,415,060 elements. (b) Eighth and last mesh version, 2,602,500 elements.

Figure 5.23: Comparison of the last two mesh versions, with the increase of the width of the most refined
region to capture the shock.

Restarts from t = 1.105e-3s and t = 1.1e-3s with the eighth mesh did not work, even if they removed the
spurious oscillations seen in Fig. 5.22. Also in 3D view, the origin of solver’s failure was not found. However,
restart from t = 9.4e-4s with the 8th mesh worked. Fig. 5.24 shows the 2 simulations with the 8th mesh at
t = 1.105e-3s, one restarted from t = 1.1e-3s that failed at t = 1.1083e-3s and one restarted from t = 9.4e-4s
that succeeded. It can be seen that both simulations are quiet different in regions where the mesh is almost
identical (same element size). These differences are due to the highly chaotic nature of the flow, with the
shock constantly interacting with the unsteady wake.

(a) Restarted from t = 1.1e-3s. (b) Restarted from t = 9.4e-4s.

Figure 5.24: Comparison of 2 simulations with the eighth mesh at t = 1.105e-3s, one restarted from t = 1.1e-
3s (left) that failed at t = 1.1083e-3s and one restarted from t = 9.4e-4s (right) that succeeded.
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So, with the eighth mesh and the restart from t = 9.4e-4s, the simulation continued without other problems.
The latest time reached by the simulation is 1.5e-3s from the coupling of the two domains.
In the future, the shock may change again and the mesh refinement region may need to be enlarged accord-
ingly. Nevertheless, so far, the simulation is running with the eighth mesh version, a time-step of 1e-8s and
a freeze Jacobian matrix of 10.
The difficulties encountered by the presence of large discontinuities in the solution induced by the presence
of a shock and the intensive mesh refinement that was needed to take care of them proves that adaptive
mesh refinement (AMR) methods are valuable when compressibility effects are important.

5.2.4 Outlet sponge layer

The environment behind the TE of the blade, such as the mesh refinement and the usage of sponge layer,
have been conserved from Borbouse simulation to ensure comparable blade wakes. However, the definition
of Borbouse’s outlet sponge layer contains an inaccuracy which causes the sponge layer to be inactive. It
results in spurious reflections at the outlet of the blade domain, flowing up to the TE, see Fig. 5.25.

Figure 5.25: Schlieren on the complete computational domain without outlet sponge layer, t = 6.5014e-4s.

So, a sponge layer is added at the outlet of the blade domain, with the same parameters than the one at the
inlet of the wake generator domain, see section 5.1.3, but inverted to damp the strong pressure waves going
downstream. In that case, the expression of the penalty factor is

σ= 50000× (1+ tanh
(
500× (x −0.16354+ (g /2))

)
) (5.5)

A visual observation of the direction of waves propagation confirmed that the outlet sponge layer indeed
removed the waves going upstream. This confirmed that those waves were actually coming from spurious
reflections on the outlet boundary and not from the wake of the blade as assumed initially.
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5.3 Computation time decomposition

As introduced several times already, the computation time of such simulation is high with 4.4 days per con-
vective time in the case of the two coupled domains. In general, after the transient solution, an unsteady
turbulent solution is averaged in time during 10 convective times.
In this case with the incident wakes moving periodically with respect to the blade, time average must be
applied for each fixed wake generator position which increases considerably the time of the averaging pro-
cess. This is actually the precise reason why it has not been done in this work, for lack of time and tools to
perform such expensive memory process.
Therefore, for such time expensive simulations, it is worth analysing the computation time to see which
process is the most costly and if it can be optimized. For example, the tuning of the parameters of the
Newton-GMRES algorithm such as the Jacobian recycling number (JRN) has a strong impact on the com-
putation time. Indeed, Fig. 5.26 shows the time taken per time step for a last part of the simulation of the
two coupled domains, from iteration 136000 to 137000. One can clearly see that each 250 time-steps, there
is a peak in time consumption associated to that time-step. This is due to the restart saving file each 250
iterations. Then, the second line of time-steps that consume the most time is related to the Jacobian eval-
uation. Finally, the last small line close to the bottom are the times for the computation of the time-steps
with Jacobian recycling. A zoom on the first 100 iterations is shown in Fig. 5.27 where the distinction is
clear between the time-steps computed with and without Jacobian evaluation. The JRN is fixed to 10 here
as the computation time for each time-step with Jacobian recycling is not increasing which indicates that
the simulation is running smoothly.
Looking at those graphs, it is clear that the increase of JRN is highly advantageous to speed up the process.
However, one should remain careful to still recompute the Jacobian regularly.
The usual value is a JRN of 5. The theoretical speed up with JRN from 5 to 10 is 11.6% and 6.55% from 10 to
20.
In this work, the lower update frequency was one Jacobian evaluation per 20 time-steps, until some increase
in the number of required GMRES iterations per Newton iteration were noticed and the JRN decreased to
10 again. The speed up of 6.55% was considered to not worth the risk of introducing some problems af-
terwards. So, the speed up of 11.6% was considered sufficient while keeping the same number of GMRES
iterations per Newton iteration.

An example of a simulation with a problem is shown in Fig. 5.28 and a zoom in Fig. 5.29. In that case, the
problem was linked to the AV application as detailed in the previous section. In Fig. 5.28, it can be seen that
the computation time is higher on average at all levels, with/without Jacobian evaluation and also for the
restart saving file each 50 iterations. Also, for such simulation with complications, the computation time
varied between time-steps which required a smaller JRN to ensure convergence and therefore an increased
global computation time.

Increasing the time-step can also lead to great computational speed up. However, it is sometimes preferable
to keep a smaller time-step.
When the simulation is running smoothly like the one in Fig. 5.26, increasing the time-step by 2 or 5 times is
possible. However, a longer time-step increases the number of GMRES iterations and also Newton iterations
as the new solution is further away than the last computed solution. This is also due to the fact that the
matrix of the resulting system to solve is diagonally dominant the smaller the time-step. So, increasing the
time-step two times does not lead to a computation time divided by 2.
Also, reducing the time-step allows to be closer to the exact solution.
In this work, the bigger time-step of 1e-7s was used for the p0 initialisation of the solution for the wake
generator. After the transition to p3, reducing the time-step to 5e-8s and sometimes to 1e-8s was forced.

To conclude, this computation time decomposition can help to optimize the computation process, and also
lead to early problem detection.
In the present work, this method has been used continuously with many changes of Jacobian recycling
number and time-step to adapt to the whims of the solution.
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Figure 5.26: Computation time of each time-step of the simulation of the two domains coupled between
iterations 136000 and 137000. Jacobian recycling number to 10.
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Figure 5.27: Computation time of each time-step of the simulation of the two coupled domains between
iterations 136000 and 136100. Jacobian recycling number to 10.
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Figure 5.28: Computation time of each time-step of the simulation of the two coupled domains with the
fifth mesh version and AV box, iteration 46500 until algorithm’s failure. Jacobian recycling number to 5.
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Figure 5.29: Computation time of each time-step of the simulation of the two coupled domains with the
fifth mesh version and AV box, between iterations 46500 and 46600. Jacobian recycling number to 5.
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6
Results

In this chapter, the results of the numerical simulations are presented. Those results are obtained from
instantaneous and averaged flow variables, after the end of the transient phase described in the previous
chapter.
First, the wake generator is analysed with a first part on the shock, a second part on the wake and a third
part on the outlet flow angle.
In a second time, the coupled domains of the wake generator and the blade cascade are analysed, with a
focus on the blade boundary layer followed by a more qualitative discussion on the rotor-stator interaction.

6.1 Wake generator

6.1.1 Shock analysis

As described in section 2.1.4, the flow regime around the cylinder of the wake generator is characterized by
ReD ≈ 2000 and M ≈ 0.8 and the flow shedding period is indeed about 1.64e-5s. The acceleration of the flow
around the cylinder reaches M = 2 in certain locations, see Fig. 6.1. That regime is characterized by a shock
interacting with the unsteady wake. On each side of the wake, because of the oscillating wake, the shock
is alternating between lambda shock and normal shock: when the wake is turning to the right, a lambda
shock forms on the right and a normal shock on the left, and vice-versa when the wake is turning to the left,
see figures in Fig. 6.4.
This shock-wake interaction is the continuous source of acoustic waves propagating away in all directions.
Some parts moving upstream are colliding with the branches of the shock where they are stopped until they
reach the end of the branches, see Fig. 6.2 with the Schlieren showing the density variations.

Figure 6.1: Relative Mach number of the wake generator.
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Figure 6.2: Schlieren of the wake generator.

In addition to the shock-wake interaction described above, the shock is oscillating between two positions:
upstream (denoted as upper position) shown in Fig. 6.4a, Fig. 6.4e and Fig. 6.4i and downstream (denoted
as lower position) shown in Fig. 6.4c and Fig. 6.4g. Those figures show the Mach number with the corre-
sponding Schlieren on the right.
This shock motion identified during the transient phase of the wake generator forced the increase of the
refinement region which led to a considerably higher number of mesh elements, see fourth mesh in section
5.1.1.

This oscillating upstream and downstream shock motion has not been found in the literature. An explana-
tion to this could be that previous studies make use of turbulence models such as SST-DES in Bobenrieth
Miserda and Leal [59], SST-RANS in Hoffmann and Weiss [32] or inviscid assumption such as in Kentzer [60].
In the present work, the high resolution of the shock region without AV thanks to the advantages of the DGM
allows to capture the physics of the shock with a high fidelity. Also, an important aspect of this work is the
translation of the cylinder with respect to the flow where in the literature in general, the cylinder is static.
The cases where the cylinder is moving, in the literature, are related to the simulations of wake interaction
in LPT. However, the rotating speed of the bars is much lower as introduced in section 3.3.1 such as in Li
Xuejian et al. [11] where the speed of the bars is only 20 m/s.

From the available simulation time, some information can be retrieved about the periodicity of the shock
oscillation. It appears that the upstream motion is faster than the downstream motion taking 1e-4s and
3.1e-4s respectively, as shown in Fig. 6.4.
A movie is made with all the saved time-steps that gives better insights on the situation: it seems that the
shock stabilizes the wake which is slowly increasing its tail with reduced amplitude of oscillation, until a
certain extend where the tail is too long leading to oscillations with larger amplitude until the shock is at its
closest to the cylinder again.
At the upper position, the shock is stronger than in the lower position as shown in Fig. 6.3.
The distance of the shock from the cylinder is 4.5D at lower position and 2.5D at upper position with D = 1
mm, the cylinder diameter.

(a) Lower position, t=1.385e-3s. (b) Upper position, t=1.485e-3s.

Figure 6.3: Mach number of the wake generator, zoom on the shock, at lower and upper positions.
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(a) Upper position, t=6.65e-4s. (b) Upper position, t=6.65e-4s.

(c) Lower position, t=9.75e-4s. (d) Lower position, t=9.75e-4s.

(e) Upper position, t=1.075e-3s. (f) Upper position, t=1.075e-3s.

(g) Lower position, t=1.385e-3s. (h) Lower position, t=1.385e-3s.

(i) Upper position, t=1.485e-3s. (j) Upper position, t=1.485e-3s.

Figure 6.4: Mach number and Schlieren of the wake generator, zoom on the shock, at upper and lower
positions.

62



Wake generator

6.1.2 Wake analysis

In this section, the wake generated by the rotating bar is analysed in details. This analysis is decomposed
into six aspects of the wake. The first two aspects concern the influence of the AV on the wake and the vali-
dation of the span-wise width of the computational domain via the spatial correlations of the velocity. The
last four aspects provide details on the total pressure defect, turbulent kinetic energy, turbulent intensity
and Reynolds shear stress tensor.

(a) With AV. (b) Without AV.

Figure 6.5: Comparison of the entropy generated in the wake with and without artificial viscosity.

The data presented in this section are averages of the flow of the wake generator alone. This is possible as
the probes are moving with the translating domain, following the vertical displacement of the wake. This is
not the case if the probes are placed in the blade cascade domain where the periodic passage of the wake
would force the use of a phase-averaging method. Here, no phase-average is needed which reduces the
averaging period considerably. Moreover, the averaging process on the wake generator alone without the
blade domain reduces the resource usage on Lucia from 30 nodes to 20. The convective time of the wake
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generator alone is 1e-3s, see Eq. (4.4). To obtain averages of the flow during the conventional 10 convective
times would require running the simulation for 100 days. Here, the averaging period is 20000 iterations of
time-step = 1e-8s. This period have been obtained after 2 days of computations on Lucia. 20000 times 1e-8s
corresponds to one period of the passing bar (pitch/vb ≈ 2e-4s). Given this short calculation period, the
data are presented for qualitative purposes and only used to estimate wake properties.

Influence of the AV

The comparison of the wake with and without AV can be done as the mesh elements size (5e-5m) in the most
refined region are the same for the fifth to eighth versions of the mesh. The mesh changes from fifth version
to eighth version concern small improvement such as the increase of the refined region at the extremity
of the shock branches and in the start of the wake, see Fig. 5.23. The comparison is made between the
wake with AV and without AV shown in Fig. 6.5a and Fig. 6.5b respectively. The first observation concerns
the width of the wake that is thinner in the case without AV. The second observation is about the entropy
generation from the shock which was not present at that intensity when AV was applied to the shock. The
same entropy scaling is applied for both figures.

Correlations analysis

In the present and next subsections, the graphs are obtained from the local data captured by probes placed
in the computational domain. Those probes are organized in a 3D grid. 8000 probes are used with 20 along
the wake to capture its evolution with increasing distance from the cylinder, 20 perpendicular to the wake
to capture the data along the width of the wake and 20 in the span-wise direction. The probes in the span-
wise direction are used to make span-wise averages and also evaluate the spatial correlations of the velocity
field in that direction to ensure that the thickness of the computational domain is adapted to the consid-
ered flow. This 3D grid of probes is defined using the option GridAlongSpecifiedAxis in ArgoDG. This grid
definition takes into account the periodicity of the domain, making it easier to position the probes.
The following graphs in Fig. 6.6 show the velocity integral length scale and spatial correlations along the
span-wise direction which is the unique homogeneous direction of the flow. At the span extremities, the
spatial correlations are maximal as the flow is identical on both sides because of the imposed periodic
boundaries.
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Figure 6.6: Integral length scale and spatial correlations for each velocity component at wake center.

In the span center, the correlations are in general minimal leading to the definition of the integral length
scale. The integral length scale is the distance over which the flow structures are correlated. In practice,
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this distance should be smaller than the size of the span of the computational domain. The maximum value
shown in Fig. 6.6a is 0.84 which means that the maximal correlation distance is 84% of half of the span. That
means that the size of the span of 7% of the true chord is just large enough for the flow structures present in
the simulation.

Total pressure defect

The total pressure defect caused by the passage of the rotating bar is shown in Fig. 6.7. The defect is maximal
at the wake center and decreases with increasing distance from the bar located at (0,0,0).
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(a) Total pressure defect at the center of the wake.
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(b) 3D view of the wake total pressure defect.

Figure 6.7: Total pressure defect in the wake. p0 is the local absolute total pressure and p0,in the inlet total
pressure.

Turbulent kinetic energy

The turbulent kinetic energy (TKE) in the wake generated by the translating bar is shown in Fig. 6.8. It is
rapidly decaying with increasing distance from the bar. In this case, Uis,out = 143.3 m/s is the outlet isen-
tropic velocity for the wake generator, as defined in Eq. (2.5).

Turbulent intensity

The turbulent intensity (Tu) present in the wake and defined in Eq. (2.10) is shown in Fig. 6.9. The charac-
teristic velocity U∞ is chosen as Uis,out because the interest is on the Tu that is entering the blade cascade
domain and will interact with the blade boundary layer. At the outlet of the wake generator, Tu = 6.2% in
the center of the wake. For comparison, the turbulence intensity generated by the turbulence grid placed in
front of the wake generator in the wind tunnel to reproduce the turbulence present in real LPT conditions
is 2.5%. The main difference being that the turbulence generated by the turbulence grid is uniform whereas
the turbulence from the wake generator is localized in the wake, see Fig. 6.9b.
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(a) Schlieren and AV superposed.
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Figure 6.8: Simulation of the two domains coupled, zoomed at the start of the wake of the translating bar
(t=3.6795e-4s). Schlieren on the left and Schlieren and AV superposed on the right.
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(a) Turbulent intensity at the wake center.
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(b) 3D view of the wake turbulent intensity.

Figure 6.9: Turbulent intensity in the wake generated by the translating cylinder.

Reynolds shear stress

The following graphs in Fig. 6.10 show diagonal and off-diagonal components of the Reynolds shear stress
tensor. Those velocity fluctuations components express the correlation between them, from low values if
not correlated to high values, if highly correlated. The blue and orange curves show that the highest values
are contained in the XY plane which can be explained by the development of von Karman vortex street in
that plane. It can also be noticed that the decay of the turbulence is closely related to the spreading of the
wake.
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nents in the wake.

Figure 6.10: Reynolds shear stress tensor components in the wake generated by the translating cylinder.

6.1.3 Outlet flow angle

The presence of the wake generator in the wind tunnel changes the direction of the global flow field. It is
taken into account in the experimental campaign with the incidence angle adjustment, see section 3.3.1.
From this numerical simulation, the flow angle at the outlet of the wake generator can be obtained. It is
retrieved from probes located along the pitch at 1e-6m from the outlet. The span-averaged flow angle along
the pitch is shown in Fig. 6.11.
The average value of the outlet flow angle along the pitch is 37.2° whereas it is 35.3° in the experimental
campaign. Table 6.1 summarises the different values of the angle of the flow with the wake generator.
It is worth to emphasise that the outlet wake angle is obtained from the wake generator domain without the
blade cascade downstream. The flow of the two coupled domains is slightly different from the one of the
wake generator alone which can lead to differences in the actual numerical incidence angle. Phase-averages
at the inlet of the blade cascade would give more exact information about the actual incidence angle.
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Figure 6.11: Flow angle along the pith of the wake generator outlet.
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Experimental Numerical

Inlet flow angle 42.47° 42.47°
Outlet flow angle 35.3° 37.2°
Incidence angle -2° -0.1°

Table 6.1: Flow angles comparison between the experimental and numerical results.

6.2 Blade cascade with wake generator

The complete flow field of the two coupled domains is shown with the absolute Mach number in Fig. 6.12
and the Schlieren in Fig. 6.13.

Figure 6.12: Absolute Mach number on the two coupled domains.

Figure 6.13: Schlieren on the two coupled domains.
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6.2.1 Blade boundary layer

The passage of the wake is highlighted with the comparison between the simulations with and without wake
generator, see Fig. 6.14 for the Schlieren and Fig. 6.15 for the entropy.
The first observation concerns the multiple acoustic waves travelling upstream in the case without wake
generator in Fig. 6.14a. Those waves are spurious reflected waves on the outlet boundary and should not be
present as explained in section 5.2.4. In the case with wake generator, the spurious reflections have not yet
been completely eliminated.

(a) Without wake generator. (b) With wake generator.

Figure 6.14: Comparison of the blade wake with and without wake generator (Schlieren).

(a) Without wake generator. (b) With wake generator.

Figure 6.15: Comparison of the blade wake with and without wake generator (entropy).
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The precise location of the separation point is determined by the zero value of the skin friction coefficient
cf,s, see Eq. (2.12). Fig. 6.16 shows the space-time diagram of cf,s along the curvilinear length of the blade.
The periodic passage of the wake is clearly visible on the suction side. This space-time diagram can be
compared with the ones shown in Fig. 2.12. The present case corresponds to the one with the attached
flow case. As described in [9], there is a succession of calmed and disturbed regions. The wake passage is
beneficial when without wake, there is a large separation bubble on the suction side. Then, with the wake
passage, the calmed region outweighs the detrimental effect of the disturbed regions.

Figure 6.16: Space-time diagram of the span-averaged skin friction coefficient. The black lines are located
at cf,s = 0. The x-axis denotes the curvilinear length S of the blade normalized by the total length SL . By
convention the PS is on the left and the SS on the right, with the LE in the middle.

In Fig. 6.17 the momentum diffusive fluxes on the blade surface are shown with the entropy in the back-
ground. In blue, the regions where the flow is separating from the blade surface. As the wake passes, it
interacts with the blade boundary layer as depicted in Fig. 2.11b.
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(a) Global time t = 9.4e-4s, time in Fig. 6.16: t = 0s.

(b) Global time t = 1.22e-3s, time in Fig. 6.16: t = 2.8e-4s.

Figure 6.17: Instantaneous momentum diffusive flux in the x direction on the blade surface with entropy on
the plane located at z = 0. Two different instants are shown. The global time corresponds to the time from
the start of the coupling of the two domains. The other time is shown to situate the picture at the given time
in Fig. 6.16.

6.2.2 Blade wake

Fig. 6.18 shows the comparison between the blade wake with and without wake generator. The blade wake
with wake generator is more turbulent and narrower than the other one.
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(a) Without wake generator.

(b) With wake generator.

Figure 6.18: Comparison of the blade wake with and without wake generator.

6.3 Comparison with the CERFACS simulation

In the conference paper of 2023 January from Dombard [16], a similar simulation of rotor/stator interaction
has been performed with the CERFACS using LES with a wall-adapting local eddy viscosity (WALE) sub-grid
scale model.
The CERFACS uses 322M DOFs for the two domains coupled where 253M DOFs are used in the present
work. However, the computational domain of the CERFACS takes two turbine passages instead of one.
Moreover, the span-wise dimension is 2 pitches, which is 18 times wider than the span used in the present
work (7% chord). That means that the computational domain of the CERFACS simulation is 36 times bigger
with 322M DOFs. Thus, for the same size of computational domain, the CERFACS simulation uses about
9M DOFs where the present work uses 253M DOFs.
Also, in the present work, the mesh has been refined only in the regions of interest ie, in the vicinity of the
cylinder and blade surfaces and the shock and wakes regions whereas no information is given about the
mesh refinement procedure in CERFACS simulation.
So, the present solution is able to capture much more flow details, with the capture of a Nyquist scale 28
times smaller than for the CERFACS simulation. On the other hand, most of the increase of DOFs for the
present simulation has been driven by the solver inability to manage the shock, what the CERFACS was able
to do with much less DOFs per unit volume and no local mesh refinement adaptation.

6.4 Blade-like wake

As introduced in section 3.3.1, the hypothesis of reproducing a blade wake using a rotating bar is validated
by multiple studies at low RPM [49], [50], [11]. In the present case however, the wakes are completely differ-
ent as shown in Fig. 6.19. It results from the strong acceleration of the flow around the fast moving cylinder
leading to a shock interacting with the wake.
In further DGM simulations, the use of a complete blade as wake generator instead of a cylinder should be
explored. In fact, this idea has been applied by Greschner and Thiele [61] at M = 0.2. It is of course more
challenging to use a real blade as wake generator in an experimental campaign where 3300 RPM must be
reached.
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(a) Blade wake.

(b) Translating bar wake.

Figure 6.19: Comparison of the entropy generated in the wakes of the translating bar and the blade.
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7
Conclusion

The main objective of this thesis was to show that the current version of ArgoDG is able to perform this kind
of simulation combining the following properties:

• One static and one translating domains interacting through non matching connection.
• A highly refined mesh of 4M elements.
• A moving shock interacting with the cylinder wake, with and without a shock capturing method (AV).
• A strong transition from p0 to p3.
• A coupling of two domains whose solutions are initialized separately.

The second aspect of this thesis concerns the highlighting of some bugs encountered during the simulation
and small improvements of the current software:

• Domain specification missing for the sponge layer and AV box (and Riemann solver).
• Explicit storage of the global time of the simulation for easier restart synchronization.
• A bug in the translation of the solution at the restart.
• A bug in the definition of the probes along a specified axis taking into account periodic boundary

conditions defined in the opposite direction (already fixed).
• A bug in the application of the sponge layer slicing average at solution restart.

Additional aspects provided:

• Highlight of the differences between the wake generated by the rotating bars and the blade one sug-
gesting an adjustment in the wake generator setup.

• Highlight of the motion of a shock attached to the wake of a cylinder.
• Quantitative analysis of the wake generator and qualitative analysis of the wake interaction with the

blade boundary layer.
• Movies showing the time evolution of the flow.

Future aspects and improvements:

• Increase the span-wise distance of the computational domain to ensure zero spatial correlations at
the span center.

• Time average during multiple convective times of the simulation with the wake generator alone.
• Deeper analysis of the shock behind the translating cylinder.
• Phase-time averages of the simulation on multiple convective times to obtain more quantitative re-

sults for the two domains coupled.
• Simulation of a moving blade instead of a moving bar for a more accurate wake generation. May

be cheaper in term of computational cost as the shock may be softer requiring a less refined shock
region.

• Other Mach numbers such as 0.9 and 0.95 could be tested.
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Nomenclature

Acronyms

AMR Adaptative mesh refinement

API Application Programmer Interface

AV Artificial viscosity

BDF Backward differentiation formula

C ERF AC S Centre européen de recherche et de formation avancée en calcul scientifique

C PU Central Processing Unit

DGM Discontinuous Galerkin method

DOF Degree of freedom

FV M Finite volume method

GMRES Generalized minimal residual

JRN Jacobian recycling number

LE Leading edge

LPT Low pressure turbine

MPI Message Passing Interface

N SE Navier-Stokes equations

ROI Region of interest

RP M Rotations per minute

SLB Blade cascade inlet sponge layer

SLI N Inlet sponge layer

SLW Wake generator outlet sponge layer
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NOMENCLATURE

SPLEE N Secondary and Leakage flow effects in high-speed Low prEssurE turbiNes

T E Trailing edge

TG Turbulence grid

V K I Von Karman Institute

W G Wake generator

Z SL Z-shaped sponge layer

Physical quantities

α Inlet flow angle

βm,in Inlet angle

βm,out Outlet angle

Ω Rotating velocity

ζ Stagger angle

C AV smoothness

c True chord

cax Axial chord

g Pitch

H Span

k AV amplitude

M Mach number

o Throat opening

p0,in Inlet total pressure

pout Outlet static pressure

Ra Maximum roughness

Re Reynolds number

s0 AV activation threshold

Str Strouhal number

t time

T0,in Inlet total temperature

vb Peripheral velocity
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