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ABSTRACT 
The incorpora,on of AI (Ar,ficial Intelligence) tools in e-commerce has brought about 

significant benefits and challenges for businesses and customers. AI technologies have 

provided personaliza,on tools for business to tailor their product experiences according to 

individual customer needs, which has helped businesses create customer loyalty and 

sa,sfac,on. On the other hand, the incorpora,on of these AI-driven personaliza,on tools in 

business has also raised cri,cal privacy concerns. This is aDributed to the heavy reliance on 

data of these AI-driven personaliza,on tools. Therefore, this research study seeks to 

inves,gate the impact of AI-driven personaliza,on tools on privacy concerns within the e-

commerce sector. Furthermore, the research study seeks to evaluate how these privacy 

concerns on AI-powered recommenda,on systems influence users' trust in the competence of 

the AI system and the trust in the Alignment of the AI system with their ethical values. To 

achieve these objec,ves, the researcher uses a quan,ta,ve research design. The researcher 

administered a survey to 453 respondents, including Amazon customers and reviewers. The 

tool used for data collec,on is the Lime Survey. The researcher conducted data analysis using 

SPSS sta,s,cal data analysis tools. The data analysis was meant to test hypotheses and iden,fy 

rela,onships between the research variables. The findings of the research study reveal that 

high perceived benefits of personaliza,on decrease a user's privacy concerns about an AI 

system. However, the perceived anonymity of the internet did not yield significant results. On 

the other hand, the findings of the research study reveal that high perceived risks (data breach 

risk and consent risks) increase the privacy concerns of users.  
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1 INTRODUCTION 
1.1 Background and Context 
In recent years, the rapid advancement of technology has significantly transformed E-

commerce. A key innova,on that has revolu,onised E-commerce is the integra,on of AI-driven 

personalisa,on tools. The increasingly compe,,ve landscape of E-commerce has led to the 

significant growth of the adop,on of AI in business as many businesses have adopted AI into 

their E-commerce plagorms (Khrais, 2020). The ar,cle by Joshua, (2023) states that by the year 

2020, 78% of E-commerce brands globally had incorporated AI into their opera,ons. The 

report highlights that AI in E-commerce is con,nuously growing, and by the year 2030, AI-

based revenue in E-commerce is expected to reach $16.8 Billion. 

To func,on effec,vely, AI-driven personalisa,on heavily relies on data (Cas,llo & Taherdoost, 

2023). These AI technologies enable the collec,on, storage, and processing of vast amounts 

of data. The data is thereamer used to deliver personalised experiences to the users.  E-

commerce plagorms use AI technologies in the form of machine learning, predic,ve analy,cs, 

and natural language processing to analyse vast amounts of customer data and provide 

personalisa,on to E-commerce plagorms whereby products and services are tailored to an 

individual's consumer preferences (Cheng et al., 2023). AI technologies create a more engaging 

shopping experience that feels tailored to the individual. When customers feel that a plagorm 

understands their needs, they are more likely to spend more ,me on the site and engage with 

the plagorm. This implies that AI technologies play a crucial role in boos,ng customer 

engagement levels. This enhances the likelihood of purchase as well as repeat purchases, as 

customers may tend to be loyal to a plagorm that meets their customer needs. It is important 

to note that AI-driven personalisa,on tools play a crucial role in enhancing company sales. 

While these technologies have been pivotal in increasing conversion rates of E-commerce 

plagorms by personalising customers' shopping experiences, the heavy reliance on data has 

raised significant privacy issues among customers. Many people have been increasingly 

concerned about how their data is used and the poten,al risks involved when someone 

misuses their data. These concerns have led to a growing debate on the balance between 

personaliza,on benefits and the protec,on of consumer privacy. Therefore, this research 

study seeks to inves,gate the impact of AI-driven personaliza,on tools on privacy concerns 

and consumer trust within the e-commerce sector. 
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1.2 Mo4va4on 
Personaliza,on has gained popularity as a tac,c in e-commerce to enhance the purchasing 

experience for customers. It has the ability to provide the appropriate product to the 

appropriate person at the appropriate moment in the appropriate context (Raji et al., 2024). 

Specifically, plagorms now have access to increasingly complex AI-driven personaliza,on tools 

that can exploit and make sense of the unique conclusions derived from the mass user data 

thanks to the growth of big data and AI technology (Ma & Sun, 2020). Consumer trust and 

privacy issues are significantly impacted by these personaliza,on capabili,es (Lina and 

Se,yanto, 2021). 

Retailers have adopted AI-driven personaliza,on tools, but e-commerce has generated a lot of 

client data, pueng their privacy in danger (Holmström & Larsson, 2024). Because advanced 

personaliza,on tools rely on users' willingness to divulge personal informa,on beyond what is 

strictly required to complete an online transac,on, sellers and buyers are growing more 

concerned about the privacy costs associated with them (Maseeh et al., 2021). Numerous 

studies have demonstrated how general privacy concerns can result in unfavorable opinions 

about data usage and, as a result, build a barrier that restricts the useful applica,ons of online 

shops, thus reducing their sales (Maseeh et al., 2021). 

This research intends to inves,gate how sophis,cated AI-driven personaliza,on tools in e-

commerce affect consumers' trust in retailers and privacy concerns in light of these gaps in the 

literature (Maseeh and others, 2021). 

1.3 Problem Statement 
Many companies have incorporated AI-driven personalisa,on tools into their E-commerce 

plagorms. These new technologies have created both significant opportuni,es and challenges. 

These tools have played a crucial role in tailoring a company's products and services to the 

needs of their individual customers, which has played a central role in crea,ng higher 

engagement levels and increased customer sa,sfac,on. On the other hand, the reliance of 

these technologies on vast amounts of personal data has raised cri,cal concerns regarding 

customer privacy and trust. 

The integra,on of AI-driven personalisa,on tools into E-commerce plagorms has exposed 

customers to various types of data-related risks. One of the common risks of loss of data in E-

commerce plagorms is financial fraud. Financial fraud in e-commerce plagorms occurs when 
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cybercriminals exploit customer data on credit card numbers, bank account details, and 

payment histories. As a result of this, Consumers face the risk of monetary loss through 

fraudulent transac,ons facilitated by compromised payment informa,on. In fear of such 

events, customers have been increasingly wary of how their data is collected, stored, and 

shared. 

The core of the problem lies in the balance between the benefits of AI-driven personaliza,on 

and the poten,al risks associated with data privacy. The research study seeks to address this 

by analysing how to explore the impact of AI-driven personaliza,on tools on privacy concerns 

and how these concerns, in turn, affect consumer trust. By understanding these dynamics, the 

study will provide insights into how e-commerce plagorms can op,mize their use of AI 

technologies while maintaining consumer trust. 

1.4 Contribu4on 
This research makes several key contribu,ons to the understanding of AI driven 

personaliza,on in E-commerce and its impact on customer's privacy concerns and trust. The 

research study gives a comprehensive analysis of the benefits as well as the risks associated 

with the use of AI technologies in E-commerce. Therefore, it creates a nuanced understanding 

of the challenges experienced by e-commerce plagorms brought by the incorpora,on of AI 

personaliza,on technologies. The findings of this research study will be beneficial to E-

commerce businesses as they will provide insight into how to balance the benefits of AI-driven 

personaliza,on with the need for data protec,on. The research sheds light on factors that 

contribute to consumer apprehensions about data privacy, providing valuable insights into the 

ways in which these concerns influence consumer behaviour. In addi,on, the findings of this 

research study will be beneficial to policymakers in crea,ng frameworks that balance 

innova,on and consumer protec,on from loss of data to unauthorised par,es. Furthermore, 

the findings of this research study will contribute to the growing body of literature on AI, e-

commerce, and data privacy by offering an empirical analysis of the rela,onship between 

personaliza,on technologies and consumer trust. Furthermore, this research study provides 

addi,onal insight into the impact of AI usage on two different dimensions of consumer trust 

in AI, which are Trust in AI competence and Trust in AI alignment. 
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1.5 Approach 
The thesis begins with an analysis of the background and context of the research study and 

analysis of the problem statement. Thereamer, the researcher proceeds to the Literature 

review Sec,on. In this sec,on, the researcher uses relevant search terms to screen previous 

research materials that relate to this area of study. Thereamer, the researcher analyses the 

different perspec,ves of these research studies on AI-driven personaliza,on, privacy concerns, 

and consumer trust within the e-commerce sector. The researcher uses the Privacy calculus 

theory as the theore,cal framework for the research study. This is later used to build a 

conceptual framework that guides the study's approach to understanding the rela,onship 

between AI technologies and privacy concerns. Thereamer, the methodology sec,on outlines 

the research design, which employs a quan,ta,ve research tool to gather data from a sample 

of Amazon reviewers. Thereamer, the results sec,on analyses both descrip,ve (insights into 

demographic factors) and inferen,al (insights into variable rela,onships) sta,s,cs. Thereamer, 

relevant discussions are made concerning the results. The final chapter provides the 

conclusions, limita,ons of the research study, and relevant recommenda,ons. 
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2 LITERATURE REVIEW 

2.1  AI Recommenda4on systems in E-commerce 

Kumar et al., (2019) defines AI as machines that can think and perform like human beings. AI-

assisted technology can mimic the func,ons of the human mind, also their ability to solve 

problems and learn things. As a result, AI could acquire, process, and iden,fy data before 

performing specific tasks (Jarek and Mazurek, 2019). Alterna,vely, to describe it a different 

way, ar,ficial intelligence (AI) is the technology that enables machines to act like humans and 

learn from their experiences (Davenport et al., 2020). 

Specifically, integra,on of AI in E-commerce entails using of AI assisted tools, systems and 

algorithms that support the buying and selling of products over the Internet (Soni, 2020). One 

of the key applica,ons of AI in E-commerce is empowering customer rela,onships through 

personalisa,on. AI-enabled personalised interac,ons with the customer, use data driven 

techniques to tailor the shopping experience to specific needs and preferences of a customer 

(Todor, R. (2017). However, it is important to note that personalisa,on's reliance on user data 

for customisa,on presents an issue of consumer privacy (Jones, 2019). The accumula,on of 

personalised data by AI tools poses a risk of unauthorised access which may eventually 

compromise an individual's privacy.  

E-commerce businesses frequently seek to increase their sales by improving sales conversion 

rates. Unlike the tradi,onal e-commerce business, whereby Customers' personal data is 

underu,lized, AI technologies, specifically machine learning algorithms, enable e-commerce 

businesses to collect customer’s personal data and beDer understand customer habits, 

inten,ons, and preferences, leading to improved shopping experiences, and improved sales 

conversion (Yin & Qiu, 2021).  The AI personalisa,on tool adopts the offline sales model where 

a sales representa,ve meets with customers and recommends products. In this case, the 

recommenda,ons are digitalised, allowing for the provision of mul,ple products based on 

customer demand model (Shankar et al. (2021). One of the features that facilitates the AI 

driven product recommenda,on model is the K-NN (K-Nearest Neighbor) Algorithm. This is a 

machine learning approach u,lised to enhance various aspects of the online shopping 

experience, par,cularly in product recommenda,on systems.   E-commerce plagorms omen 

employ K-NN algorithms to suggest products to customers based on their similari,es to other 
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users (Yasin et al., 2023). By analysing historical data, the algorithm iden,fies products that 

are frequently bought together or are similar in features and recommends them to users who 

have shown interest in similar items (de et al.2021). 

Addi,onally, another technique that companies use to understand consumer behaviour is 

sequence mining. Companies can use sequence mining to analyse customer naviga,onal 

paDerns when they start a website session, make ac,ve clicks, and add products to their 

shopping cart (Requena et al. 2020). Iden,fying and categorising key products in frequent 

naviga,on sequences can help iden,fy and cluster customer preferences (Satheesan et al. 

2020). The products in the cluster that contain the product that the customer first browses are 

recommended as associated products. Improving performance requires sophis,cated 

algorithms and effec,ve machine learning solu,ons (Wang et al.2020). Algorithm-based 

solu,ons typically involve three stages: collec,ng and filtering data, grouping customers based 

on naviga,onal paDerns, and selec,ng effec,ve online buddies to present recommenda,ons 

(Ko et al., 2022). Mishra and Tyagi (2022) suggest that incorpora,ng cloud-based machine 

learning and data analy,cs can enhance produc,vity in online businesses and benefit any 

commercial or trading company. In consequence, session-based personalized product 

recommenders indeed improve online shopping experiences and increase e-commerce 

conversion rates (Lo et al.2021). 

Basically, AI Recommenda,on System func,on as a personal and social adviser, advising users 

based on their needs and personality (Dey, 2021). It gathers informa,on about the user's likes 

and dislikes, then filters products based on those preferences (Rashidin et al., 2021). Such 

recommenda,on systems are widely used by e-commerce giants such as eBay and Amazon to 

improve business intelligence, understand customer preferences, and develop smart business 

strategies (Al-Qudah et al., 2023). 

2.2 Comprehensive Approaches and Applica4ons in AI Recommenda4on Systems 

AI powered domains use structured approaches to devise and implement personalised 

recommenda,on strategies, which include four major components: equipment filtering, 

collabora,ve filtering, content-based filtering, and hybrids (Gunasekar et al., 2023). First and 

foremost, equipment filtering entails recommending items based on specific item aDributes. 

It focuses on matching user preferences with specific item aDributes. Secondly, Content-based 

filtering recommends items to users based on the actual content of the items themselves 
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(Javed et al.2021). It entails analysing item aDributes and content and matching them with 

user preference. On the other hand, collabora,ve filtering iden,fies similari,es between users  

and leverages this informa,on to suggest items that similar users have liked. Addi,onally, the 

hybrid model combines the capabili,es of collabora,ve and content-based filtering to increase  

user sa,sfac,on. Despite their usefulness, there is a gap in theore,cal evalua,ons of these 

hybrid models, indica,ng a poten,al subject for future research. This review will look into 

various methodologies, with a special emphasis on the ability of hybrid approaches to 

overcome the constraints of tradi,onal methods. 

In general, the primary goal of this systems is to increase product sales by providing customers 

with relevant items, thereby increasing total profit. This goal incorporates the func,onal goals 

of recommenda,on systems, such as diversity, serendipity, and relevancy, with the goal of 

improving the online shopping experience by providing personalised and relevant product 

recommenda,ons (Vivek, Manju, and Vijay, 2018). These systems are becoming increasingly 

popular among online shoppers due to their effec,veness and simplicity, as they provide an 

alterna,ve to manual search by predic,ng user preferences based on their interests, needs, 

and preferences and comparing them to those of other user groups. Recommenda,on systems 

are u,lised in a variety of contexts, such as advising on clothing purchases, friend-matching 

preferences, and online news consump,on. Also, based on data taken from a user profile or 

an item's ra,ngs, they provide sugges,ons. Among the key technologies enabling the crea,on 

of intelligent clothing sugges,on systems and smart shopping devices are ar,ficial intelligence, 

machine learning, deep learning, and computer vision. Clothing recommenda,ons have a 

special func,on in that they not only recommend related products to fit users' exis,ng dressing 

preferences, but they also offer customised styling advice to assist users beDer grasp 

customised styling (Nikzad-Khasmakhi, Balafar, & Feizi-Derakhshi, 2019). 

These recommenda,on systems do not simply provide sugges,ons but they make it easier to 

choose from a wide range of products that hold the same level of preference or posi,oning in 

the customer's mind (Kuc¸¨ ukbay & Turhan, 2019). Ar,ficial intelligence (AI), par,cularly 

computa,onal intelligence and machine learning techniques and algorithms, has been applied 

in the process of developing recommender systems to address issues with cold start and lack 

of data by increasing forecast accuracy (Zhang, Lu, & Jin, 2021). In order to show the 

intelligence of such systems, when a viewer wants to select the next item, the company's 
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system evaluates viewer preferences and provide recommenda,ons (MADEN BİLGİÇ, 2022). 

Those intelligent systems can plan, reason, learn, and adapt, providing guidance based on prior 

knowledge and assis,ng in complex decision-making processes (Lari et al., 2022). They 

significantly reduce the likelihood of human error, increasing efficiency and effec,veness 

across mul,ple domains. 

Addi,onally, Shahid and Li, (2019), states that applica,on of AI in marke,ng plays a central 

role in improving informa,on understanding, conversion rates and customer happiness. This 

is supported by Chintalapa, and Pandey (2022), who believes that AI integrates with marke,ng 

strategies to strongly improve buyer engagement. So Predic,ve analy,cs really helps 

marketers forecast customer behavior and trends, leading to beDer purchases, upsell 

opportuni,es, and overall customer experience (Zhang et al., 2021). Making data-driven 

judgments and improving strategies for marke,ng are both possible with these insights. These 

systems iden,fy detailed paDerns of interests and ac,ons, and make personalised 

recommenda,ons (Zhang et al., 2021; Sarker, 2021). This can not only improves product 

classifica,on but also the efficiency of product sugges,ons, allowing clients to find what they 

accurately need and desire more quickly (Lee & Shin, 2020; Wang et al., 2020). In summary, 

marke,ng experts believe that personalisa,on across all marke,ng channels is cri,cal to 

success in today's e-commerce landscape, with AI-driven personalisa,on expected to shim 

from explicit to implicit, predic,ng client desires before they are even aware of them (Renjith 

et al.2020; Alamdari et al.2020). 

One of the ways that marketers use to enhance their marke,ng strategies in the Internet is 

Search engine Op,misa,on and Pay Per Click campaigns. SEO involves op,mising website 

content to improve organic search engine rankings, while PPC involves placing ads on search 

engines and paying when users click on them. These strategies play a central role in increasing 

market visibility as well as aDrac,ng more visitors into the company's websites which in the 

long run may boost conversion rates. According to Kotler et al. (2021), digital disruptors in 

retail are more likely to use AI marke,ng than established retailers. Li and Zhang (2021) suggest 

that smaller online businesses can gain a compe,,ve advantage by promo,ng themselves 

alongside larger brands using these strategies. AI marke,ng offers various advantages 

including increased ac,vity and improved customer experience, reduced adver,sing waste, 

and more targeted campaigns (Stalidis et al., 2023). These advances in AI technology are 
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changing the way businesses interact with their customers, providing personalised 

experiences to increase loyalty and income. AI-powered insights can help marketers refine 

their strategies and achieve long-term success in a compe,,ve market (Khrais 2020). AI 

automates rou,ne tasks like data analysis and customer segmenta,on, allowing marketers to 

focus on strategic ini,a,ves (Huang & Rust, 2021). AI's impact on marke,ng will grow, enabling 

businesses to engage with consumers in new ways (Kotler et al., 2021). 

Another aspect of personalisa,on within e-commerce is the u,lisa,on of recommenda,on 

systems to dynamically customise web layouts. Recommenda,on systems play a pivotal role 

in op,mising product displays by arranging e-commerce pages based on client interests. 

Through personalised sort orders and dynamic adjustments to display columns, 

recommenda,on systems ensure that users are presented with relevant products tailored to 

their preferences and browsing history. (Zhang et al.2021; Chandra et al.2022, Fayyaz et 

al.2020). This 'flexible interface' approach shortens search ,mes and increases client 

sa,sfac,on (Ashfaq et al., 2020) with by focusing on trending products, providers can tailor 

search op,ons to show popular items, allowing clients to make faster purchasing decisions and 

improving customer reten,on and sa,sfac,on through post-purchase behavior analysis 

(Ramadan et al.2023; Alamdari et al.2020).That is why now, e-commerce sites are striving to 

improve the search experience, they know that clients expect a quick and relevant search 

result when they visit a website (Khrais, 2020; Wu et al., 2021; Gusenbauer and Haddaway, 

2020).Understanding the role of AI-driven product recommenda,ons is cri,cal for providers in 

improving the product discovery process this approach reduces the difficulty of naviga,ng into 

a list of products while increasing the likelihood of purchase, thereby improving the browse-

to-purchase conversion rate (ThandekkaDu and Kalaiarasi2022; Stone et al.2020; Khrais, 

2020). 

Ar,ficial intelligence algorithms are expected to improve significantly in the near future (Rakha 

et al. 2020). Deep learning enables AI systems to generate trial data, self-discover, and predict 

with high accuracy (Singha et al.2021). Advancements in AI algorithms can significantly reduce 

execu,on ,me for recommenda,on systems (Zhang et al., 2021). As AI advances, 

recommenda,on systems are evolving from collabora,ve to hybrid models that combine AI 

and human preferences (Zhang et al., 2021). According to Kaushal and Yadav (2022), voice 

assistants are increasingly integrated into computer systems. According to Guo (2022), this 
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trend also applies to e-commerce plagorms. Companies are increasingly integra,ng 

recommenda,on systems with voice assistants, including Alexa and Google Assistant (Klaus & 

Zaichkowsky, 2020). This trend relies on natural language processing (NLP) and context 

understanding to convert voice commands into useful data input (Khurana et al., 2023). E-

Commerce plagorms can use ar,ficial intelligence and voice assistants to provide accurate and 

targeted product recommenda,ons for a new genera,on of customers, leading to more 

effec,ve and efficient marke,ng strategies (Kumar and Kumar2021). The customer experience 

has changed from physical goods and services to effortless personalised digital experiences as 

the world grows more digital (Hoyer et al. 2020). The user experience is changing due to the 

confluence of AI, machine learning, and big data analy,cs (Obschonka & Audretsch, 2020). 

Ar,ficial intelligence enhances user experience by automa,ng customer targe,ng and 

predic,ve analy,cs (Haleem et al.2022). The integra,on of AI-powered user experience 

enhancements into E-Commerce digital strategies is expected to elevate customer interac,on 

with plagorms (Balakrishnan & Dwivedi, 2021). 

2.3 Privacy concerns 
Privacy concerns refer to the fear regarding the poten,al misuse, unauthorized access, and 

improper handling of an individual’s personal informa,on (Manikonda et al., 2018). These 

concerns arise from the fear that personal data could be exposed, leading to adverse 

consequences such as iden,ty them, financial loss, and a loss of control over personal 

informa,on (Carmody et al., 2021). Privacy concerns has emerged to be a crucial factor in AI 

systems, where personal informa,on is frequently collected, processed, and stored by various 

online plagorms. 

Golda et al., (2024) adds that privacy concerns in AI are influenced by the extent and manner 

in which personal data is collected, how it is used, and the security measures in place to 

protect. It is important to note that, users of the online space are usually concerned about 

how much informa,on is being gathered about them, including their browsing habits, 

purchase history, and personal preferences. Therefore, when there is a lack of clarity regarding 

how their data is going to be handled, the privacy concerns of users heighten.  

The research study by Y. Liu et al., (2022) highlights that high levels of concern can lead users 

to limit the amount of personal informa,on they share. When users feel that their privacy 

might be compromised, they become more cau,ous and selec,ve about the informa,on they 
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disclose. Consequently, users may choose to withhold certain details and avoid engaging with 

features that require extensive personal informa,on, or even opt out of using plagorms that 

exposes them to risk. 

According to the research study by Shahriar et al., (2023), one of the ways that AI systems can 

use to mi,gate the privacy concerns of users is compliance.  Compliance with data protec,on 

regula,ons, such as the General Data Protec,on Regula,on (GDPR) and obtaining informed 

consent from users before collec,ng and using their data are essen,al in reducing the user’s 

percep,on of risk.  

2.4 Factors affec4ng Privacy concerns in AI Recommenda4on Systems 

As the result of the widespread integra,on of AI, privacy concerns have emerged among the 

adopters of AI technologies. The privacy concerns have played a crucial role in affec,ng the 

consumer trust in the AI systems. The factors affec,ng consumer trust in AI recommenda,on 

systems can be beDer understood through the lens of the privacy calculus theory. The theory 

posits that individuals perform a cost-benefit analysis when deciding whether to disclose 

personal informa,on (Wang et al., 2024). The theory analyzes how different people assess the 

perceived risks and perceived benefits of an ac,on before making a decision. If the perceived 

risks are higher than the perceived benefits, individuals are less likely to disclose their personal 

informa,on (Wang et al., 2024). Conversely, if the perceived benefits outweigh the risks, 

individuals are more likely to share their informa,on. This theory helps explain the varying 

degrees of willingness to share personal data among consumers, especially in the context of 

digital environment. The following factors are cri,cal in this context. 

2.4.1 Perceived benefits 

2.4.1.1 PersonalisaRon 

Personaliza,on is one of the significant benefits of AI recommenda,on systems. Personalized 

services provide users with content, products, or services tailored to their preferences. This 

plays a crucial role in enhancing the user experience and sa,sfac,on. Personalisa,on helps a 

company experience increased user engagement (Zanker et al., 2019). By providing relevant 

content aligned with specific needs and interests, users are more likely to interact with the 

brand, stay longer on the plagorm and make repeat visits. Addi,onally, Habil et al., (2023) 

added that personaliza,on plays a central role in enhancing customer sa,sfac,on and loyalty. 
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When a business meets the preferences of a consumer, there get sa,sfied with the offerings 

of the business. Companies can create a more personalized and engaging experience for 

customers. This customized approach not only increases sa,sfac,on but also cul,vates a 

stronger emo,onal connec,on with the brand, leading to increased loyalty and long-term 

rela,onships with customers (Naumov et al., 2019). The privacy calculus theory suggests that 

individuals weigh the perceived benefits of personaliza,on against their privacy concerns 

when deciding whether to share personal informa,on (Wang et al., 2024). When users 

perceive that the benefits of personalized services, such as tailored recommenda,ons or 

enhanced user experiences, outweigh the poten,al risks to their privacy, they become more 

willing to disclose their personal data. When users perceive high value in the personalized 

services offered by AI systems, they may view the benefits as greater than the risks associated 

with data sharing. 

Therefore, it is hypothesized that. 

H1: Higher perceived benefits of personaliza,on decrease the privacy concerns of users 

regarding AI recommenda,on systems. 

2.4.1.2 Perceived anonymity of the Internet 

It is important to note that using the Internet makes an individual feel a false sense of privacy 

and security. This can be partly credited to the perceived anonymity of the Internet. This 

means that people may feel safer when engaging with other individuals on the Internet than 

face to face interac,ons (Harborth & Pape, 2018). The perceived anonymity of the Internet 

can lead individuals to believe that their ac,ons are not being monitored as closely as they 

might be in physical spaces (Wang et al., 2021). However, this perceived anonymity may be 

misleading as some agents may take advantage of this to exploit a user's privacy over internet 

plagorms (Hite et al., 2014). Thus, while technology offers unprecedented convenience and 

connec,vity, it also necessitates a heightened awareness of the risks to personal privacy and 

the importance of robust security measures to safeguard sensi,ve informa,on in the digital 

realm. 

The privacy calculus theory provides a framework for understanding the impact of perceived 

anonymity of the internet on a consumer’s privacy concerns. Internet users usually consider 

the perceived anonymity of the internet as a perceived benefit because it creates a sense of 
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security and freedom (Jiang et al., 2022). This allows them to engage in ac,vi,es and share 

informa,on without fear of immediate iden,fica,on. This anonymity reduces the perceived 

risks associated with data sharing, as users believe that their personal informa,on is less likely 

to be linked back to them directly (Chen, 2018). Consequently, the reduced perceived risk 

lowers privacy concerns, making users more willing to disclose personal informa,on. This false 

sense of security, driven by perceived anonymity, illustrates a cri,cal aspect of the privacy 

calculus where reduced perceived risk lowers privacy concerns, encouraging more open 

informa,on sharing 

Therefore, it is hypothesized that.  

H2: Higher perceived anonymity of the Internet decreases the privacy concerns of users 

regarding AI recommenda,on systems. 

2.4.2 Perceived risks 

2.4.2.1 Data breaches  

Another significant privacy factor that is related to AI recommenda,on systems is data 

breaches (Demirkan et al. 2020). If a hacker gains access to an AI recommenda,on system, a 

large amount of sensi,ve data could be compromised. Also, the algorithms that underpin 

these systems may begin to wrongly release personal informa,on (Himeur et al., 2022). These 

concerns include an important component that is brought about by the possible risks of data 

breaches and illegal access.It is impossible to exaggerate the effects data breaches have on 

one's finances and reputa,on. According to a study conducted by John, Stachow, and Emigh 

(2011), 39% of consumers who were told of a data breach made 'significant' adjustments to 

their online ac,vity, while 15% terminated or closed online accounts. This is notable evidence 

of a shim in consumer behavior in response to a lack of data security and privacy. Companies 

that lose sensi,ve client informa,on may suffer long-term consequences including lost sales 

and reduced consumer trust in addi,on to immediate financial costs from damage control, 

legal bills, and possible fines (Gao et al., 2021). Addi,onally increasing the difficul,es, the 

organisa,on faces in recupera,ng from a data breach is the possible loss of important 

employees or trouble bringing in top talent as a result of a damaged reputa,on. This situa,on 

emphasises how crucial it is to have strict security measures in place and keep data usage 

transparent in order to guard against unwanted access and maintain customer trust (Al Aina 

and Atan, 2020). 
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The privacy calculus theory posits that the perceived risk of data breaches plays a significant 

role in shaping privacy concerns. High perceived risks, such as those associated with data 

breaches, elevate privacy concerns and diminish trust in AI systems (Keith et al., 2013). The 

financial and reputa,onal consequences of data breaches make users more cau,ous about 

sharing personal informa,on. Data breaches can lead to significant changes in user behavior, 

as the perceived costs of informa,on disclosure become too high. 

Therefore, the following hypothesis is derived. 

H3 Higher perceived risk of data breaches increases the privacy concerns of users regarding AI 

recommenda,on systems. 

2.4.2.2 Consent risk 

Another significant privacy factor in rela,on to AI recommenda,on systems is the consent 

factor. This is problema,c since the data protec,on law has made it plain that the most 

important thing is to seek informed consent before using someone's data and to no,fy 

individuals about how their data will be used (Amaya et al., 2021). It is customary to 

withhold informa,on about the collec,on of personal data from specific users and to refuse 

their request for consent. AI recommenda,on systems that collect personal informa,on 

must adhere to local data protec,on legisla,on in the jurisdic,on in which the system is 

hosted. Regarding the gathering, processing, storing, and use of personal data, these rules 

and regula,ons aim to protect persons' privacy (Ribeiro-Navarrete et al., 2021). In addi,on, 

the primary rule controlling the gathering and use of personal data is the user's consent, 

which the recommenda,on system would need to get. In cases where users have been 

informed about the collec,on and use of their personal informa,on, consent may be 

obtained indirectly (Zhang et al., 2021). However, prior to doing so, precise rules governing 

the condi,ons under which an explicit consent might be transferred must be followed. These 

rules should specify the type of consent, whether it applies to the processing, transfer, and 

linking of various categories of personal data, as well as the extent, goal, and dura,on of the 

consent (Wang et al., 2022). Currently available modern facili,es allows recommenda,on 

systems to adhere to the idea of privacy in prac,ce. To decrease and manage informa,onal 

privacy risks, this entails iden,fying and implemen,ng the best privacy prac,ces through 

organisa,on and policy, offering user-centric privacy solu,ons, and improving system design 

(Zhang et al., 2021). 
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The consent factor plays a crucial role in influencing the privacy calculus of an AI user (Singh, 

2022). When users perceive a high consent risk, it means they are concerned about whether 

their consent has been obtained appropriately and whether they are truly aware of and 

agree with how their data is being used (Pickering, 2021). This includes concerns about the 

withholding of informa,on, lack of transparency, and refusal to honor consent requests. Such 

prac,ces can lead to a lack of trust in the AI system and increase users' privacy concerns. 

Data protec,on legisla,on mandates that AI systems adhere to strict guidelines regarding the 

collec,on, processing, storing, and use of personal data to ensure privacy of the AI system 

users (Iserson, 2024). AI systems are required to obtain the user's explicit consent which must 

be given under specific precondi,on. When these condi,ons are met, and users feel confident 

that their consent is respected, their perceived risks decrease, and they are more likely to 

engage with the system. However, if the rules governing consent are not followed, users' 

privacy concerns escalate (Floridi et al., 2021). These concerns are amplified by fears of 

unauthorized data processing without the user's knowledge which exposes them to high 

consent risk. 

H4: Higher perceived risk of consent issues increases the privacy concerns of users regarding 

AI recommenda,on systems. 

2.5 Consumer trust 
A myriad of research studies has dissected the concept and its aspects such as competence, 

ability, empathy, benevolence, integrity, and predictability (Gefen et al., 2003; Lee and Turban, 

2001; McKnight et al., 2002; Urban et al., 1999). According to Luhmann (1979), trust is the 

basis of all social interac,ons. The different trust concerns have a fundamental impact on 

buyers' aetudes and behaviors toward sellers in the business world (Urban et al., 1999). One 

of the most common concepts in all the aspects of trust is that trust is inherent to uncertainty. 

(Hardin, 2002, p. 12). This suggests that the essence of trust omen manifests in situa,ons 

characterised by the absence of complete predictability of outcomes. Addi,onally, another 

concept that is prevalent in all the concepts of trust is that the need of trust arises in a risky 

situa,on. This implies that the need for trust arises in contexts where the outcomes are 

poten,ally detrimental (Mayer et al., 1995, p. 711). Addi,onally, a defining concept of trust 

that is highlighted by numerous research studies is that "trust exists in an uncertain and risky 

environment" (BhaDacharya et al., 1998, p. 461). It is believed that trust is essen,al to reducing 
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risk and uncertainty in online buyer-seller rela,onships because of the complicated and 

unpredictable nature of online transac,ons (e.g., Ha and Stoel, 2008; McKnight and Chervany, 

2002; Mayer et al., 1995). 

The research study by Manzini et al., (2024) highlighted two factors that enable users trust AI 

assistants, which include competence and alignment. According to the research by Manzini et 

al. (2024), competence is a founda,onal aspect of jus,fied trust. Trust in system competence 

pertains to users' belief in the ability of the AI system to perform its intended func,ons 

effec,vel. Competence directly affects the user’s willingness to rely on the recommenda,ons 

provided by an AI system (Ryan, 2020). When users perceive the AI system as competent, they 

believe that it can analyze their preferences accurately to deliver personalized 

recommenda,ons. Competence trust is built through consistent and posi,ve interac,ons with 

the system (Ryan, 2020). For instance, if an AI recommenda,on system consistently suggests 

products that match a user’s preferences, the user is more likely to develop trust in the 

system’s competence.  

On the other hand, alignment pertains to the belief that the AI recommenda,on system 

operates in a way that aligns with the user's values and interests (Manzini et al., 2024). 

Alignment focuses on the ethical use of personal data, the transparency of data handling 

prac,ces, and the adherence to privacy and security standards. Users develop alignment trust 

when they feel assured that the system will protect their personal informa,on and use it 

responsibly.  Manzini et al. (2024) emphasize that alignment between the interests, values, or 

incen,ves of AI assistants, developers, and users is cri,cal for fostering trust. Misalignment 

can lead to situa,ons where users' expecta,ons are betrayed, causing significant harm. 

2.6 Rela4onship between privacy concerns and consumer trust 
Research has shown that privacy concerns are a cri,cal determinant of consumer trust in 

online environments. For instance, studies by Bansal et al., (2015) highlight that privacy 

assurances are essen,al for building consumer trust in e-commerce plagorms. By providing 

clear informa,on about how user data is collected, stored, and u,lized, e-commerce plagorms 

can help users feel more confident about sharing their personal informa,on (Ozturk et al., 

2017). Transparent privacy policies, secure data handling prac,ces, and effec,ve 

communica,on about privacy safeguards all contribute to fostering trust among consumers, 
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ul,mately encouraging them to engage more with the brand. This trust, in turn, influences 

users' willingness to engage with these plagorms and share their personal informa,on.  

Mar,n and Murphy (2017) also men,on that the consumers' trust levels and subsequent 

involvement with online shops are significantly shaped by privacy concerns. People are more 

likely to show less trust in online shops when they are more concerned about the security and 

privacy of their personal informa,on (Mar,n and Murphy (2017). This mistrust may operate 

as a discouragement, affec,ng users' willingness to engage with online services and make 

purchases. Hann and Hui (2007) add that percep,ons of privacy intrusions have indeed the 

power to affect consumer confidence and discourage them from transac,ng when they are 

asked for personal informa,on. Hence, the majority of customers emphasise the value of 

privacy in fostering customer trust and are sensi,ve to concerns about the privacy of online 

informa,on. 

Separa,ng perceived from real privacy dangers is essen,al to understanding the interac,ons 

between privacy concerns and consumer trust. When a consumer browses on an e-commerce 

plagorm, user data such as search history, clicked links, and ,me spent on pages is collected 

and analysed to create personalised recommenda,ons. While personalised recommenda,ons 

can enhance user experience, users may be concerned about the privacy implica,ons of this 

data tracking. They may worry that their informa,on is being used for targeted adver,sing or 

other purposes without their explicit consent. If a data breach occurs, the informa,on may be 

released to third par,es without consent, making it a poten,al privacy risk (Yang et al., 

2020).On the other hand, "perceived privacy risk" refers to circumstances in which a person's 

informa,on is gathered and u,lised for a par,cular purpose, but the person is worried—based 

on their percep,on rather than actuality—that this informa,on may be misused for other 

purposes (Balapour et al. 2020). This dis,nc,on is crucial because perceived privacy risks 

center on building consumer confidence and trust in e-commerce, but actual privacy concerns 

primarily concern data protec,on (Zhang et al. 2020). 

BhaDacharya et al. (2023) emphasise the emo,onal response to perceived privacy threats as 

an important factor in understanding the rela,onship between consumer trust and privacy 

concerns. According to a study, customers who feel as though their privacy has been violated 

report feeling scared, anxious, and concerned, all of which lower their trust levels (Khatoon 

and Rehman2021). A strong correla,on was found amer more than 2,000 customer comments 
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were analysed in response to a US Federal Trade Commission request regarding internet 

privacy. According to Chen et al. (2022) there is a 16% decrease in the likelihood that 

consumers will maintain trust for every increase in nega,ve sen,ment. However, trust 

tendency, or the desire to trust, is crucial; people who have a strong propensity to trust appear 

to be more resilient to the nega,ve impacts of privacy concerns on trust (Tian et al., 2022). 

Although privacy issues have an impact on consumer trust, their influence is significantly 

lessened in those who are already inclined to trust (He et al., 2021). In order to improve 

consumer engagement and confidence in digital transac,ons, e-commerce plagorms must 

adopt tailored strategies that both foster trust and effec,vely address privacy concerns. This 

is because the interac,on between an individual's innate trust propensity and external privacy 

threats poses a nuanced challenge (Aslam et al. 2020). 

According to Chen et al. (2021), building consumer trust requires consistent advantageous user 

experiences and human connec,ons over ,me. It is based on the no,on that people who 

divulge personal informa,on to an organisa,on, like their address and bank account details, 

would respect that informa,on and not abuse the trust that has been placed in it (Giao et 

al.2020). When a privacy viola,on occurs, the underlying trust is frequently affected. 

According to Muhammad et al. (2022), firms may underes,mate the impact of a viola,on on 

consumer trust. Munn (2023) iden,fies various forms of damage control, such as monetary 

losses from reduced sales and reten,on of clients, loss of brand value and reputa,on, and 

missed opportuni,es to invest in business development and success. According to Zhang et al. 

(2020), regulators and advisory bodies are emphasising the importance of consumer trust in 

privacy and consumer protec,on. The European Data Protec,on Supervisor recommends that 

privacy laws priori,se fostering user trust in digital services (Monzer et al., 2020). As more 

firms move online, it's crucial to maintain user trust (Melović et al., 2020). 

Privacy concerns can nega,vely impact consumer trust in corporate rela,onships (Cheah et 

al.2022). This rela,onship appears to be most significantly impacted by the consumer's 

decreased desire to provide personal informa,on. Digital marke,ng and customer feedback, 

such as star ra,ngs and reviews, enable businesses to build personalised rela,onships with 

customers and beDer meet their unique needs (Lin et al., 2021). Businesses that lack the 

necessary informa,on to accurately communicate and suggest products based on individual 

needs limit their ability to create personal partnerships and provide services that meet modern 
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consumer needs (Cheng & Jiang, 2022). When a business is unable to do this, the consumer is 

significantly less likely to be able to engage in the type of rich, personal, and mutually beneficial 

connec,on that is achievable when the firm understands how to best serve the consumer. 

Customers' contentment, sense of belonging, and access to high-quality services and products 

would all be impacted (Cheng & Jiang, 2020). To fully understand the impact of privacy 

concerns on the consumer-business rela,onship (Gao et al., 2021), it's important to be aware 

of the nega,ve consequences of a decrease in willingness from both par,es. 

Research studies have also highlighted the impact of privacy concerns on trust in the systems 

competence. Trust in system competence refers to the belief that the AI system can effec,vely 

perform its intended func,ons (Gieselmann & Sassenberg, 2023). When privacy concerns are 

high, users may doubt the system's ability to protect their personal informa,on. (Long & 

Magerko, 2020) add that users may associate poor data protec,on with a lack of technical 

proficiency. For example, if users fear that their data could be easily breached or misused, they 

might ques,on whether the system is competent enough to provide accurate and reliable 

recommenda,ons. High privacy concerns can lead users to perceive the system as unreliable. 

Therefore, it is hypothesized that. 

H5: Higher privacy concerns decrease users' consumer trust in the competence of an AI 

system. 

Mul,ple research studies have also inves,gated on the impact of privacy concerns on the trust 

in the system alignment. High privacy concerns may make a user feel that system's data 

prac,ces are not aligned with their expecta,ons of privacy and ethical behavior (Gabriel & 

Ghazavi, 2021). When users are concerned about how their data is handled, they may perceive 

a misalignment between their values and the system's opera,ons. For instance, if users believe 

that their data is being used for purposes beyond their consent, they may view the system as 

opera,ng unethically. (Aguirre et al., 2020) adds that alignment trust is crucial for long-term 

user engagement. When a user feels a sense of consistency and reliability in the system’s 

opera,ons, they are likely to repe,,vely interact with the system which in the long run 

contributes to user loyalty. 

Therefore, the research study hypothesizes that. 

H6: Higher privacy concerns decrease users' trust in the system's alignment. 
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2.7 Conceptual framework 

Conceptual framework is a visual presenta,on of the rela,onships between the independent 

variables, media,ng variables and the dependent variables (Jabareen, 2009). The figure below 

defines the Conceptual framework for the research process. 

 

Figure 1 Showing the Conceptual Framework 
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3 METHODOLOGY 

3.1 Introduc4on 

The main objec,ve of this research study is to evaluate the impact of AI-driven personalisa,on 

tools on privacy concerns of E-commerce customers. This chapter presents the research 

methods that the researcher is going to u,lise to achieve the research objec,ves. The 

preliminary part of this chapter will describe the research approach that the researcher is 

going to use for this research study. Thereamer, the research design will follow, whereby the 

researcher will indicate the data collec,on and data analysis methods that the researcher will 

use to achieve the research objec,ves. Moreover, the concluding part of this chapter will 

describe the ethical principles that the researcher has adhered to in the research process. 

3.2 Research Approach 

Research approach refers to the overreaching research strategy that guides the direc,on and 

execu,on of the research process. Saunders et al., (2015) defines two forms of research 

approach, namely the deduc,ve research approach and the induc,ve research approach. The 

deduc,ve research approach entails conduc,ng a preliminary literature review and developing 

a hypothesis based on exis,ng theories, thereamer, designing a research methodology that 

tests the hypothesis and draws meaningful conclusions from the analysis (L. Liu, 2016). It is 

important to note that the deduc,ve research approach is associated with quan,ta,ve 

research methods, where the data collected for the analysis is numerical, and sta,s,cal tools 

are used for the analysis (L. Liu, 2016). On the other hand, the induc,ve research approach 

entails making preliminary specific observa,ons and developing a general theory based on 

those observa,ons (Young et al., 2020). The process of an induc,ve research approach entails 

observing paDerns, making generalisa,ons and forming hypotheses based on those paDerns. 

It is important to note that the induc,ve research approach is mostly associated with 

qualita,ve research methods where the data is descrip,ve and is gathered through methods 

such as interview discussions and observa,ons.  

This research study adopts the deduc,ve research study because it starts from a general 

theory to specific observa,ons. For this research study, the researcher develops a hypothesis 

based on the privacy calculus theory. Thereamer, the researcher develops ques,onnaires, 
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collects data, analyses it and tests the hypothesis to derive meaningful conclusions from it, 

which is consistent with the deduc,ve research approach.   

3.3 Popula4on and Sampling design 

3.3.1 PopulaRon 

Cooper et al., (2006) defined popula,on as the collec,on of items under considera,on under 

a research study. Alterna,vely, the research study by Creswell & Creswell, (2017) defined 

popula,on as composite number of study units in a research area. The popula,on that was 

used for this research study are Amazon Reviewers in Belgium.  

3.3.2 Sampling design 

A sampling design refers to the technique that a researcher uses in the process of selec,ng a 

sample from a given popula,on (Burger & Silima, 2006). A sampling design helps researchers 

select a smaller representa,on of the popula,on, mi,ga,ng the need to handle the en,re 

popula,on while maintaining the characteris,cs of the popula,on. Taherdoost, (2016) defines 

two categories of sampling design, namely, the probabilis,c sampling design and the non-

probabilis,c sampling design. A probabilis,c sampling design uses random selec,on, giving 

every member of the popula,on an equal chance of being selected. A non-probabilis,c 

sampling design uses bias to select the sample based on the researcher's preferences.  

This research employs a non-probabilis,c sampling design known as convenience sampling. 

This is a sampling design whereby par,cipants are selected based on their availability. 

Convenience sampling was selected because of its efficiency, as the researcher could easily 

gather data from par,cipants who met their preferred criteria. In addi,on, convenience 

sampling is a cost-effec,ve method of recrui,ng par,cipants.  

3.4 Data Collec4on 

There exist two primary methods of data collec,on, namely primary methods and secondary 

methods (Saunders et al., 2015). Primary methods of data collec,on entail collec,ng data 

firsthand for a specific purpose. On the other hand, secondary methods entail using exis,ng 

data that has already been collected by other sources for other purposes.  

This research study employs both primary and secondary methods of data collec,on. The 

secondary method of data collec,on is used in the literature review sec,on, whereby the 

researcher gathered and analysed exis,ng research ar,cles and scholarly sources that are 
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relevant to this research study. The secondary data collec,on through the literature review 

phase provided the context and framework for the primary data collec,on. The primary data 

collec,on was conducted using the survey instrument. A survey was administered to selected 

Amazon reviewers using the Lime survey tool.  

3.4.1 The Survey Structure 

A survey was administered to selected Amazon reviewers using the Lime Online survey tool. It 

offers a robust and user-friendly plagorm that simplifies the survey crea,on process. Its 

extensive customiza,on op,ons enable us to tailor the survey to our specific research needs. 

In addi,on, the plagorm enables the user to easily distribute the survey via email or direct 

links, reaching a diverse and relevant sample efficiently. 

Before the researcher shares the survey to the targeted respondents, the researcher carried 

out a pilot test with 5 par,cipants. tes,ng the survey with a small group enabled the 

researcher to check if the ques,ons are clear and understandable by the targeted 

respondents. In case there is some sense of ambiguity, the researcher may rephrase the 

ques,ons to avoid ambiguity and make sure the respondents appreciate the set ques,ons. A 

trial test is also conducted to check if the survey is it is too long or might lead to respondent 

fa,gue and henceforth incomplete responses. If the trial respondents do not complete, it 

proves that the survey tool will not be effec,ve.  The pilot test also checks for technical aspects, 

such as usability of the plagorm on various devices by the respondents. 

The preliminary sec,on of the survey consists of ques,ons to check on the demographic 

informa,on of the respondents such as gender, age, level of educa,on. Demographic factors 

help the researcher understand the composi,on of the respondents and providing context for 

interpre,ng the survey results (Klimczuk, 2021). In addi,on, demographic data helps in 

iden,fying paDerns and trends within specific groups, which can be crucial for analysing how 

different segments of the popula,on perceive and respond to the factors being inves,gated. 

3.4.2 Scales and Measurements 

The table below provides an overview of the seven research constructs that the researcher 

measured using statements. The researcher was expected to state the level to which they 

agree with the statements. 

Construct Scale  Item Statement 
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IV 
Personalisation 
(Zanker et al., 2019) 
(Habil et al., 2023) 
(Naumov et al., 2019) 
(Wang et al., 2024) 

5-Point Likert 
Scale (From 1 
Strongly disagree 
to 5 Strongly 
agree) 

PS1 I often receive personalised product 
recommendations when shopping online. 

PS2 Online advertisements seem tailored to 
my interests and preferences. 

PS3 E-commerce platforms suggest products 
based on my past purchases or browsing 
history. 

PS4 I frequently encounter personalised 
content or recommendations while using 
e-commerce websites 

IV 
(Perceived anonymity of 
the Internet) 
(Harborth & Pape, 2018) 
(Hite et al., 2014) 
(Jiang et al., 2022) 

5-Point Likert 
Scale (From 1 
Strongly disagree 
to 5 Strongly 
agree 

PA1 I feel safer making online purchases 
because I don't have to interact with 
sellers face-to-face. 

PA2 I believe my personal information is more 
secure when I'm online compared to 
offline. 

PA3 I trust that my identity remains 
anonymous when I engage in online 
activities. 

PA4 I perceive the Internet as a place where I 
can maintain my privacy better than in 
physical stores. 

IV 
(Data Breach) 
(Demirkan et al., 2020) 
(Gao et al., 2021) 
(Himeur et al., 2022) 

5-Point Likert 
Scale (From 1 
Strongly disagree 
to 5 Strongly 
agree 

DB1 I am concerned that my personal data 
might be compromised in a data breach. 

DB2 I worry about the security measures in 
place to protect my personal information 
on e-commerce websites. 

DB3 I fear that my financial information could 
be stolen during online transactions. 

DB4 I am anxious about the possibility of 
hackers accessing my personal data on e-
commerce platforms. 

IV 
Consent risk 
(Singh, 2022) 
(Pickering, 2021) 
(Floridi et al., 2021) 

5-Point Likert 
Scale (From 1 
Strongly disagree 
to 5 Strongly 
agree 

CR1 I am informed about how my personal 
data will be used before I give consent.
  

CR2 I am confident that my consent is 
obtained explicitly before my data is 
collected. 

CR3 I trust that the AI recommendation system 
respects my consent regarding data usage. 

CR4 I believe that I am given enough 
information to make an informed decision 
about my data consent. 

MV 
Privacy concerns 
(Bansal et al., 2015) 
(Ozturk et al., 2017) 
(Carmody et al., 2021) 
(Golda et al., 2024) 

5-Point Likert 
Scale (From 1 
Strongly disagree 
to 5 Strongly 
agree 

PC1 I am concerned about the amount of 
personal information that e-commerce 
platforms collect. 

PC2 I worry that my personal data might be 
shared without my consent. 

PC3 I feel uneasy about the ways my data is 
used by e-commerce websites. 

PC4 I am anxious about the potential misuse of 
my personal information online. 

DV 
Trust in AI Competence 

5-Point Likert 
Scale (From 1 
Strongly disagree 

TC1 I believe that the AI recommendation 
system provides accurate 
recommendations. 
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(Gieselmann & 
Sassenberg, 2023) 
(Long & Magerko, 2020) 

to 5 Strongly 
agree 

TC2 The AI recommendation system meets my 
needs for product recommendations. 

TC3 The AI recommendation system 
consistently delivers high-quality 
recommendations. 

TC4 I The AI recommendation system uses 
advanced technology to provide useful 
recommendations. 

DV 
Trust in AI Alignment 
(Gabriel & Ghazavi, 
2021) 
(Aguirre et al., 2020) 

5-Point Likert 
Scale (From 1 
Strongly disagree 
to 5 Strongly 
agree 

TA1 The AI recommendation system is honest 
about how it uses my personal 
information. 

TA2 The AI recommendation system provides 
fair and unbiased recommendations. 

TA3 I trust the AI recommendation system to 
protect my personal information. 

TA4 The AI recommendation system is 
responsible in handling my personal data. 

 

As observed in the above table, each research construct consisted of statements that the 

researcher needed a response to. The researcher expected the par,cipants to respond on a 

measurement scale of 'strongly disagree,' 'disagree,' 'neutral,' 'agree,' and 'strongly agree.' 

These responses were made on a numerical response scale ranging from 1 to 5, where 1 

represented 'strongly disagree,' 2 represented 'disagree,' 3 represented 'neutral,' 4 

represented 'agree,' and 5 represented 'strongly agree.' This standardised scale allowed 

par,cipants to provide consistent and quan,fiable responses, facilita,ng analysis and 

interpreta,on of the survey data. 

The researcher conducted a Reliability of the survey to check on the internal consistency of 

the survey instrument that was developed. Internal consistency refers to the extent to which 

all the items in a survey measure the same underlying construct (Vaske et al., 2017). High 

internal consistency suggests that the survey items are coherently measuring the same 

concept, which in turn supports the validity of the findings. In addi,on, reliability of the 

research instrument enables the researcher to ensure that the survey instrument produces 

consistent results over ,me contributes to the overall quality of the survey data (Vaske et al., 

2017). Reliability test was conducted by analysing the Cronbach alpha coefficient of the 

measurement scales in the SPSS sta,s,cal somware. 

3.5 Data Analysis 

Saunders et al., (2015) defines data analysis as the process of examining data with the aim of 

obtaining useful informa,on and insighgul conclusions from it. Data analysis can be 
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categorised into qualita,ve data analysis and quan,ta,ve data analysis. Qualita,ve data 

analysis is the process of examining non-numerical data such as text, audio, and images to 

observe paDerns and obtain insights. On the other hand, quan,ta,ve research design entails 

the applica,on of sta,s,cal tools and mathema,cal methods to evaluate numerical data so as 

to establish rela,onships and trends within the data.  

This research study adopted the quan,ta,ve data analysis method. Amer the data was 

collected using the Lime survey tool, the data was exported to the Excel program, where the 

researcher sorted and cleaned it. Thereamer, the data was exported to the SPSS sta,s,cal 

somware for the extensive data analysis process. The data analysis process was categorised 

into two phases, which were the descrip,ve sta,s,cs phase and the inferen,al sta,s,cs phase.  

3.5.1 DescripRve staRsRcs phase 

The Descrip,ve sta,s,cs phase entails describing the key characteris,cs of the data. In this 

phase, the researcher started by conduc,ng a demographic analysis. The demographic entails 

assessing the demographic variables of the par,cipants, such as age, gender and educa,on 

level. Thereamer, the researcher evaluated measures of central tendency, measures of 

dispersion and frequency distribu,ons.  

3.5.2 InferenRal staRsRcs phase 

The inferen,al sta,s,cs phase goes beyond data descrip,on to making generalisa,ons about 

the popula,on based on the sample data collected. The inferen,al sta,s,cs phase will entail 

correla,on analysis, regression analysis, ANOVA tests and hypothesis tes,ng. The researcher 

used the results of these tests to draw conclusions, which gave answers to the research 

ques,ons. In this way, the objec,ves of the research study were achieved. 

3.6 Ethical Considera4ons 

It is impera,ve for a researcher to define ethical considera,ons so as to ensure the protec,on 

of the rights of the par,cipants and integrity throughout the research process (Nafsi, 2023). A 

research process that adheres to ethical principles of research demonstrates the researcher's 

commitment to upholding professional standards and social responsibility (Khan, 2015). To 

achieve this, the researcher sent a consent leDer to all the par,cipants informing them that 

their data was going to be used for an academic thesis. The consent leDer assured the 

par,cipants of the confiden,ality of their iden,ty and the privacy of their personal 
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informa,on. The consent form also provided the op,on of voluntary withdrawal in case the 

par,cipant chose to cancel their submissions. Thereamer, the consent leDer was sent to the 

University Research Ethics CommiDee before administering the survey to the par,cipants.  
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4  RESULTS 
4.1 Introduc4on 
This research study sought to inves,gate the impact of AI-driven personalisa,on tools on 

privacy concerns and consumer trust in e-commerce. To achieve this, the researcher 

conducted a preliminary literature review, which helped to determine the research variables 

that were used to develop a ques,onnaire. The ques,onnaires were administered to select 

Amazon reviewers. The ques,onnaires were administered through the Lime survey tool and 

analysed using the SPSS sta,s,cal somware. This chapter presents the findings of the data 

analysis that was conducted using SPSS somware. The preliminary sec,ons of this chapter first 

describe the respondents, conduct a reliability and validity test, and present a descrip,ve 

analysis of the data. Thereamer, the researcher will conduct a regression analysis, which will 

enable the researcher to test the hypotheses and draw relevant conclusions. Thereamer, the 

researcher will discuss the findings in a relevant way. 

4.2 Respondents 
The ques,onnaire was administered to respondents over the course of one week. The 

respondents were obtained from the product review sec,on at Amazon as well as online 

communi,es such as Facebook groups that Amazon users connect with. The main channels 

through which the survey was distributed were through social media plagorms such as 

Whatsapp, Facebook, and Instagram. The target number of answers was reached in record 

,me, amer which the survey was closed to avoid any addi,ons to the database. The survey 

gathered a total of 453 responses. The data was exported to an Excel document. The data 

underwent a cleaning process to remove incomplete responses and entries with missing 

values. Specifically, 140 entries were removed, and the final data had 313 responses. The data 

cleaning and valida,on process was to ensure that only complete and accurate responses were 

included in the analysis. 

The survey included two socio-demographic ques,ons; one was meant to inves,gate the 

gender distribu,on, and the other inves,gated the age distribu,on. For the gender 

distribu,on data, the majority of the respondents, represen,ng 53% of the data, were male, 

while 47% of the data were female respondents. The results show a rela,vely balanced 

distribu,on between male and female par,cipants, which implies that the findings from the 

study are less likely to be biased toward one gender. Table 1 and Figure 1 below give a detailed 
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descrip,on of the gender distribu,on data. For the age distribu,on data, the majority of the 

respondents, represen,ng 39% of the data, were between 18- and 24-years age bracket. 31% 

of the par,cipants were between the ages of 21 and 34, 16% of the respondents were between 

25 and 44 years, 7% of the respondents were in the range of 35 and 54 years, 4% of the 

respondents were under 18 years and 3% of the respondents were above 55 years. Most of 

the respondents fall in the 18 to 24 and the 25 to 34 age brackets. This implies a youthful skew 

in the data. This high response by par,cipants in these youthful age brackets can be aDributed 

to their heavy presence on digital plagorms compared to the older genera,on. On the other 

hand, there is less representa,on of the older age brackets, which might be due to their less 

familiarity with digital technologies. More details of the age distribu,on data are provided in 

the table below, and its visual representa,on is found in a pie chart in Figure 1 below. 

  Frequency Percentage 
distribution 

Gender Male 166 53% 
 Female 147 47% 
Age bracket Under 18 years 14 3% 
 Between 18 and 24 years 121 39% 
 Between 25 and 34 years 98 31% 
 Between 35 and 44 years 49 16% 
 Between 25 and 54 years 21 7% 
 Above 55 years 10 4% 

Table 1 Showing the Age and gender distribu5on data. 

 

 

  
Figure 2 shows the visualisa5on of the age and gender distribu5on data. 

Under 18 yrs 18-24 yrs 25-34 yrs

35-44 yrs 45-54 yrs Above 55 yrs Male Female
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4.3 Reliability and Validity analysis 
4.3.1 Cronbach alpha tests 
The researcher used the Cronbach alpha test to measure the reliability of the constructs used 

in the ques,onnaire. The Cronbach test measures the internal consistency of a set of items 

that are intended to measure a single latent construct. This helps to give the researcher insight 

into the reliability of the scales that they used in the survey. A Cronbach's alpha value of 

greater than 0.7 indicates high internal consistency, which means that the items within a scale 

are highly correlated (Vaske et al., 2017). The Cronbach alpha test was done using the SPSS 

somware. The results are summarised in the table below. 

Scale Cronbach 
Alpha 

Number 
of items 

PS Scale 0.792 4 

PA Scale 0.772 4 

DB Scale 0.811 4 

CR Scale 0.687 4 

PC Scale 0.794 4 

TC Scale 0.799 4 

TA Scale 0.707 4 

 Table 2 shows results of the Cronbach alpha analysis 

The PS scale showed strong internal consistency with an alpha of 0.792. Similarly, the PA scale 

recorded an alpha of 0.772, suppor,ng its reliability in measuring the perceived anonymity of 

the Internet. The DB scale demonstrated very good reliability with an alpha of 0.811. However, 

not all scales reached the desirable consistency level. The CR scale recorded a lower alpha of 

0.687, falling just below the accepted benchmark of 0.7. The CR Scale, though acceptable, 

shows that the scale may be less consistent in measuring the construct. The PC, TC, and TA 

scales have high alphas of 0.784,0.799 and 0.707. Generally, these results affirm that the scales 

that were used in the ques,onnaire are reliable for measuring the respec,ve constructs. The 

high levels of internal consistency support the use of these scales for further analysis in the 

study. 
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4.3.2 Factor analysis. 
This research study conducts factor analysis separately for the independent variables and the 

dependent variables.  

4.3.2.1 Independent variables 
The independent variables are basically the perceived benefits and the perceived risks of using 

AI-driven personalisa,on tools. The perceived benefits include Personalisa,on (PS Scale) and 

Perceived anonymity of the Internet (PA Scale). The Perceived risks consisted of Data Breach 

(DB Scale) and Consent risk (CR Scale). For these scales, the researcher conducted an EFA using 

the Principal Component Analysis and the Varimax rota,on. The minimum factor loading was 

set at 0.5.  

Amer the test was run, some of the extrac,on values in the communali,es table were below 

0.5. This included values of PA1, CR1 and CR4, as seen in Appendix 7.1. Therefore, these 

elements were removed. Amer they were removed, all the extrac,on values were more than 

0.5, indica,ng a sufficient amount of variance in each variable is explained by the factors.  

As shown in Appendix 7.2, the KMO test was also used to check if the data was appropriate 

for a factor analysis. Since the KMO was 0.797, which is greater than 0.05, this indicated that 

the data is appropriate for factor analysis. In addi,on, the weight of the correla,on matrix was 

checked using BartleD's Test of Sphericity. Since the results were significant, with a P value of 

less than 0.01, the variables correlate with each other, which means that the data is 

appropriate for factor analysis. 

Appendix 7.3, ,tled ‘Total Variance Explained’, helps to iden,fy the selected factors. 

Components with eigenvalues of less than 1 are excluded because they explain less variance. 

The final Component matrix with four components is displayed below. According to the 

diagram below, the variables were grouped according to the components or factors they 

loaded onto. Amer Varimax rota,on, all the variables had a high loading on a specific factor, 

indica,ng a strong rela,onship with the component. Therefore, the findings of this analysis 

indicate a good factor solu,on.  

Rotated Component Matrix 
Component 
Variables 1 2 3 4 
PS1 0.802    
PS2 0.752    
PS3 0.692    
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PS4 0.771    
PA2   0.816  
PA3   0.816  
PA4   0.833  
DB1  0.667   
DB2  0.752   
DB3  0.845   
DB4  0.798   
CR2    0.763 
CR3    0.859 
Extraction Method: Principal Component Matrix 
Rotation: Varimax with Kaiser normalisation 

Table 3 shows the component matrix for independent variables 

4.3.2.2 Dependent variables 
The dependent variables were used to measure consumer trust. Trust was measured in two 

dimensions: Trust in AI Competence (TC Scale) and Trust in AI Alignment (TA Scale).For these 

scales, the researcher conducted an EFA using the Principal Component Analysis and the 

Varimax rota,on. The minimum factor loading was set at 0.5.  

According to the results displayed in Appendix 7.5, the extrac,on value of the TA4 scale was 

below 0.5; hence it was removed. Amer the scale was removed, all the extrac,on values were 

more than 0.5., indica,ng that a sufficient amount of variance in each variable is explained by 

the factors. As seen in Appendix 7.6,  the KMO test was also used to check if the data was 

appropriate for a factor analysis. Since the KMO was 0.749, which is greater than 0.05, this 

indicated that the data is appropriate for factor analysis. In addi,on, the weight of the 

correla,on matrix was checked using BartleD's Test of Sphericity. Since the results were 

significant, with a P value of less than 0.01, the variables correlate with each other, which 

means that the data is appropriate for factor analysis. 

Components with eigen values of less than 1 are excluded because they explain less variance 

as shown in Appendix 7.7 . The final Component matrix with four components is displayed 

below. According to the table below, the variables were grouped according to the components 

or factors they load onto. Amer Varimax rota,on, all the variables had a high loading on a 

specific factor, indica,ng a strong rela,onship with the component. Therefore, the findings of 

this analysis indicate a good factor solu,on.  

Rotated Component Matrix 
Component 
Variables 1 2 
TC1 0.794  
TC2 0.801  
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TC3 0.778  
TC4 0.752  
TA2  0.763 
TA3  0.654 
TA4  0.825 
Extraction Method: Principal Component Matrix 
Rotation: Varimax with Kaiser normalisation 

Table 4 shows rotated component matrix for dependent variables 

4.4 Descrip4ve analysis 
The table below shows a summary of the key descrip,ve sta,s,cs for each of the scales that 

were derived from the data analysis in the SPSS sta,s,cal somware. The descrip,ve sta,s,cs 

that are analysed include the mean, standard devia,on, skewness, kurtosis, and the normality 

test: Kolmogorov Smirnov test. Kolmogorov Smirnov test was used because it is used to test 

normality for data that is greater than 100, as opposed to Shapiro Wilk, which is used to check 

normality for data sets less than 100 (Das & Imon, 2016). 

Statistic PS PA DB CR PC TC TA 
Mean 3.9593 2.3363 3.9249 3.0799 3.9768 3.7308 3.0751 
Standard deviation 0.8183 0.85798 0.84871 0.73462 0.7944 0.82214 0.74863 
Skewness -1.661 0.99300 -1.4000 0.1610 -1.532 -1.068 0.1380 
Kurtosis 2.452 0.645 1.644 0.3790 2.564 1.025 0.348 
K-Smirnov Statistic 
df 
Sig 

0.239 0.144 0.219 0.163 0.215 0.168 0.131 
313 313 313 313 313 313 313 
0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Table 5 shows the results of the descriptive analysis. 

The mean value for (PS) scale was 3.9593, with a moderate standard devia,on of 0.8183. The 

high mean value (towards Agree value 4) indicates a generally posi,ve percep,on of the 

personalisa,on capabili,es of AI-driven personalisa,on tools. However, the nega,ve skewness 

of -1.661 suggests that while a majority of respondents rated Personaliza,on highly, there are 

some who rated it significantly lower. On the other hand, the Kolmogorov-Smirnov test was 

used to check for the normality of the data. As seen in the table above, the p-value is less than 

0.05, which means that the result is sta,s,cally significant. Therefore, this implies that the 

data in the PS scale is not normally distributed. Results of transformed logs of the PS scale, as 

shown in Appendix 7.9, confirmed that the data does not follow a normal distribu,on since 

the p values were s,ll less than 0.05.  

On the other hand, the mean value for the PA scale was 2.3363, with a rela,vely higher 

standard devia,on of 0.857. The rela,vely low mean (disagree value 2) indicated that 

respondents do not perceive a high level of anonymity on the Internet when interac,ng with 

AI-driven systems. The posi,ve skewness of 0.99300 indicates that while the majority of 
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respondents rated anonymity lower, some rated it higher. The K-Smirnov test shows a p-value 

less than 0.05, indica,ng sta,s,cal significance and sugges,ng that the data in the PA scale is 

not normally distributed. The Kolmogorov-Smirnov test was also run on the transformed logs 

of the PA scale, as shown in Appendix 7.9. This confirmed that the data did not follow a normal 

distribu,on since the p-values were s,ll less than 0.05. 

For the DB scale, the mean was 3.9249. The high mean (towards agree value 4) reflects 

considerable concern among respondents about data breaches associated with AI-driven 

personalisa,on tools. The nega,ve skewness of -1.4000 suggests that while many respondents 

have high concerns, some have rated it significantly lower. The K-Smirnov test results shown 

in Appendix 7.9 indicate a p-value less than 0.05, meaning that the data in the DB scale is not 

normally distributed. The K-Smirnov test was also run on the transformed logs, but s,ll, the 

data did not follow a normal distribu,on since the p values were s,ll less than 0.05. 

Addi,onally, the CR scale had a mean of 3.0799. This moderate mean (neutral value 3) suggests 

a varied percep,on of consent risk among respondents. The skewness is 0.1610, indica,ng a 

nearly symmetrical distribu,on, with opinions spread across the scale. The K-Smirnov test 

shows a p-value less than 0.05, which implies that the data in the CR scale is not normally 

distributed. The K-Smirnov test was also run on the transformed logs of the PCR scale, as 

shown in Appendix 7.9. This confirmed that the data did not follow a normal distribu,on since 

the p-values were s,ll less than 0.05. 

The mean value for the PC scale was 3.9768. The high mean (towards agree value 4) indicates 

that respondents generally have significant privacy concerns when using AI-driven 

personalisa,on tools. The nega,ve skewness of -1.532 suggests that while most respondents 

have high privacy concerns, a few rated it lower. The K-Smirnov test results in a p-value less 

than 0.05, showing that the data in the PC scale is not normally distributed. The K-Smirnov test 

was also run on the transformed logs of the PC scale in Appendix 7.9. The p-values of less than 

0.05 showed sta,s,cal significance, which confirmed that the data does not follow a normal 

distribu,on  

Moreover, the mean value for the TC scale was 3.7308. This rela,vely high mean (towards 

agree value 4) suggests that respondents generally trust the competence of AI systems. The 

nega,ve skewness of -1.068 indicates that while many respondents rated their trust in AI 
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competence highly, some rated it lower. The K-Smirnov test shows a p-value less than 0.05, 

sugges,ng that the data in the TC scale is not normally distributed. The K-Smirnov test was 

also run on the transformed logs of the TC scale, as shown in Appendix 7.9. This confirmed 

that the data did not follow a normal distribu,on since the p-values were s,ll less than 0.05. 

Finally, the TA scale had a mean of 3.0751. This moderate mean (neutral value 3) indicates a 

varied level of trust in AI alignment among respondents. The skewness of 0.1380 suggests a 

rela,vely symmetrical distribu,on. The K-Smirnov test results in a p-value less than 0.05, 

indica,ng that the data in the TA scale is not normally distributed. Further descrip,ve sta,s,cs 

of the transformed logs of the PTA scale, as shown in the Appendix, 7.9confirmed that the data 

does not follow a normal distribu,on since the p values of the Kolmogorov Smirnov were s,ll 

less than 0.05. 

4.5 Regression analysis 
Since the data does not follow a normal distribu,on, this implies that the researcher is 

required to use non-parametric methods of data analysis. In this case, the researcher used 

ordinary regression analysis to test the hypotheses. For this case, the researcher ran three 

regressions. 

4.5.1 Regression 1: PredicRng Privacy concerns. 
The first regression was used to test H1, H2, H3, and H4. This analyses the rela,onship between 

the four independent variables (perceived anonymity of the Internet, perceived benefits of 

personaliza,on, perceived risk of data breaches, perceived risk of consent issues) and privacy 

concerns. Ordinal regression was used, and the following results were established. 

4.5.1.1 Model fi[ng checks. 
The results of the model fieng checks are presented in the table below. 

Model -2Log likelihood Chi-Square Df Sig 

Intercept only 1370.988    

Final 1208.175 162.813 4 0.000 

Link function: Logit     

Table 6 shows model fitting checks for Regression 1 

The model-fieng informa,on provided in the table is crucial for assessing whether the ordinal 

regression model fits the data well. The significant p-value of 0.000 confirms that the model is 
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a good fit, meaning that the rela,onships between the predictors and the outcome variable 

(PC) are meaningful and sta,s,cally significant. 

4.5.1.2 Parameter esRmates 
The results for the parameter es,mates are presented in the table below. 

Variable Parameter 
estimate 

Std. error Df Sig. 

PS -0.499 0.145 1 0.001 

PA -0.206 1.135 1 0.120 

DB 1.742 1.164 1 0.000 

CR 0.033 1.52 1 0.830 

 Table 7 shows regression coeGicients for regression 1  

The es,mate for PS is -0.499, which is nega,ve and sta,s,cally significant, p = 0.001. This 

suggests that as percep,ons of personalisa,on increase, the levels of privacy concerns 

decrease. The parameter es,mate for PA is -0.206. Although the es,mate is nega,ve, 

indica,ng a poten,al nega,ve rela,onship, the lack of significance means there is no sufficient 

evidence to support the hypothesis. The es,mate for DB is 1.742, which is posi,ve and highly 

sta,s,cally significant, with a p-value of less than 0.05. This large and significant es,mate 

suggests that concerns about data breaches are strongly associated with higher levels of 

privacy concerns. The es,mate for CR is 0.033, which is not sta,s,cally significant (p = 0.830), 

because it is greater than 0.05. This suggests that concerns about consent do not significantly 

influence privacy concerns in this model. 

Therefore, the following table presents the results of the hypothesis results related to the 

above results. 

Code Hypothesis Sig Result 
H1 Higher perceived benefits of 

personalisation decrease the privacy 
concerns of users regarding AI 
recommendation systems 

0.001 Accepted 

H2 Higher perceived anonymity of the 
Internet decreases the privacy concerns 
of users regarding AI recommendation 
systems 

0.120 Rejected 

H3 Higher perceived risk of data breaches 
increases the privacy concerns of users 
regarding AI recommendation systems 

0.000 Accepted 
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H4 Higher perceived risk of consent issues 
increases the privacy concerns of users 
regarding AI recommendation systems 

0.830 Rejected 

Table 8 shows hypothesis results related to regression 1 

4.5.2 Regression 2: PredicRng Trust in AI Competence 
The second regression was used to test H5. This regression was used to analyse the 

rela,onship between privacy concerns and trust in AI competence. The researcher used 

ordinal regression methods, and the following results were obtained.  

4.5.2.1 Model fi[ng informaRon. 
The results for the model fieng checks in the second regression are as follows. 

Model -2Log 
likelihood 

Chi-Square Df Sig 

Intercept only 507.027    

Final 448.148 58.879 1 0.000 

Link function: Logit     

Table 9 shows model fitting information for regression 2 

The results above were used to check if the model fits well with the data. The test gave a p-

value of 0.000, which is less than 0.05, which implies that the model fits well with the data. 

4.5.2.2 Parameter esRmates 
The results for the parameter es,mates are presented in the table below. 

Variable Parameter 
estimate 

Std. error Df Sig. 

PC -1.1123 0.138 1 0.000 

Table 10 shows regression coeGicients for regression 2 

The nega,ve es,mate of -1.1123 is sta,s,cally significant, with a p-value of 0.000. This result 

indicates that there is a significant inverse rela,onship between privacy concerns and trust in 

AI competence. Specifically, as privacy concerns decrease, trust in AI competence increases, 

which is consistent with the hypothesis. 

The hypothesis results are presented in the table below 

Code Hypothesis Sig Result 
H5 Higher privacy concerns decrease users' 

consumer trust in the competence of an 
AI system 

0.000 Accepted 

Table 11 shows hypothesis results related to regression 2 
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4.5.3 Regression 3: PredicRng Trust in AI alignment. 
The third regression is used to test H6. This regression analysis assesses the rela,onship 

between privacy concerns and trust in AI alignment. Ordinal regression analysis was used to 

make this predic,on. 

4.5.3.1 Model fi[ng checks. 
Model -2Log likelihood Chi-Square Df Sig 

Intercept only 473.565    

Final 468.853 4.713 1 0.030 

Link function: Logit     

Table 12 shows model-fitting information for regression 3 

The results above were used to check if the model fits well with the data. The test gave a p-

value of 0.030, which is less than 0.05, which implies that the model fits well with the data. 

4.5.3.2 Parameter esRmates 
 

Variable Parameter 
estimate 

Std. error Df Sig. 

PC -0.311 0.138 1 0.000 

Table 13 shows regression coeGicients for regression 3 

The nega,ve es,mate of -0.311 is sta,s,cally significant, with a p-value of 0.000. This result 

indicates that there is a significant inverse rela,onship between privacy concerns and trust in 

Alignment. Specifically, as privacy concerns decrease, trust in AI Alignment increases, which is 

consistent with the hypothesis. 

The hypothesis results are presented in the table below 

Code Hypothesis Sig Result 
H6 Higher privacy concerns 

decrease users' trust in the 
system's alignment. 

0.000 Accepted 

Table 14 shows regression results related to regression 3 

4.6 Discussion 
 The findings of this research study highlighted the posi,ve role of perceived benefits of 

personalisa,on in reducing the level of privacy concerns. When users experience the 

advantages of personalisa,on, such as receiving recommenda,ons tailored specifically to their 

preferences, their percep,ons about data privacy tend to diminish. They begin to appreciate 
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the efficiencies such as relevant product sugges,ons and quicker access to informa,on that 

meets their need. The findings align with the findings of the literature review that discusses 

the benefits of personalisa,on in enhancing user experience and sa,sfac,on. Zanker et al. 

(2019) emphasised that personalised services increase user engagement, while Habil et al. 

(2023) highlighted the role of personalisa,on in fostering customer sa,sfac,on and loyalty. 

This study's finding that personalisa,on reduces privacy concerns reinforces the idea that 

users are willing to trade some level of privacy for the perceived benefits of tailored 

experiences. 

According to the findings of this research study, higher perceived anonymity of the Internet 

would decrease privacy concerns among users of AI recommenda,on systems. However, the 

findings were not significant since the p-value (0.120) was greater than 0.05. Therefore, this 

suggests that perceived anonymity would not necessarily reduce privacy concerns. This is 

consistent with a finding in the literature review that highlighted that some,mes, perceived 

anonymity of the Internet may be misleading and not align with reality (Hite et al., 2014). This 

is because technologies have allowed for prac,ces such as data tracking, which can de-

anonymise a user's presence on the Internet.  

Another relevant finding of the research study is that higher perceived risks of data breaches 

would increase privacy concerns among users. This means that when users are aware of or 

believe there is a significant risk that their personal informa,on could be exposed through a 

data breach, their concerns about privacy increase. The fear of sensi,ve data, such as financial 

details, being accessed by unauthorised par,es leads to privacy concerns. These findings were 

consistent with findings in the literature review, such as Gao et al. (2021), who highlighted that 

the fear of data breaches could lead to changes in consumer behaviour, including reduced 

willingness to share personal informa,on. 

In addi,on, the findings of the research study stated that higher perceived risks of consent 

issues would increase privacy concerns. This highlights the cri,cal role that user consent plays 

in influencing privacy concerns. When users believe that their consent is not adequately 

obtained, privacy concerns increase. These findings are consistent with findings in the 

literature review that consent is a cri,cal factor in maintaining trust in AI systems (Ribeiro-

Navarrete et al. (2021).  
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Addi,onally, the fimh hypothesis sought to inves,gate the effect of privacy concerns on trust 

in AI competence. The findings of the research study suggested that higher privacy concerns 

would decrease consumer trust in the competence of AI systems. The findings of the research 

study suggested that higher privacy concerns would decrease consumer trust in the 

competence of AI systems. When users have significant privacy concerns, they are likely to 

ques,on the overall competence of the AI system itself. It is important to note that when 

privacy concerns are high, they create a barrier to trust. These findings connect with the 

findings in the literature review that highlight that trust in AI competence is essen,al for user 

acceptance of AI-driven recommenda,ons (Manzini et al. (2024). With high privacy concerns, 

users are likely to ques,on the system's ability to protect their personal informa,on. 

Furthermore, this research study explored the rela,onship between privacy concerns and 

trust in the alignment of AI systems with user values. The analysis confirmed this hypothesis, 

with a significant nega,ve parameter es,mate which had a p-value of 0.000, indica,ng that 

higher privacy concerns decrease trust in AI alignment. This finding is consistent with the 

literature, where alignment trust is seen as cri,cal for long-term user engagement with AI 

systems. Gabriel and Ghazavi (2021) emphasised that users need to feel that AI systems 

operate ethically and align with their privacy expecta,ons. The results suggest that when users 

are concerned about their privacy, they are less likely to trust that the AI system is aligned with 

their values. 
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5 CONCLUSIONS, LIMITATIONS AND RECOMMENDATIONS 
5.1 Introduc4on 
The research study sought to analyse how the usage of AI personalisa,on tools influences 

user's privacy concerns. The researcher conducted a literature review, which enabled them to 

establish relevant research variables. Thereamer, a research design was established whereby 

the researcher administered ques,onnaires to a sample of Amazon reviewers. Data was 

collected through the Lime survey tool, and data analysis was carried out through the SPSS 

sta,s,cal somware. The previous chapter presented the results and made relevant discussions. 

This chapter summarises the findings made in the results chapter and makes key conclusions. 

In addi,on, this chapter presents the limita,ons of this research study as well as policy 

recommenda,ons and recommenda,ons for further research.  

5.2 Summary of findings 
This sec,on describes the key findings of this research study. It is important to note that the 

theore,cal framework used for this research was the privacy calculus theory. The privacy 

calculus theory posits that individuals engage in a cost-benefit analysis when deciding whether 

to disclose personal informa,on in the online space. According to this theory, users weigh the 

perceived benefits of sharing their data against the poten,al privacy risks (Wang et al., 2024). 

If the perceived benefits outweigh the risks, users are more likely to share their personal 

informa,on. On the other hand, if the risks are considered high, privacy concerns increase, 

which in turn may lead to reluctance to share data. 

For this research study, the privacy calculus theory helped the researcher understand how 

perceived benefits and risks associated with AI-driven personalisa,on tools affect a user's 

privacy concerns. The perceived benefits in this case were personalisa,on and perceived 

anonymity of the Internet, while the perceived risks were data breaches and consent risks. The 

findings revealed that higher perceived benefits of personalisa,on lead to a significant 

decrease in privacy concerns. This supports the core premise of the privacy calculus theory, 

which suggests that when users perceive substan,al advantages, they are more willing to 

tolerate poten,al privacy risks (Wang et al., 2024). In addi,on, the result did not find a 

significant rela,onship between perceived anonymity and privacy concerns, which is contrary 

to the expecta,ons of the privacy calculus theory. This was aDributed to the fact that data can 

be tracked, which makes the concept of perceived anonymity of the Internet invalid (Hite et 



49 
 

al., 2014). On the other hand, the findings of this research study implied that higher perceived 

risks increase the privacy concerns of an AI user. The findings of the research study concluded 

that when a user has a higher percep,on of a data breach, their privacy concerns would 

increase. In addi,on, if a user has a higher percep,on of consent risk, their privacy concerns 

would also increase. 

In addi,on, the researcher further sought to inves,gate the impact of privacy concerns on 

trust. The trust was analysed in two dimensions: trust in AI competence and trust in AI 

alignment. Trust in AI competence is based on users' confidence that AI can handle tasks 

delegated to it efficiently and meet user expecta,ons (Gieselmann & Sassenberg, 2023). If the 

user's privacy concerns are high, they may ques,on the AI's ability to func,on correctly, which 

in turn may affect their percep,on of the system's ability to protect their data. On the other 

hand, trust in AI alignment was based on the belief that the AI system operates in ways that 

are consistent with users' ethical standards (Gabriel & Ghazavi, 2021). The findings of the 

research study suggested that higher privacy concerns reduce trust in AI alignment. When 

privacy concerns are high, users are less likely to trust that the AI system is aligned with their 

values, which, in turn, nega,vely affects their engagement levels. 

5.3 Limita4ons of the research study 
The research study effec,vely analyses the impact of AI-driven personalisa,on tools on privacy 

concerns and consumer trust. However, the research study has several limita,ons. The first 

limita,on pertains to the research design that the researcher used to conduct the data 

collec,on and data analysis. The researcher exclusively used a quan,ta,ve research design in 

the methodology. While a quan,ta,ve research design is a powerful tool for generalising 

findings to larger popula,ons, it can be limited to capturing the depth of respondent's 

perspec,ves regarding the subject maDer. The use of a quan,ta,ve approach meant that data 

was primarily collected through structured ques,onnaires, which may not fully capture the 

subjec,ve viewpoints on percep,ons of AI-driven personalisa,on tools, privacy concerns and 

consumer trust. 

Addi,onally, the research employed a cross-sec,onal design, which captures data at a single 

point in ,me. This approach limits the ability to assess changes in percep,ons of the variables 

of interest over ,me since it only assesses current percep,ons. It is important to note that 

percep,ons of Privacy concerns and trust are not sta,c. They can be influenced by various 
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factors that can evolve as users interact more with AI technologies and gain more experience. 

On the other hand, the cross-sec,onal design may also introduce bias, where the results are 

heavily influenced by a specific event that occurred during the ,me of data collec,on.  

5.4 Recommenda4ons 
The researcher makes various recommenda,ons both for prac,ce and for further research. 

First and foremost, the researcher recommends the need for E-commerce plagorms to be 

transparent in how they collect and use the data they collect from their AI-driven 

personalisa,on tools. This includes providing users with accessible explana,ons of data 

handling prac,ces, privacy policies, and how AI systems operate. Transparency will go a long 

way in reducing the anxiety of data misuse and building customer trust levels in their AI 

recommenda,on systems. 

In addi,on, the researcher recommends a mixed-method approach to this research topic that 

incorporates elements of qualita,ve and quan,ta,ve research approaches. The researcher 

recommends that other data collec,on methods should be used, such as interview discussions 

that will provide in-depth insight into underlying factors influencing privacy concerns and 

consumer trust. Qualita,ve insights can complement quan,ta,ve data by uncovering nuances 

and capturing the lived experiences of users, which are missed in the survey. Moreover, the 

researcher recommends the implementa,on of a longitudinal research study to track changes 

in the variables over ,me. This approach would allow researchers to analyse how privacy 

concerns and trust in AI-driven personalisa,on tools evolve due to shims such as technology 

advancements, regulatory changes, or even user experiences.  
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7 APPENDIX 
7.1 Appendix 7.1 
 

Communalities 
 Initial Extraction 

PS1 1.000 .652 

PS2 1.000 .598 

PS3 1.000 .550 

PS4 1.000 .632 

PA1 1.000 .421 

PA2 1.000 .711 

PA3 1.000 .646 

PA4 1.000 .647 

DB1 1.000 .570 

DB2 1.000 .670 

DB3 1.000 .721 

DB4 1.000 .659 

CR1 1.000 .453 

CR2 1.000 .611 

CR3 1.000 .622 

CR4 1.000 .493 

Extraction Method: Principal 

Component Analysis. 

 
7.2 Appendix 7.2 
 

KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .797 

Bartlett's Test of Sphericity Approx. Chi-Square 1309.932 

df 78 

Sig. .000 

 
 

7.3 Appendix 7.3 
 

Total Variance Explained 

Component 

Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings 

Total % of Variance Cumulative % Total % of Variance Cumulative % Total % of Variance Cumulative % 
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1 3.933 30.255 30.255 3.933 30.255 30.255 2.565 19.731 19.731 

2 2.246 17.275 47.530 2.246 17.275 47.530 2.525 19.420 39.152 

3 1.400 10.767 58.297 1.400 10.767 58.297 2.140 16.458 55.610 

4 1.091 8.391 66.687 1.091 8.391 66.687 1.440 11.077 66.687 

5 .710 5.460 72.147       
6 .611 4.696 76.843       
7 .562 4.321 81.164       
8 .505 3.887 85.051       
9 .484 3.723 88.773       
10 .405 3.115 91.888       
11 .378 2.907 94.794       
12 .361 2.780 97.574       
13 .315 2.426 100.000       
Extraction Method: Principal Component Analysis. 

 
7.4 Appendix 7.4 
 

Rotated Component Matrixa 

 
Component 

1 2 3 4 

PS1 .802    

PS2 .752    

PS3 .692    

PS4 .771    

PA2   .816  

PA3   .816  

PA4   .833  

DB1  .667   

DB2  .752   

DB3  .845   

DB4  .798   

CR2    .763 

CR3    .859 

Extraction Method: Principal Component Analysis.  

 Rotation Method: Varimax with Kaiser Normalization.a 

a. Rotation converged in 5 iterations. 

 
7.5 Appendix 7.5 
 

Communalities 
 Initial Extraction 
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TC1 1.000 .642 

TC2 1.000 .653 

TC3 1.000 .625 

TC4 1.000 .573 

TA1 1.000 .547 

TA2 1.000 .544 

TA3 1.000 .689 

TA4 1.000 .387 

Extraction Method: Principal 

Component Analysis. 

 
7.6 Appendix 7.6 
 

KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .749 

Bartlett's Test of Sphericity Approx. Chi-Square 592.290 

df 21 

Sig. .000 

 
7.7 Appendix 7.7 
 

Total Variance Explained 

Component 

Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings 

Total % of Variance Cumulative % Total % of Variance Cumulative % Total % of Variance Cumulative % 

1 2.888 41.264 41.264 2.888 41.264 41.264 2.491 35.587 35.587 

2 1.502 21.461 62.725 1.502 21.461 62.725 1.900 27.138 62.725 

3 .674 9.631 72.356       
4 .607 8.672 81.028       
5 .550 7.857 88.885       
6 .419 5.988 94.873       
7 .359 5.127 100.000       
Extraction Method: Principal Component Analysis. 

 
7.8 Appendix 7.8 
 

Tests of Normality 

 
Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

PS .239 313 .000 .801 313 .000 

PA .144 313 .000 .919 313 .000 

DB .219 313 .000 .853 313 .000 



67 
 

CR .163 313 .000 .960 313 .000 

PC .215 313 .000 .854 313 .000 

TC .168 313 .000 .916 313 .000 

TA .131 313 .000 .971 313 .000 

a. Lilliefors Significance Correction 

 
 

7.9 Appendix 7.9 
 

Tests of Normality 

 
Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Log_PS .268 313 .000 .680 313 .000 

Log_PA .101 313 .000 .978 313 .000 

Log_DB .256 313 .000 .735 313 .000 

Log_CR .177 313 .000 .920 313 .000 

Log_PC .254 313 .000 .711 313 .000 

Log_TC .196 313 .000 .794 313 .000 

Log_TA .166 313 .000 .929 313 .000 

a. Lilliefors Significance Correction 

 
 


