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Chapter 1

Introduction

Our current telecommunications networks allow two parties to communicate almost instantaneously from
nearly anywhere on Earth and even beyond. This achievement has been made possible thanks to the
development of telecommunications, which is itself the result of advancements in mathematical and phys-
ical sciences. Efforts have been made to secure these telecommunications, leading to the development
of cryptography. In the modern world, digital management encompasses nearly everything, from the
internet and communications to banking transactions. Data security is therefore vital for the smooth
operation of our society. However, traditional cryptographic protocols rely on computational complexity
and do not provide unconditional security. This means that it is theoretically possible for a malicious
third party to intercept and decrypt these exchanges, provided that they has sufficient computational
power. Presently, only one theoretical method is known to achieve unconditional security. This method
is named Vernam encryption, after Gilbert Vernam, who had invented it near the end of World War I.
However, implementing this method raises seemingly insurmountable problems, which quantum commu-
nications are able to solve.

This first chapter will explore why classical cryptography cannot be directly used to implement Ver-
nam encryption, and the implications of this limitation will also be discussed. The second chapter will
cover the fundamentals of quantum information theory, which is crucial for understanding quantum cryp-
tographic systems, particularly quantum key distribution (QKD). The third chapter will delve into the
principles of QKD, detailing the main protocols and discussing potential security issues due to imperfect
implementations. The fourth chapter will explore alternative coding schemes that may offer advantages
in specific scenarios. Chapter five is dedicated to the characterization of the various components of a
QKD link and will address the specific needs associated with various QKD implementations. Finally, the
sixth chapter will review major practical implementations in QKD, demonstrating how the technology’s
maturity enables its integration into real-world applications.

1.1 Limitations of classical cryptography
The issue that cryptography addresses can be succinctly stated as: how to send information to a legiti-
mate recipient while ensuring it remains entirely incomprehensible to others. If Alice wants to remotely
share a secret message with Bob, she will use a method to scramble her message without destroying the
information. She will then send this message to Bob, ensuring that her encryption method is robust
enough so that no one except Bob can decrypt the message. Over time, the ways of telecommunication
have evolved, and cryptographic methods have had to keep up.

Today’s information world is digital and its language is binary. In this framework, there is an amaz-
ingly simple method to perfectly scramble a message. Formalized by Gilbert Vernam in 1917, it is known
as the Vernam cipher or "one-time pad" (OTP) protocol. The process involves adding a secret random

1



1.1. LIMITATIONS OF CLASSICAL CRYPTOGRAPHY

binary key to the message twice: the first addition results in an encrypted message whose information
can only be extracted by adding the key a second time. This is because applying the binary addition,
also called the XOR operation, twice with the same key effectively leaves the message unchanged (refer
to Table 1.1 for clarity). Thus, Alice encrypts her message by XORing it with the key and sends it
to Bob, who can decrypt the message by XORing again the encrypted message with the key. In 1949,
Shannon showed that the Vernam cipher enables unconditional security if the key satisfies the following
three conditions [23]:

• the key must be at least as long as the message to be encrypted,

• the key must be random,

• each key must be used only once.

Message Key Encrypted message (Message ⊕ Key) Decrypted Message (Encrypted Message ⊕ Key)
000000 101001 101001 000000
011001 101001 110000 011001

Table 1.1: The message (column 1) is encrypted with the key (column 2) via a XOR operation resulting
in an encrypted message (column 3). It can be decrypted by XORing it again with the key (column 4).

The problem with this theoretically perfect method arises when trying to implement it in practice. How
can Alice and Bob, and only they, access such a key? If they could exchange it beforehand, couldn’t
they exchange the message directly? One can imagine scenarios where this method is still useful, such
as if Alice and Bob know they will need to exchange secrets but don’t know what they will be. In this
case, they can exchange the key beforehand and communicate securely, provided the key meets the three
above conditions. However, Shannon’s third condition implies that each message must be encoded with
a unique key, limiting the number of messages that can be securely exchanged if a finite key is shared
beforehand. Imposing such conditions clearly does not meet most of today’s communications needs.

For this reason, practical cryptographic schemes do not use the OTP scheme but instead rely on asym-
metric protocols. The idea is to use a particular key pair: a public key for encryption (EK) and a private
key for decryption (DK). The particularity of this pair is that it is extremely complicated to decrypt a
message encrypted with EK without knowing DK. Alice sends EK to Bob, who uses it to encrypt his
message. Only Alice, who knows DK, can decrypt it. This one-way exchange makes these protocols
"asymmetric". To enable two-way communication, Bob can generate a key, encrypt it with EK, and send
it to Alice. This key, accessible exclusively to Alice and Bob, can be employed in the OTP scheme.
In practice, asymmetric protocols leverage trapdoor functions, which are challenging to reverse without
additional information. One of the most commonly used protocols today is the Rivest-Shamir-Adleman
(RSA) protocol, which secures much of the internet traffic. RSA relies on functions based on the compu-
tational difficulty of prime factorization of large integers.

The notion of difficulty mentioned above should be understood in the context of algorithmic complexity,
indicating that the number of operations needed to break a code increases exponentially with the key
size. Therefore, securing an information exchange simply requires using an encryption key large enough
such that, given current computational capabilities, decrypting the message within a reasonable time is
impossible. The main difference between OTP and current cryptosystems is that the former provides
unconditional security, while the latter relies on the ever-evolving limits of human knowledge.

Until now, breaking RSA-like protocols with classical attacks seemed hypothetical because it requires
computing power well beyond what is available today or in the near future. Nevertheless, advances in
quantum computing has led to some important results and some quantum algorithms have been shown to
be more efficient for specific tasks than classical ones. In particular, Shor’s algorithm [24] that efficiently
prime factors large numbers, could potentially be used to decrypt RSA. While reaching such a quantum
supremacy is henceforth theoretically possible, implementation of physical quantum systems to operate
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1.1. LIMITATIONS OF CLASSICAL CRYPTOGRAPHY

quantum algorithms is still a challenging task nowadays.
Finding an appropriate solution to overcome this threat before quantum computers become a mature
technology is one of the crucial challenges in telecommunications.

Quantum key distribution could address this need. It is a technique based on the principles of quantum
mechanics, particularly the uncertainty principle, which implies that a single quantum state cannot be
cloned. This was demonstrated by W.K. Wootters and W.H. Zurek four decades ago [25]. This finding
can be utilized to securely share a cryptographic key. Combined with the OTP encryption scheme, this
enables information-theoretic security for communications, meaning that this method is robust against
any adversary’s computational power.

In the next chapter, the tools required to moove from classical information theory to quantum infor-
mation theory will be introduced. This foundation will then allow for a detailed explanation of the
working principles of QKD.

3



Chapter 2

Basics in quantum information

Quantum bits, or qubits, serve as the fundamental units of quantum information, much like bits are
central in classical information theory. This chapter will focus on describing the fundamental properties
of qubits and their physical realisation.

2.1 From classical to quantum information
Information can be reduced to its most elementary form, basically yes or no. Following this idea, it may
be implemented very naturally by binary digits, or bits, 1 and 0. These are the building blocks of classical
information theory, whose foundations were laid by Shannon in 1948 [26]. Ultimately, information is rep-
resented by physical systems and for this reason, information theory is intimately linked to physics. This
connection becomes evident when considering how to process information: what physical systems allow
us to store and communicate information? Naturally, the physical systems used to address these issues
were based on the knowledge and technical means available at the time, which allowed for their control.
Magnetic polarisation or electric charge are widely used for storing the bits while electric current, voltage
or light intensity are often used for transmitting the information. These processes underpin a multitude
of technologies used today.

In the seventies, Stephen Wiesner realized that quantum systems could be used in communications,
providing unique properties that offer capabilities unattainable by classical systems. In a paper pub-
lished in 1983, he presented two concrete applications based on the polarization of light for transmitting
information securely [27]. The "polarized light" or "spin-1/2 particles" he used in his paper are in fact
the qubits at the heart of quantum information theory.

2.2 Qubits
Similarly to classical information, quantum information is based on quantum bits, or "qubits". The
quantum properties of these entail a new mathematical framework, specific to quantum physics, and offer
new potential beyond what classical information theory allows.

A qubit is a two-levels system that may be represented by the set of two orthogonal quantum states
denoted by:

|0⟩ =

(
1

0

)
, |1⟩ =

(
0

1

)
. (2.1)

it is possible to describe these quantum states in a bidimensional Hilbert space.
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Figure 2.1: The Bloch sphere with X, Y and Z basis. Figure from Ref.[1].

The main difference between classical and quantum information is that a qubit can also be in a su-
perposition of the previous states (2.1), i.e.:

|ψ⟩ = α |0⟩+ β |1⟩ (2.2)

where α and β are complex numbers. This means that qubits are living in a continuum, α and β can
take an infinite number of values. Nevertheless, they are still two-levels systems because performing a
measurement on the state (2.2) will only give one of the two outcomes |0⟩ or |1⟩ with probabilities |α|2
and |β|2 respectively. Requiring |α|2 + |β|2 = 1 ensures that the probabilities sum to 1. This condition
also ensures that any state with the form of (2.2) is pure, i.e. its norm is equal to 1. With this condition,
the states can be rewritten as:

|ψ⟩ = α |0⟩+ β |1⟩ = eiγ
(
cos(θ/2) |0⟩+ eiϕsin(θ/2) |1⟩

)
(2.3)

with θ ∈ (0,π), γ, ϕ ∈ (0,2π) and i the imaginary unit. The first exponential has no observable effect and
can therefore be removed from the equation giving:

|ψ⟩ = cos(θ/2) |0⟩+ eiϕsin(θ/2) |1⟩ (2.4)

The above equation suggests a geometrical view: pure states are located on the unit three-dimensional
sphere. This sphere is represented in Figure 2.1 and is known as the "Bloch sphere". The cosine and sine
coefficients of (2.4) determine the position on the sphere, or said differently, the respective probabilities
of observing the system in the states |0⟩ or |1⟩. The exponential factor carries the information about the
phase.

A qubit may also be represented by a statistical combination of several pure states. Such a combination
is called a mixed state. To describe mixed states, it is convenient to use the density formalism by writing
a generic state as:

ρ =
∑
i

pi |ψi⟩ ⟨ψi| (2.5)

where ρ is a density matrix and pi are the probabilities associated to the states |ψi⟩. While pure states
are located on the surface of the Bloch sphere and have a unitary trace, i.e. Tr(ρ2) = 1, mixed states are
inside the Bloch sphere and have a trace inferior to 1.

As mentioned earlier, a qubit is represented by a quantum state in a bidimensional Hilbert space. A
convenient choice is to align the z axis with the two states outlined in Eq.(2.1). For this reason, the
|0⟩ and |1⟩ states are also denoted respectively by |+z⟩ and |−z⟩ and form the Z basis. This choice
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simplifies the calculations, which is why the Z basis is often referred to as the "computational basis".
The expression of the superposed state Eq.(2.2) in this basis is then simply denoted by:

|ψ⟩ =

(
α

β

)
. (2.6)

Other usual choices are to consider the X basis, also called the Hadamard basis, comprising the two
following states:

|+x⟩ =
1√
2

(
1

1

)
, |−x⟩ =

1√
2

(
1

−1

)
(2.7)

or the Y basis which is composed of the two states:

|+y⟩ =
1√
2

(
1

i

)
, |−y⟩ =

1√
2

(
1

−i

)
. (2.8)

The expressions of the X basis vectors in terms of the two states of the computational basis are:

|+x⟩ =
|0⟩+ |1⟩√

2
, |−x⟩ =

|0⟩ − |1⟩√
2

. (2.9)

Likewise, for the Y basis:

|+y⟩ =
|0⟩+ i |1⟩√

2
, |−y⟩ =

|0⟩ − i |1⟩√
2

. (2.10)

Note that the X, Y and Z form a set of mutually unbiased bases (MUBs). Two orthogonal ba-
sis {|ψi⟩ ,..., |ψd⟩} and {|ϕi⟩ ,..., |ϕd⟩} of a d-dimensional Hilbert space are said mutually unbiased if
| < ψi|ϕj > |2 = 1

d for any i, j. Measuring a state from one of these basis in another would pro-
duce either one of the eigenstates with equal probability. Therefore measuring a state from one basis in
another would not provide any information. This is a key feature exploited in cryptographic quantum
schemes. Note also that it has been shown in Ref.[28] that complete sets of MUBs exist for prime power
dimensions and that the maximum number of MUBs in a complete set for a space of dimension d is d+1.
Specifically, for qubits, which are 2-dimensional quantum systems, the set formed by the X, Y and Z
MUBs is complete. This is significant for QKD protocols since it poses the limit on the number of MUBs
that can be used for measurements.

So far we have considered the description of a single qubit. A system composed of two qubits may
be represented by the following state in the computational basis:

|ψ⟩ = α00 |00⟩+ α01 |01⟩+ α10 |10⟩+ α11 |11⟩ (2.11)

with the normalization condition on the coefficients:
∑
x∈{0,1}2 |αx|2 = 1.

Generalisation to n-qubits systems is possible by a similar superposition of computational basis states
having the form: |x1x2...xn⟩ with xi ∈ {0,1} for i = 1, ..., n.

2.2.1 Operations on qubits
As for classical information, the operations on qubits are represented by logical gates and quantum infor-
mation processing can be schematized by quantum circuits (for an example of such a quantum circuit, see
Figure 2.2). The mathematical framework defined by the description of qubits does not impose specific
constraints on the operations that can be performed. However, to ensure that the normalization condition
is always satisfied after the gate, the transformation must be unitary.

For single-qubit systems, the set of possible operations is represented by the set of 2x2 unitary ma-
trices U , i.e. matrices that fulfill U†U = I. Since the set is infinite, there exists an infinite number of
single qubit gates. In fact, it is possible to decompose any arbitrary single qubit gate into a sequence of
rotations and a global phase shift, which takes the form of a constant factor eiα. In addition, through
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Figure 2.2: Example of a quantum circuit implementing a Quantum Fourier Transform. The H gates are

Hadamard gates, and the R gates are single-qubit gates defined by Rk :=

(
1 0

0 e2πi/2
k

)
. The SWAP gate

reverses the sequence of qubits, mapping each basis vector |i1i2...in⟩ to |in...i2i1⟩. Figure from Ref.[2].

the use of the appropriate finite set of parameters for rotations and the phase shift, any single-qubit gate
can be approximated to an arbitrary degree of accuracy [1].
This is a crucial result for anyone developing a physical system for quantum information, as it means
only a finite set of gates needs to be implemented to perform any operation on single-qubit system.

A rotation of any angle φ around any axis n⃗ is represented by a unitary operator defined as follows:

Rn̂(φ) = e−iφn⃗.J⃗ (2.12)

= cos(
φ

2
)I − i(n⃗.σ⃗)sin(

φ

2
) (2.13)

with

σx =

(
0 1

1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0

0 −1

)
(2.14)

the Pauli matrices and Jk = 1
2σk.

The operation to perform to go from the Z to the X basis is a rotation of angle φ = π
2 around the

y axis, it is clear by looking at the Bloch sphere (Figure 2.1).

Rŷ(
π

2
) |+z⟩ =

1√
2
(I − iσy) |+z⟩ (2.15)

=
1√
2

(
1 −1

1 1

)
|+z⟩ (2.16)

= |+x⟩ . (2.17)

Similarly, switching from the X to the Y basis is achieved by a rotation of angle φ = π
2 around the z

axis.

As stated earlier, quantum gates are always unitary and thus invertible. Conversely, some classical gates
are not invertible and therefore have no quantum analogue. This is the case for the NAND (NOT-AND)
gate among others. In classical information, the NAND gate is universal, meaning any operation can
be achieved through a composition of NAND gates. Now the question is: is there a quantum universal
gate? The answer is yes; any operation on a multi-qubit system can be achieved through a composition
of cNOT (controlled-NOT) gates and single-qubit gates [29].

In a system of two qubits, the cNOT gate retains one qubit (called the "control qubit") on one branch
of the circuit and conducts binary addition between the two qubits on the second branch. The matrix
representation of the cNOT gate in the computational basis is determined by examining its action on
the basis vectors: |00⟩ and |01⟩ are sent over itself because the control qubit is |0⟩ while |10⟩ and |11⟩
are respectively sent towards |11⟩ and |10⟩ as the control qubit is now |1⟩. Therefore, the cNOT gate is
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represented by the following matrix in the computational basis:

UcNOT =


1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

 (2.18)

and the associated truth table outlined below.

Input Output
x y x x+y
|0⟩ |0⟩ |0⟩ |0⟩
|0⟩ |1⟩ |0⟩ |1⟩
|1⟩ |0⟩ |1⟩ |1⟩
|1⟩ |1⟩ |1⟩ |0⟩

Table 2.1: Truth table of the cNOT gate. Note that it has the same form as the truth table of the
classical XOR operation.

2.2.2 Physical realisation
In 2000, David DiVicenzo summarized the requirements that a physical system must meet in order to
enable quantum information processing [30]. These are the following:

1. The system must be scalable and made up of well characterized qubits.

2. The system must provide the ability to initialize the state of the qubits to a simple fiducial state,
such as |000...i⟩.

3. The system needs a universal set of efficiently controllable quantum gates.

4. Decoherence time should be long compared to the average operation time.

5. The state of the system must be measurable efficiently to read the qubits.

If the system satisfies the above requirements, quantum computation becomes feasible. The list can be
expanded by two additional requirements for enabling quantum communications:

6. The system must be able to interconvert stationary and flying qubits.

7. The system must be able to transmit flying qubits between specified locations.

The whole set of constraints on the system is now referred to as the DiVicenzo criteria and has established
a framework for the pursuit of hardware for quantum information. The principles of quantum computing
are posed using the most fundamental properties of quantum mechanics. Therefore, the implementation
of quantum information may be done in varied fields of physics that exhibits these properties. That is,
"stationary qubits", used for information storage and processing, can be realized notably in the fields of
atomic physics or condensed matter.

One of the earliest methods came from another branch of physics, one of the oldest areas in quan-
tum physics: liquid state nuclear magnetic resonance (NMR). The principle involves encoding each qubit
through the nuclear spins of a molecule. Qubit control is obtained by manipulating the nuclear spins
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with a controlled magnetic field, i.e. by applying radio-frequency pulses on the sample. The duration
of the magnetic field application allows for spin state manipulation, enabling to perform operations on a
qubit. The technique is detailed in [31] and more recently in [32], where some major experiments in the
field are provided. When encoding qubits via this method, two major difficulties arise. The first is the
initialization phase, which requires ultra-low temperatures; otherwise, the system’s energy exceeds typi-
cal spin flip energies, causing the spins to become randomly oriented and violating the second condition
of DiVicenzo’s criteria. The scalability of this method also poses a significant challenge [2]. Indeed, to
perform individual operations on each qubit in the system, one must select molecules whose nuclei have
varying properties, thereby rapidly constraining the system’s size. Other solutions exist, which might
better meet these expectations, notably ion traps [33, 34], quantum dots or superconducting qubits [35].

Building a system that allows for the control of numerous qubits is still very challenging today. The
development era of these systems was termed the "Noisy Intermediate-Scale Quantum (NISQ) era" by
Preskill in 2018 [36], marked by the limited size of quantum circuits that can be executed reliably. More
recently, in early 2024, two quantum processors, from Atom Computing’s [37] and IBM [38], have passed
the 1000 qubits mark. The first one is based on nuclear spin qubits realized on individually trapped neu-
tral atoms [39]. These atoms are arranged in an organized grid using optical tweezers and transformed
into qubits using laser pulses which adjust the nuclear spin of the atoms (see Figure 2.3). Even if today’s
qubit counts are theoretically sufficient to solve certain real-world problems, the error rates remain too
high for the results of any computation to be useful. A significant advancement for quantum computing
will be the advent of fault-tolerant quantum computing (FTQC). Achieving FTQC could require millions
of qubits, but efforts in quantum error correction codes could drastically lower this number [40].

Figure 2.3: Atomic array technology at the core of Atom Computing’s first generation platform, named
"Phoenix". Single-qubit and two-qubit gates can be implemented using laser pulses. Figure from Ref.[3].

For the "flying qubits", intended to be exchanged between two correspondents and thus enabling quantum
communications, the challenge is quite different. While stationary qubits require reliable computation,
flying qubits must be capable of reliable transmission over macroscopic distances. Since they meet dif-
ferent needs, it is likely that stationary and flying qubits will be based on different physical principle or
design.

Due to their ease of manipulation and transmission over long distances, photons are frequently used
to encode flying qubits. However, other methods exist, including the use of electrons [41]. The Hilbert
space for a single polarized photon is bidimensional and makes it particularly convenient for the qubits
encoding. A correspondence can be made between the Bloch formalism, utilized to describe qubits, and
the Poincaré formalism, used for describing the polarization state of a photon. Indeed, one can associate
the MUBs X, Y , and Z defined in Section 2.2 with the diagonal, circular, and rectilinear polarization
bases of the photon, respectively. In his seminal paper [27], Wiesner suggested using a sequence of pho-

9



2.2. QUBITS

tons randomly polarized in two complementary bases, the rectilinear and circular bases, to transmit a
sequence of bits. Each bit value, 0 or 1, matches a specific polarization direction in these bases. For
instance, 0 could be linked to vertical and right-hand circular polarization, while 1 could be linked to
horizontal and left-hand circular polarization (refer to Table 2.2 for clarity).

0 |↑⟩ or |⟳⟩
1 |→⟩ or |⟲⟩

Table 2.2: Correspondence between the values of the bits and the polarization states. The choice of the
used polarization basis is random.

The polarization bases used can be described by quantum states and are mutually unbiased bases, as
defined in Section 2.2. Therefore, according to the uncertainty principle, measuring a photon in the wrong
basis provides random results, making it impossible to retrieve information without the correct encoding
basis. This concept underpins the earliest quantum cryptography protocols, which will be discussed in
the following chapter. More complex encoding schemes exist, notably the time-bin encoding [7] or via
the orbital angular momentum [42] and will be discussed later in Chapter 4.
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Chapter 3

Working Principles of QKD

Section 1.1 of this work emphasized the failure of classical systems to achieve unconditional security.
The limitations of current encryption methods, reliant on algorithmic complexity, were underscored. In
Paragraph 2.2.2, we noted that while hardware advancements have yet to provide a quantum advantage,
progress is rapid. In reality, a secure communication system needs to be implemented before current
methods become obsolete, as classified data often requires long-term confidentiality. Even if a third party
cannot decrypt the data at the time of interception, they might store it until decryption technology
becomes available. If the required secrecy period for the data is longer than the time it takes for such
technology to be developed, then confidentiality cannot be assured during that period. This risk is known
as the "store now and decrypt later" threat.

Quantum key distribution is a technique that enables the remote transmission of a key with total security.
This security is guaranteed by the laws of physics, representing a significant paradigm shift from current
methods, which rely on computational complexity. Combined with the one-time pad, QKD achieves
unconditional security for telecommunications.

QKD protocols can be divided into two main categories: prepare-and-measure protocols and entanglement-
based protocols. Both types are introduced below, with the seminal protocol for each category detailed
to illustrate the concepts.

3.1 Prepare-and-measure protocols
Prepare-and-measure protocols benefit from the intrinsic randomness of quantum mechanics, articulated
through the uncertainty principle. This fundamentally implies that one cannot clone or measure an ar-
bitrary quantum state without modifying it [25].

In these protocols, the first step is to select a set of MUBs for qubit encoding. The subsequent physical
realization of qubits was discussed in the Section 2.2.2. Each qubit is randomly encoded in one of the
MUBs and then sent to the legitimate recipient via a quantum channel. The randomness of the MUBs
selection prevents any eavesdropper from intercepting the qubit without detection, as measuring in a
different basis results in a random outcome and wave function collapse, irreversibly altering the state.
Once the qubits reach the recipient, each state is randomly measured in one of the MUBs.

After this quantum transmission, a classical channel is used for the sifting procedure: the sender reveals
the basis choice for each qubit, enabling the recipient to determine if the measurement was performed
in the correct basis. When the sender’s and recipient’s basis choices align, the measured qubit must
match the sent qubit (assuming a perfect channel). To verify the security of the quantum channel, they
compare a subset of the qubits with matching bases. The detection of errors indicates the presence of an
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eavesdropper, prompting correspondents to abort the process.
If no errors are found, the channel was secure, and both participants share a symmetric key from the
untested qubits. This key can be used in the OTP scheme to securely communicate. The basic architec-
ture of prepare-and-measure protocols is shown in Figure 3.1.

Figure 3.1: Basic architecture of prepare-and-measure protocols. Alice (A) encodes the qubits and sends
them to Bob (B) through the quantum channel. Alice and Bob have also access to a classical channel.
Eve (E) is assumed to have total control over the quantum channel while she only has passive control
over the classical channel.

3.1.1 BB84
Inspired by the work of Wiesner [27], Charles Bennett and Henri Brassard designed the first quantum
communication protocol in 1984 [43]. This protocol paved the way for a series of protocols based on the
same method, known as prepare-and-measure protocols, whose general principle was explained earlier.
The various steps of this protocol are detailed below. In their paper, Bennett and Brassard propose that
the realization of the MUBs representing the qubits are two complementary polarization bases.

Qubits preparation:
Alice produces randomly two tuples of length 4n: a = (a1,a2,...,a4n) and b = (b1,b2,...,b4n) where each
elements of a and b can take on values of either 1 or 0. Each element of the first tuple determines
the basis that Alice will use to encode the corresponding qubit. To do so, she has to choose between
two MUBs. A common approach is to select the Hadamard (X, formed by the vectors |±x⟩) and the
computational basis (Z, formed by the vectors |±z⟩): 0 represents the Z basis and 1 represents the
X basis. The physical realization of these bases can be achieved by using complementary polarization
bases, for instance, matching the computational basis with the rectilinear polarization basis (formed by
the states |H⟩ and |V ⟩) and the Hadamard basis with the diagonal polarization basis (formed by the
states |D⟩ and |A⟩). The second tuple contains the bits forming the key to send, and the two possible
values, 0 and 1, can be associated with one of the vectors from either basis. For instance, the value 0 can
be assigned to the states |+x⟩ and |+z⟩, and the value 1 to the states |−x⟩ et |−z⟩.
Thanks to these two tuples and the correspondence between binary values and quantum states to be
transmitted, Alice knows which states to send to Bob, forming a block of 4n qubits :

|ψ⟩A =

4n⊗
i=1

|ψaibi⟩A (3.1)

where all the individual qubits are in one of the four states :

|ψ00⟩A = |+z⟩A (3.2)
|ψ01⟩A = |−z⟩A (3.3)
|ψ10⟩A = |+x⟩A (3.4)
|ψ11⟩A = |−x⟩A . (3.5)

These states are not all mutually orthogonal and so there is no measurement that allows to perfectly
distinguish between all of the states with certainty.
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Qubits transmission:
The transmission process can be influenced by the characteristics of the quantum channel, which can be
either optical fiber or free space. Additionally, there exists a risk of interference from a third party, whom
we will refer to as Eve, attempting to eavesdrop on the communication. As a result, Bob will receive a
state |ψ⟩B = E(|ψ⟩A) where E represents both the effect of the quantum channel and the eventual Eve’s
interaction with the state.

Qubits measurement:
Bob measures each qubit rather in the computational basis or in the Hadamard basis at random. As a
result, he now holds two strings of length 4n: a′ where his choice of basis is stored an b′ that represents
the decoded bit values.

Post-processing:
Now Alice and Bob have their own keys, respectively b and b′. The quantum communication is over.
The differences between these keys arise from imperfections in the channel and instruments, as well as
potential interaction by Eve. In order to share a symmetric key, it is necessary to make them identical.
To do so, they proceed first the so-called sifting process. It functions as follows: Alice announces a
through a classical public channel. All the pair of bits for which ai ̸= a

′

i are discarded, so in the ideal
case the remaining strings of Alice and Bob are the same, i.e. bi = b

′

i, consituting the so-called sifted key.
The length of these string must be about 2n since the probability that Bob chose the same basis for the
measurement is 1

2 .

In reality, the sifted keys still contain differences due to the presence of noise or eavesdropping in the
channel, resulting in a certain error rate, commonly referred to as the Quantum Bit Error Rate (QBER).
To determine if the QBER is abnormally high, the quantum channel needs to be characterized. This can
be achieved through parameter estimation, typically using half of the string. Consequently, Alice and Bob
are left with a string of length n. After characterizing the quantum channel, Alice and Bob can continue
the process as long as the number of errors among the remaining n bits is below a threshold value. They
can then move on to the rest of the post-processing procedure to extract a secret key from the remaining
data. The post-processing involves privacy amplification and error correction, transforming the partially
secret key into a secure key of length m < n.

3.1.2 Discussion
Although theoretically unconditionally secure, as shown by Preskill and Shor in Ref.[44], the practical
implementation of the BB84 protocol often deviates from the theoretical framework. This can make it
vulnerable to side-channel attacks. One way to protect against these attacks is to require device inde-
pendence [45]. In practice, this is too constraining, resulting in extremely low key rates [46] and a more
pragmatic approach is to resort to measurement device independence [47]. These security aspects will be
developed in Section 3.3.

The intensive study of QKD has led to numerous variations that address practical imperfections causing
security issues or that improve performance. Nevertheless, almost all implementations are subject to
problems related to imperfections in the channel and the single-photon source. Proposed solutions to
these challenges are outlined below.

• Practical imperfections:

Imperfect channel:
In practice, perfect channels do not exist, and there will be noise even if the channel used by Alice and
Bob is not being eavesdropped. It has been explained that Eve’s presence would add additional noise to
the channel. However, assuming Eve has active control over the channel, she could replace the imperfect
channel with a better one. In this way, she could then extract information without Alice and Bob noticing
an increase in the QBER. One way to defend against such attacks is to assume that all noise is caused by
Eve. The question then becomes not whether the line is being eavesdropped, but whether it is still possible
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to transmit information securely. In other words, given the observed QBER on the channel, is it possible
to perform privacy amplification and transmit a private key? The amount of privacy amplification needed,
and thus the answer to this question, naturally depends on the observed QBER. Shor and Preskill have
shown [44] that this is indeed possible as long as the QBER is below approximately 11% (in the most
general case of a coherent attack,detailed in Paragraph 3.3.3). This establishes an acceptable security
threshold for the amount of QBER that a channel can support within the framework of the BB84 protocol.

Imperfect source:
BB84 relies on the ability to send single photons. However, current single-photon sources are imperfect.
Indeed, the sources often used for implementing BB84 are weak coherent lasers. There is a non-zero
probability that such a source emits multiple photons with identical encodings during a given execution
of the QKD protocol. Considering a source of intensity µ, the probability for a pulse to contain a number
n of photons is given by [6]:

Pn =
µn

n!
e−µ. (3.6)

The raw detection rate is defined as the probability that Bob detects a photon per pulse sent by Alice. In
absence of Eve and for an imperfect setup where the source has intensity µ, the channel has attenuation
ηδ, and the detector has a quantum efficiency ηδ, it is given by:

Rraw(δ) =
∑
n≥1

Pn[1− (1− ηdetηδ)
n] ≃ ηdetηδµ. (3.7)

This equation is valid for ηdetηδPnn << 1 which is always true for weak pulses.

For an imperfect photon source, Gottesman, Lo, Lutkenhaus, and Preskill (GLLP) in Ref. [48] de-
rived an expression for the secure key generation rate, defined as the ratio of the secure key length to the
total number of signals sent by Alice:

K ≥ Qµ {−H2(Eµ) +Q1[1−H2(e1)]} (3.8)

where Qµ is the gain of the signal state, which is the number of Bob’s detection events when his choice of
basis is the same as Alice, Eµ is the QBER of the signal state, Q1 is the gain of single photon pulses, e1
is the QBER of detection events by Bob that have originated from single-photon signal emitted by Alice
and finally H2 is the binary Shannon entropy defined by H2(x) = −x log2x− (1− x)log2(1− x).

Qµ and Eµ can be measured directly from experiments but obtaining a reliable lower bound on Q1

and an accurate upper bound on e1 is very challenging. The first method to tackle this issue involved
assuming that all multi-photon signals sent by Alice are received by Bob. This assumption is not realistic
and cannot be met by practical setups. For this reason, the unconditional security of a practical imple-
mentation using weak coherent pulses of the BB84 protocol cannot be assured if no measures are taken.

Indeed, this discrepancy between theoretical and experimental frameworks can be exploited as a se-
curity breach by Eve through the so-called "photon number splitting attack" (PNS) [49]. Lets assume
that she has access to unlimited technology, being solely restricted by the laws of physics. The idea is
that she can perform a non-destructive measurement to count the number of photons in a pulse emitted
by the source. If the pulse contain a unique photon, she would just block it. If more than one photon
are emitted, Eve could theoretically store one of them and send the others to Bob, through a perfect
channel. She would then wait for Alice to announce her choice of bases to measure the stored qubit in
the appropriate basis, without any risk of detection. In this way, Eve can have perfect knowledge of the
multi-photon qubits without being detected.

In order to remain undetected, Eve must ensure that the raw detection rate Eq.(3.7) of Bob is not
modified. Therefore, she may perform PNS attacks on all multi-photons pulses only if the expected losses
in the channel due to its attenuation are equal to those introduced by her attack. This is the case if the
attenuation in the channel is larger than a critical value δBB84

c defined by:

Rraw(δ
BB84
c ) =

∑
n≥2

Pn[1− (1− ηdet)
n−1] ≃ ηdetP2. (3.9)
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For a typical intensity µ = 0.1, δBB84
c = 13 dB, meaning that for attenuation larger than 13 dB, the

weak-pulse implementation of BB84 becomes insecure, even for a null QBER [50].

One way to foil the PNS threat is provided by the so-called "decoy-sates" strategy introduced in 2005
by Hwang [51]. The idea is that in addition to the signal state with an average photon number µ, Alice
randomly blends some decoy states with other average photon numbers µ′. After Bob’s reception of the
signals, Alice announces which pulses are signals and which are decoy states. Alice and Bob are then
able to compare detection rates between low-intensity and high-intensity states, thereby revealing any
attempt by Eve to exploit multi-photon states.

The implementation of decoy-state technique is typically achieved using sources that produce phase-
randomized weak coherent state pulses (WCPs). The coherent states from a laser, which are written
as:

|µ⟩ = e−
|µ|2
2

∞∑
n=0

µn√
n!

|n⟩ (3.10)

are subjected to variable optical attenuators, which adjust the amplitude µ to µ′ such that |µ′| << |µ|,
ensuring the average photon number is low (typically around 0.1). These variable attenuators enable
different µ values for each individual state.

Phase randomization involves adding a random phase to each coherent pulse. It can be accomplished by
placing an electro-optic phase modulator (PM) in the laser’s optical path. This device modulates the
phase of the light passing through it according to an applied electrical signal. This signal can be con-
trolled by a random number generator (RNG) to generate a random phase. After phase randomization,
the state becomes

∣∣µeiθ〉, where θ is a random phase uniformly distributed over [0,2π]. Therefore, phase
randomization converts a coherent state into a statistical mixture of coherent states with various phases.
The probability distribution for the number of photons in the signal state follows a Poisson distribution,
i.e., the probability of obtaining n photons is given by P (n) = µne−µ

n! .

By following this process, Alice can generate any Poissonian mixture of photon number states and can
vary the parameter µ for each individual signal. This allows the implementation of the decoy states
technique [52], the concept of which is described above.

Another strategy to be robust against PNS attacks was proposed by Scarani et al. in Ref.[50]. The
quantum aspect of the exchange is not altered: Alice randomly selects between the X and Y bases for
qubit encoding, and Bob performs the measurement randomly in one of these two bases. Only the classi-
cal sifting procedure needs to be adjusted: instead of revealing the basis, Alice announces publicly one of
the four pairs of nonorthogonal states Aω,ω′ = {|ωx⟩ , |ω′z⟩} with ω,ω′ ∈ {+,−}. To obtain a conclusive
result that allows him to unambiguously determine which state Alice sent among the two announced,
Bob must have chosen the wrong basis and obtained the wrong result, which happens with a probability
of 1/4. In this case, he can add the appropriate bit to his key.

To clarify the ideas, consider the case when Alice has sent |+x⟩ and announced the set A++. The
only scenario that allows Bob to unambiguously know the state sent by Alice is if he measured in the Z
basis and obtained the result 1 (corresponding to the state |−z⟩). In this case, he is certain that Alice
sent the state |+x⟩ and can add a 0 to his key. If, instead, Bob had obtained the result 0 (corresponding
to the state |+z⟩) after his measurement, he would not have been able to conclude the state sent by
Alice, as this result corresponds to both |+x⟩ and |+z⟩, the two states announced by Alice. If Bob had
measured in the X basis, he would had obtained 0 with certainty and would have to reject the qubit.

This variant of BB84 is called the SARG04 protocol, named after its authors. Compared to BB84,
it permits a higher attenuation threshold for security against PNS attacks but comes at the cost of a
greater reduction in the size of the raw key during the sifting procedure; only a quarter of the bits can
be retained compared to half in the original BB84 protocol. More precisely, the critical attenuation
with this approach is determined by P3 instead of P2 in Eq.(3.9), leading to a increased tolerance of
δSARG04
c − δBB84

c ≃ 10 dB for typical values. Security aspects for different QBERs are discussed in the

15



3.2. ENTANGLEMENT BASED PROTOCOLS

original paper [50].

• Performance:

More states:
Theoretically, it is possible to enhance the key generation rate and noise tolerance of the BB84 protocol
by using six states in three MUBs [53]. In this scenario, Alice randomly selects between three pairs of
MUBs. Typically, the eigenstates of the Y measurement operator are used in addition to the two bases
typically employed in the BB84 protocol. These eigenstates are:

|+y⟩ =
1√
2

(
1

i

)
, |−y⟩ =

1√
2

(
1

−i

)
.

The physical realization of these states can be performed using the circular polarization base.
For a given QBER, the key rates achieved by the six-states protocol are higher than those of the BB84
protocol. This is due to the fact that despite the number of discarded bits during the sifting process is
higher, i.e. approximately 2n

3 in place of n
2 , the eavesdropper also has to choose between three different

basis and this relaxes the constraints for the privacy amplification process [54].

Care must be taken with the following point: while the six-state protocol theoretically achieves higher
key rates, adding bases necessitates additional lossy optical components for its physical implementation.
This increase in equipment, apart from complicating the setup, inevitably adds noise. Hence, choosing a
protocol should go beyond theoretical aspects and also consider its physical implementation to optimize
parameters.

Higher dimension:
The BB84 protocol can be generalized to higher-dimensional quantum systems, transitioning from two-
level quantum states to N -level quantum systems, known as qudits or quN its [55]. One advantage of
using a larger alphabet is the potential for increased noise tolerance [56], surpassing the 11% limit of
the original two-level protocol. Implementing such protocols with higher-dimensional quantum systems
is complex, leading to the emergence of a dedicated subfield in QKD, known as High Dimensional (HD)
QKD, discussed in Section 4.4.

3.2 Entanglement based protocols
One of the major differences between classical and quantum bits is that these can be in a superposed
state like (2.2). Another property specific to quantum systems is the entanglement between particles.
Entanglement is a fundamental property of quantum systems wherein the quantum states of multiple
particles become intertwined in such a way that the individual states can no longer be described in-
dependently. Mathematically, this is expressed as follows: an entangled state |ψ⟩ ∈ Hk in a Hilbert
space of dimension k cannot be factorized, i.e., there are no |ψi⟩ ∈ Hmi such as |ψ⟩ =

⊗n
i=1 |ψi⟩ with

k =
∑n
i=1mi. As a consequence, the measurement of one of the particles instantly affects the overall

state of the system, so the other entangled particles. Moreover, measurement of physical properties per-
formed on entangled particles can be correlated, regardless of the spatial distance between those particles.

Bell states are maximally entangled states that are notable for their relative ease of implementation
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(see Section 5.1) and their simple representation (in the computational basis):

|ψ⟩+AB =
|0⟩A |0⟩B + |1⟩A |1⟩B√

2
(3.11)

|ψ⟩−AB =
|0⟩A |0⟩B − |1⟩A |1⟩B√

2
(3.12)

|ϕ⟩+AB =
|0⟩A |1⟩B + |1⟩A |0⟩B√

2
(3.13)

|ϕ⟩−AB =
|0⟩A |1⟩B − |1⟩A |0⟩B√

2
(3.14)

If the system is described by one of the |ψ⟩ states, and if a measurement is performed on qubit A, then a
measurement of qubit B would give the identical result with certainty. In other words, by performing a
measurement on one qubit of the entangled pair, the state of the second qubit is instantaneously modified.
For the |ψ⟩ states, the results of the measurements would give perfectly anti-correlated results.

An essential point to highlight is that it is possible to determine the degree of entanglement between
particles by evaluating the correlations between measurements of physical quantities using the CHSH
inequality. This inequality was formulated in 1969 by John Clauser, Michael Horne, Abner Shimony, and
Richard Holt [57]. The inequality is derived by considering four random variables A1, A2, B1 and B2

allowed to take only -1 or +1 as value. Then, taking the expectation value over N assignments gives:

| ⟨(A1(B3 +B2) +A2(B3 −B2)⟩ | ≤ 2. (3.15)

Using the fact that taking the expectation value of a random variable is a linear operation, rewriting of
equation (3.15) allows to obtain the CHSH inequality :

S := | ⟨A1B3⟩+ ⟨A1B2⟩+ ⟨A2B3⟩ − ⟨A2B2⟩ | ≤ 2 (3.16)

where ⟨AiBj⟩ =
∑
AνiB

ν
j with Aνi and Bνj the assigned values ν to the random variables Ai and Bj . The

parameter S, known as the Bell factor, satisfies S ≤ 2 for all local realistic models. However, entangled
quantum systems can violate the CHSH inequality, demonstrating values of S greater than 2. The max-
imal value for this violation is Sq = 2

√
2.

A source of entangled photons can be utilized to transmit a secret key between two correspondents.
This concept is central to entanglement-based protocols, which were first introduced by Ekert in 1991
with the E91 protocol [58]. This protocol is detailed below. The idea involves using a source of entan-
gled qubits, which are transmitted to the correspondents via a quantum channel. Entanglement ensures
that the measurement results of the correspondents are correlated, allowing them to share a secret key.
The confidentiality is derived from the monogamy of entanglement [59], ensuring no other quantum sys-
tem can be entangled with maximally entangled states without reducing their entanglement degree. An
eavesdropper would decrease the degree of entanglement, leading to reduced correlation between the
measurements of the correspondents. To ensure the channel’s security, the correspondents communicate
(via a classical channel) part of their measurements to verify their correlation degree by verifying the
violation of the CHSH inequality. It is not necessary for the source to be a trusted device as the quantum
correlations between the two photons measured by the communication partners cannot be emulated or
faked by a malicious adversary.

The basic architecture of such protocols is shown in Figure 3.2.

3.2.1 E91
In the E91 protocol introduced by Artur Ekert in 1991 [58], the physical realization of the qubits can
be achieved by using polarized light, similar to the BB84 protocol. As usual, the X (Hadamard) and
Z (computational) basis are represented by the diagonal and rectilinear polarization basis, respectively.
The different steps of the protocol are detailed below.
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Figure 3.2: Basic architecture of entanglement based protocols. A source (S) delivers entangled qubits
to Alice (A) and Bob (B) via quantum channels. Additionally, Alice and Bob have a classical channel at
their disposal. Eve (E) is assumed to have full control over the quantum channels and the source but is
limited to passive control over the classical channel.

Qubit preparation:
A source generates maximally entangled pairs of qubits among them, for instance the Bell state |ϕ⟩−AB of
Eq.(3.14).

Qubit transmission:
Each pair of entangled photons is distributed such that one photon goes to Alice and the other to Bob.
The effect of a non-ideal channel is to replace the initial entangled state |ψ⟩ with an isotropic mixed state
with probability p. This effect can be modeled as follows:

ρψ = p |ψ⟩ ⟨ψ|+ (1− p)I/4. (3.17)

Here, ρ represents the resultant state of the system after considering the impact of the non-ideal channel,
|ψ⟩ ⟨ψ| is the pure entangled state, and I is the identity matrix in the four-dimensional space, signifying
a completely mixed state.
The specific instance of an ideal channel corresponds to the choice p = 1.

Qubit measurement:
To measure the entanglement degree of their qubits according to the experiment described in [57], Alice
and Bob are required to use specific polarization bases for their measurements. There are optimal basis
choices that maximize the violation of the CHSH inequality. For example, for the bipartite states |ψ⟩−AB ,
Alice and Bob can randomly select a measurement basis Ai and Bi with i = 1,2,3 from the following set:

A1 = Z, B1 = Z, (3.18)

A2 = X, B2 =
1√
2
(Z −X), (3.19)

A3 =
1√
2
(Z +X), B3 =

1√
2
(Z +X). (3.20)

The angles of the polarization analyser used for the measurement in these basis are respectively a1 = 0,
a2 = π/2, and a3 = π/4 for Alice and b1 = 0, b2 = 3π/4, and b3 = π/4 for Bob. The meaning of the
equalities A1 = B1 and A3 = B3 is that it corresponds to situations where the measurement directions
chosen by Alice and Bob are the same. The table below outlines the possible scenarios:

CHSH game:
Alice and Bob publicly (via the classical channel) announce the directions they chose for each measure-
ment. For those pairs where the directions match, i.e. the pairs (A1,B1) or (A3,B3) they get completely
anti-correlated results. Thus they can get the sifted key by one party inverting all its bits. For the other
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B1 B2 B3

A1 k c c
A2 c c c
A3 c c k

Table 3.1: In the E91 protocol, 2
9 of the transmitted qubits are used to generate key bits (the entries

of the table containing a k), while the remaining qubits are utilized to verify the violation of the CHSH
inequality (the entries of the table containing a c).

pairs, measurements are used to estimate how much information an eavesdropper has about the key. This
is done by checking the CHSH inequality. Consider A1, A2, B1 and B2 of the (3.16) to be the quantum
observables as defined in the protocol. It is possible to evaluate their expectation values with respect to
the state ρ = |ψ−⟩ ⟨ψ−| using that their products is then given by ⟨AiBj⟩ = Tr(Ai⊗Bjρ). For instance,
if we consider the measurement directions A1 and B3, their expected value is then given by

⟨A1B3⟩ =
〈
ψ−∣∣ (Z ⊗ 1√

2
(Z +X)

) ∣∣ψ−〉 = − 1√
2
. (3.21)

Using this it is possible to compute all the terms of (3.16) with the polarization directions as defined in
the protocol. If Alice and Bob are sharing a maximally entangled state, this would give the following
value for the Bell factor:

Sq = 2
√
2 (3.22)

which is a maximal violation of (3.16). It means that a third party cannot get any information since a
maximally entangled bipartite state cannot be entangled with a third party.

Post-processing:
The CHSH inequality violation factor can be defined as the ratio of its quantum value to its classical
value:

v =
Sq
S

(3.23)

where S = 2 is the maximal value for the Bell factor under local realistic assumptions.

If v > 1, then Alice and Bob can obtain the final secret key by applying error correction and pri-
vacy amplification on the sifted key. If v ≤ 1 then the sifted key may be compromised, and the protocol
must be restarted. With the optimal choice of measurement bases proposed in the protocol, the maximal
value for the violation factor is v =

√
2 ≃ 1.414 > 1.

3.2.2 Discussion
• Practical implementation:

Practical implementations of the E91 protocol will be discussed later in Chapter 6. However, it is already
worth noting that the protocol does not specify the location of the source. It might be more convenient
for the source to be with one of the parties, allowing one photon of the pair to be measured locally while
the other is sent to the other party. Nevertheless, to cover greater distances, the source can be placed
between the two parties, so that each channel has a shorter distance than the separation between the
parties (for example, see the experiments conducted by Peng et al. discussed later in Paragraph 6.2.1).

• Practical imperfection:

Imperfect channel:
The effect of a non-ideal channel is modeled by Eq.(3.17). This modeling allows to establish a threshold
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marking the limit on the acceptable amount of noise in the channel. Indeed, the presence of noise decreases
the violation factor down to (1− p)v; values of p greater than:

pmax = 1− 1

v
(3.24)

imply v ≤ 1 and it becomes impossible for the CHSH inequality to be violated. The maximum QBER
that allows the protocol to remain unconditionally secure is approximately 14.64% [60]. It can already
be stated that this result is superior to that of the original BB84 protocol.

Imperfect source:
It is possible for a source of entangled photons to generate multiple pairs of entangled photons in one
single pulse. From these pairs, a maximally entangled three-qubit state can be observed. Such a state is
known as a Greenberger-Horne-Zeilinger (GHZ) state and is represented as

|GHZ⟩ = 1√
2
(|000⟩+ |111⟩). (3.25)

Observation of GHZ states is outlined in Ref.[61]. Consequently, the protocol is susceptible to PNS
attacks similarly to the BB84 protocol. Nonetheless, the decoy-state method can be employed in practical
implementation as an efficient countermeasure.

• Performance:

It has been demonstrated that the violation of local realism is more pronounced in entangled quantum
systems with quN its [62]. To achieve this, the CHSH inequality for qubits must be generalized to N
dimensions, referred to as the commonly CGLMP inequality [63]. In particular, the generalization of the
E91 protocol to "qutrits," which are three-level quantum systems, has been proven to be more robust
and safer compared to its two-dimensional version [64, 65]. In Ref.[60], the E91 protocol was generalized
to N -level quantum systems, resulting in the N -dimensional Entanglement Based (N -DEB) protocol. In
their paper [60], Durt et al. showed that the security of the protocol is higher for higher dimensional
systems. A more general discussion on the security of QKD will be provided in Section 3.3.

• Alternative for the verification entanglement’s degree:

Alternative basis choice:
Another optimal choice for verifying the CHSH inequality involves selecting polarizer angles at ϕA = 0°,
ϕ′A = 45° for Alice and ϕB = 22.5°, ϕ′B = 67.5° for Bob. The polarization coefficient is then define as:

E(ϕA,ϕB) =
N++ +N−− −N+− −N−+

N++ +N−− +N+− +N−+
(3.26)

where Nij(ϕA,ϕB) are the coincidences i channel of the polarizer of Alice set at angle ϕA and the j
channel of the polarizer of Bob set at angle ϕB . These angles provide a maximal theoretical violation of
the CHSH inequality for entangled states, as they allow for the highest possible correlation differences
between the measurement outcomes, which cannot be explained by local realism. Quantum mechanics
predicts a sinusoidal dependence for Nij ∝ sin2(ϕA − ϕB).

The CHSH inequality Eq.(3.16) can be written as:

S = |E(ϕA,ϕB)− E(ϕA,ϕ
′
B) + E(ϕ′A,ϕB) + E(ϕ′A,ϕ

′
B)|. (3.27)

Visibility of an entangled pair:
For polarization-entangled photons, they are measured by independently adjustable polarization analyz-
ers. Strong correlation, or anti-correlation depending on the prepared quantum state, is observed when
the analyzers are aligned. By adjusting the analyzer angles, a sinusoidal variation in joint detection prob-
ability, known as interference fringes, emerges. These fringes, which directly result from the quantum
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states superposition, demonstrate maxima when states are perfectly aligned and minima when opposed.
These fringes reveal the correlation between the polarization states of the photons, thereby serving as a
means to quantify the degree of entanglement. In practice, the visibility V of an entangled photon pair
can be used as an indicator of the degree of entanglement. It is defined by the contrast in the interference
fringes observed when measuring the correlations between the two photons:

V =
Cmax − Cmin
Cmax + Cmin

(3.28)

where Cmax and Cmin represent the maximum and minimum coincidence rates observed during the mea-
surement of correlations between the two photons, respectively. A visibility of 100% indicates perfect
entanglement, with no decoherence or noise, while a visibility of 0% indicates the absence of entangle-
ment. The assessment fort

The Bell parameter Sq is proportional to V according to the relation 2
√
2V . To observe a violation

of the CHSH inequality, the visibility must therefore exceed 1√
2
, which corresponds to 70.7%.

• Link between Prepare-and-measure and Entanglement based protocols:

There exists an entanglement-based version of the BB84 protocol, known as BBM92, described by Ben-
nett et al. in Ref.[66]. Similar to E91, a Bell state |ψ⟩+ = 1√

2
(|01⟩ + |10⟩) is prepared by a source,

and one qubit of this pair is transmitted to Alice and Bob. For each qubit they receive, Alice and Bob
perform measurements randomly in one of the same MUBs as in the BB84 protocol, i.e., the X and Z
bases, represented by diagonal and rectilinear polarization bases, respectively. They then proceed to the
sifting procedure, publicly announcing their basis choices. When their basis choices match, Alice and Bob
are expected to have correlated results, with discrepancies indicating the presence of an eavesdropper.
Therefore, they discard a portion of their bits to compare them and ensure that there is no eavesdropper
on the channel. Here, there is no need to perform a Bell inequality test.

In fact, any prepare-and-measure protocol can be directly converted into an entanglement-based scheme
[5]. Indeed, first Alice can prepare the entangled state

|ψ⟩AB =
1√
dn

∑
Sn

|Sn⟩A ⊗ |ψ(Sn)⟩B (3.29)

where dn represents the number of possible Sn sequences and the |Sn⟩A constitute an orthogonal ba-
sis. Then, Alice measures it in this orthogonal basis. In doing so, she identifies one Sn and prepares
the corresponding |ψ(Sn)⟩ on the subsystem sent to Bob. From Bob’s point of view, this procedure
is indistinguishable from a prepare-and-measure protocol. This implies that the security proofs for the
prepare-and-measure protocol translates immediately to the corresponding entangled protocol and vice
versa (more about security proofs in the next Section). Caution is advised; even though the theoreti-
cal security proofs may be equivalent, the experimental verification of channel security differs between
prepare-and-measure protocols and the ones based on entanglement-based. In the former, one checks the
QBER using samples from the sifted key, whereas for entanglement-based schemes the parties assess the
degree of correlation using a part of the raw key through the CHSH inequality.

• Benefits of Entanglement based protocols:

One notable benefit of entangled versions of the protocols is that the source does not need to be situated
at Alice’s location; instead, it can be placed between the communicating parties, thus shortening the
distance that needs to be covered on a single channel. Moreover, a trusted source is not required since
the quantum correlations between the two photons, recorded by the communication partners, are immune
to imitation or falsification by any malicious entity.

Another advantage of entanglement-based protocols is that they do not require a random number gen-
erator at the source, unlike prepare-and-measure protocols where Alice randomly selects between MUBs
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for encoding her qubit. Consequently, no information about the individual photon states exists prior to
measurement.

Finally, it has been emphasized [67] that entanglement-based QKD systems can tolerate higher chan-
nel losses than systems based on weak coherent laser pulses (WCP), in particular, when the source is
located symmetrically between the two communicating parties, Alice and Bob.

3.3 Security of QKD
The claim of QKD is to achieve unconditional security for telecommunications. This section aims to
provide tools for understanding how to evaluate the security level of a protocol and the related issues.

3.3.1 Notions of security
In this paragraph, the security of QKD protocols will be discussed. To do so, it is important to bring
a quantifiable aspect to the notions of security. Therefore, the initial step is to rigorously define these
concepts.

• Security:

Following Scarani et al. [5], the ϵ-security of a key can be defined by its deviation ϵ from a perfect key,
which is a list of perfectly correlated symbols shared exclusively between the legitimate correspondents.
This deviation is measured using the trace distance D [1]: if σISASBE

and σRSASBE
are respectively the

outputs of the ideal and of the real protocol, then it is ϵ-secure if

D(σISASBE , σ
R
SASBE) ≤ ϵ. (3.30)

• Composability:

The concept of composability enables the quantification of the security level when combining several
cryptographic tasks. When an ϵ-secure key is used in an ϵ′-secure task, composability guarantees that
the overall process is at least (ϵ+ ϵ′)-secure.

These notions form the foundation for deriving security proofs of different quantum cryptography proto-
cols.

3.3.2 Tradeoffs
The security of a protocol is directly linked to the achievable key rates; the more bits from the raw key
used during post-processing, the fewer errors are present in the final key and the more secure it is. Indeed,
there are two tradeoffs during post-processing.

First, verifying successful error correction involves Alice and Bob using hash functions f with two prop-
erties: 1) it is impossible to infer x from the output f(x); 2) if the outputs are equal, f(x) = f(y), there
is a high probability p that the inputs are equal, x = y. Decreasing p requires more raw key bits, reducing
the final key size. Hence, there is a tradeoff between the key amount and error probability.

Second, during privacy amplification, compressing error-corrected bit strings reduce Eve’s information.
More compression means less information for Eve, resulting in a tradeoff between key length and secrecy.

On the other hand, increasing the security of a QKD protocol, i.e., reducing ϵQKD, decreases the risk
of a security breach. In Ref.[4], this is described in terms of the cost for insurance that would cover the
damage caused by a security breach. Reasoning in these terms, the situation can be illustrated as shown
in Figure 3.3.
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Figure 3.3: Schematic depiction of the tradeoff betwen security and insurance cost. Increasing the security
level, i.e. lowering ϵQKD, requires higher implementation costs. On the other hand, the insurance cost
are lower when the level of security is higher. Figure from Ref.[4].

3.3.3 Different attack strategies
By classifying different attack strategies, it becomes easier to identify which protocols are robust against
particular types of attacks. This paragraph will therefore be dedicated to such a classification.

• Theoretical framework:

A preliminary assessment of protocol robustness can be made without considering its physical implemen-
tation—or, put another way, assuming a perfect experimental setup. Security is then assessed in terms
of the resources available to Eve. In addition to the basic Intercept-Resend strategy, three scenarios can
be considered.

Intercept-Resend strategy:
In Intercept-Resend attacks, Eve intercepts each qubit intended for Bob and measures it in a random
basis. When her basis matches Alice’s choice, she can obtain all the information and transmit the qubit
to Bob without him detecting any disturbance. When Alice’s and Eve’s bases do not match, Eve gets no
information, and the qubit she sends to Bob is inevitably disturbed.

Individual attacks:
In the scenario of individual attacks, it is assumed that Eve can only target each qubit separately,
applying the same attack strategy uniformly across all qubits. This implies that Eve will use a fresh
ancilla to interact with each qubit and then measure each resulting ancillary system individually. Eve
might however have access to a quantum memory, enabling her to store the intercepted states and delay
her measurement until after the basis revelation phase, allowing her to optimize her measurement choices.

Collective attacks:
In collective attacks Eve uses again a fresh ancilla for each signal but each output is then stored in a
quantum memory, allowing her to perform a collective measure at the end of the protocol on all the
stored qubits in her quantum memory.

Coherent attacks:
Coherent attacks represent the most general form of attack, limited only by the laws of physics. In these
scenarios, Eve can exploit the entire quantum state, potentially gaining more information by analyzing
the correlations between different qubits. In particular, Eve’s ancilla and the signals may be subjected
to a joint unitary interaction, and the outputs are stored in a quantum memory for measurement after
the classical communication between the parties [6].
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• Practical considerations:

The physical implementation of a protocol rarely aligns exactly with its theoretical framework, which as-
sumes perfect devices for the source, classical and quantum channels, as well as detectors. Imperfections
in the setup can be exploited as security loopholes by malicious third parties. Such attacks that exploit
features not modeled in the security proof are known as side-channel attacks. A particularly significant
example is the PNS attack mentioned in Section 3.1.2.

Upon discovery, side-channel attacks can be addressed with countermeasures like the decoy-state pro-
tocol, specifically designed to combat PNS attacks. However, the reliability of mitigating such attacks
hinges on their discovery. Certification of components via Device-Independence (DI) [45] is an approach
that enhances trust in QKD systems. DI protocols are not susceptible to side-channel attacks because
they make no assumptions about how devices are utilized. Therefore, there is no need for a mathematical
model to characterize the behavior of a device; these devices are treated as black boxes that receive
inputs and produce outputs. Security is ensured by testing these inputs/outputs using CHSH inequality
tests, which verify the presence of quantum correlations and confirm device behavior aligns with expected
models.

Implementing DI-QKD protocols is significantly more challenging than deploying ordinary QKD. The
main difference lies in the fact that in a device-dependent protocol, failed detection events merely slow
down key generation. In contrast, these events completely hinder the successful execution of a device-
independent protocol because they prevent the CHSH inequality test. Therefore, DI-QKD requires de-
tectors to operate with near-unity efficiency; otherwise, these protocols cannot be realized. This makes
DI-QKD protocols very difficult to implement in practice and the achieved key rates are extremely low,
of the order of 10−10 bits per pulse [46].

MDI-QKD [47] offers a particularly promising alternative by utilizing untrusted measurement devices.
This method eliminates all detector side channels, the most critical part of the implementation, transfer-
ring these vulnerabilities to the source instead. Alice and Bob have better control over their sources, with
the signals being attenuated laser pulses that can be prepared and potentially verified by themselves. Re-
moving the constraints on detectors allows for the use of superconducting nanowire single-photon detector
(SNSPDs), which exhibit remarkable efficiencies, achieving key rates comparable to those of decoy-state
protocols.

Another difference between the theoretical framework and the physical implementation that can im-
pact the security proof of a protocol is the common assumption that the parties exchange a number
n → ∞. In reality, this number is finite, and finite-size effects can become significant, necessitating
consideration in the establishment of the security proof. Quantitative considerations about such effects
are available in Ref.[6].

3.3.4 Security proofs
In the previous paragraphs, the main aspects to consider in order to establish the security proof of a pro-
tocol have been mentioned. The role of a security proof, beyond providing a quantitative estimation of
the security of a protocol, is to offer an explicit expression for the achievable secret key rates. Practically,
this involves linking the ϵ-security criterion (3.30) to the length l of the secret key that can be extracted
from a given amount of sent signals.

The first strategy to establish such a connection was based on the principle of uncertainty [68]. An-
other effective approach for establishing the unconditional security of a QKD protocol is to reduce it
to an entanglement distillation protocol (EDP). Such a protocol enhances the degree of entanglement
of a set of non-maximally entangled pairs at the cost of reducing the number of entangled pairs. Such
an "entanglement-purification" can be achieved using only local operations and classical communication
through quantum error correction codes, specifically the Calderbank-Shor-Steane (CSS) code [1]. This
approach was used by Shor and Preskill [44] to establish the security proof of BB84 (in the ideal case
of a noiseless channel). The techniques developped by Shor and Preskill to remove the use of quantum

24



3.3. SECURITY OF QKD

computation using CSS codes have been generalized to apply in the case of imperfect devices [48, 69].
In particular, in Ref. [48], the authors considered the security loopholes that emerge from imperfect
implementations and establish the upper bound for the fraction of tagged bits (raw bits generated by
multi-photon pulses) below which it is still possible to transmit a secure final key, giving rise to an ex-
pression for the secure key generation rate Eq.(3.8).

For entanglement-based protocols, the lower bound required for the key generation rate was established
in Ref.[67] by applying Koashi and Preskill’s security proof for entanglement-based protocol [70]. It is
given by:

K ≥ q {Q [1− f(E)H2(E)−H2(E)]} (3.31)

where q is the basis reconciliation factor, Q is the gain factor, E is the QBER, f(x) is the error correction
efficiency and H2(x) is the binary entropy function.
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Chapter 4

Alternative coding schemes

In the last four decades, QKD has undergone intensive research, resulting in many approaches designed
to address particular requirements and adapt to technological progress, giving rise to multiple QKD
subfields.

4.1 Continuous variable QKD
It is possible to encode information using continuous variables (CV) rather than discrete variables (DV).
The quantum systems of interest for representing these variables are then described in an infinite-
dimensional Hilbert space [71]. Essentially, there are four types of CV QKD, based on the signal states
(squeezed or coherent) and the detection method (homodyne or heterodyne).

The physical observables used to realize such variables can be the quadratures q̂ and p̂ of the electromag-
netic field. For each bosonic mode k = 1,...,n, the quadratures q̂k and p̂k are defined. The quantization of
the electromagnetic field implies that quadrature components cannot be measured simultaneously with
infinite precision, as their fluctuations adhere to the Heisenberg inequality [72]. For a specific mode,
several classes of quantum states can be considered, notably coherent and squeezed states, which are
important for QKD. Coherent states have minimal, symmetrically distributed vacuum noise in the two
quadratures. Squeezed states exhibit reduced noise in one quadrature and increased noise in the other [6].

CV QKD enables homodyne detection, unlike DV QKD which requires single-photon detection. Ho-
modyne detection involves coupling the optical signal with the beam from a local oscillator (LO) of the
same frequency. The LO acts as a phase reference, allowing the selection of which field quadrature to
measure. The beams are superimposed at a balanced beam splitter and the intensity of the resulting
beam is measured by two proportional detectors. Depending on the phase difference between the signal
and the LO, the difference in photocurrents produced in the detectors will be proportional to one of the
two field quadratures, enabling its measurement.

As the homodyne detection discriminates between field quadratures, information can be transmitted
using a single-mode beam that is randomly squeezed in one of the quadrature directions [73]. Hetero-
dyne detection allows to simultaneously measure both quadratures by splitting the incoming signal and
performing two homodyne measurements with LO phases differing by π/2 [74].

The security of CV QKD relies on the properties of the quadrature measurements and the impossibility
of simultaneously measuring q̂ and p̂ with infinite precision due to Heisenberg’s uncertainty principle.
The security proofs of CV QKD protocols demonstrate that any attempt by an eavesdropper to gain in-
formation about the key will introduce detectable noise or disturbances in the quadrature measurements
[75, 76]. The practical security of CV-QKD involves handling the finite number of data points collected
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Figure 4.1: Schematic view of the two DPR protocols. DPS (on top) is based on phase modulation
(PM). Measuring the phase differential requires between two subsequent pulses requires to make them
interact necessitating a device such as an unbalanced MZI, which introduces an optical path difference
between the two pulses. COW (on bottom) relies on intensity modulation (IM), using temporal differences
between pulse detections to establish the secret key. A single detector (DB) suffices ideally. In practice,
the measurement of the phase differences between successive pulses support channel estimation and PNS
attack detection. This measurement is achievable through an unbalanced MZI with outputs read by two
detectors (DM1 and DM2). Figure from Ref.[5].

during experimental implementation, finite-size effects must therefore be taken into account [77].

4.2 Distributed-phase-reference QKD
Distributed-phase-reference (DPR) protocols are characterized by encoding information through the phase
or intensity differences between subsequent pulses rather than in each pulse separately. Protocols that use
phase modulation are called differential phase shift protocols, while those that use intensity modulation
are known as coherent-one-way protocols [5].

While DPR QKD protocols are relatively easy to implement, their security proofs are challenging to
establish. The complexity stems from extracting the secret key from the relative phases of adjacent
pulses, with all pulses being interconnected, thus necessitating the consideration of an extensive Hilbert
space. Current security proofs assume ideal conditions for Bob’s measurement unit [78]. The two proto-
cols are illustrated by Figure 4.1.

4.2.1 Differential Phase Shift
The concept behind Differential Phase Shift (DPS) QKD involves encoding information through the
phase difference between successive signals. The main advantage of this technique is its relative ease
of implementation: a coherent laser is attenuated, and the phase differential can be introduced by an
electro-optic modulator controlled by a random number generator (RNG) placed in the optical path of the
beam. The decoy-states strategy is not required as the PNS attacks are no longer zero-error attacks for
DPS, enabling higher key rates [79]. Alice therefore send a sequence of coherent states of same intensity:

|ψ(Sn)⟩ = ...
∣∣∣eiϕk−1

√
µ
〉 ∣∣∣eiϕk

√
µ
〉 ∣∣∣eiϕk+1

√
µ
〉

(4.1)

with each phase set at ϕ = 0 or ϕ = π. The bits are encoded in the phase difference of subsequent pulses:
bk = 0 if eiϕk = eiϕk+1 and bk = 1 otherwise. At the receiver, an unbalanced Mach-Zehnder interferometer
(MZI) combined with two detectors allows the determination of the phase difference between successive
pulses.
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4.2.2 Coherent-One-Way
For Coherent-One-Way (COW) protocols, the bits are coded using sequences of empty and non-empty
pulse:

|0⟩k = |√µ⟩2k−1 |0⟩2k , |1⟩k = |0⟩2k−1 |
√
µ⟩2k (4.2)

Channel estimation can be achieved by measuring the phase difference between two specifically generated
coherent states, called decoy-states. To perform this phase measurement it is necessary to make interact
the two coherent states using, for example, an unbalanced (MZI). This also allows for the detection of
PNS attacks [6], hence the term "decoy states" for this sequence of coherent states.

The main advantage of this method is that, apart from measurements made on the decoy states, it
is sufficient to measure the arrival times of the pulses to distinguish the two states and derive the secret
key.

4.3 MDI QKD
As explained in section 3.3.3, MDI QKD is a method that requires no assumptions about how mea-
surements are performed; only the inputs and outputs matter. This means that the measurements can
be monitored or even controlled by Eve, and yet, Alice and Bob will still be able to exchange a secret
key. The principle of MDI QKD is based on the distribution and measurement of a maximally entangled
photon pair. Its security is based on the time-reversed version of entanglement-based QKD protocols.
An example of its operation is described in [80]: Alice and Bob randomly and independently prepare
single photons in one of the four BB84 qubit states, i.e., |±z⟩ or |±x⟩. These qubits are then sent to the
measurement unit, assumed to be under Eve’s control. Eve performs a Bell state measurement (BSM)
[81], projecting the joint state of the photons onto the 4-dimensional Hilbert space spanned by the four
Bell states:

|ψ⟩± =
1√
2
(|0⟩A |0⟩B ± |1⟩A |1⟩B) (4.3)

|ϕ⟩± =
1√
2
(|0⟩A |1⟩B ± |1⟩A |0⟩B). (4.4)

Eve announces the instances where the measurement resulted in a projection onto |ϕ⟩−. For these
instances, Alice and Bob publicly announce the bases in which they prepared their photons. They then
keep only the instances where they chose the same basis. In these cases, the state |ϕ⟩− could only have
been obtained with different basis states. Thus, Alice and Bob end up with perfectly anti-correlated keys
(in the ideal case), and one party only needs to flip all its bits. They can then disclose a sample of the
keys to evaluate the error rate, which is used to bound the information Eve might have acquired during
photon transmission. Finally, they perform error correction and privacy amplification.

4.4 High dimensional QKD
High-dimensional (HD) QKD leverages the capability to transmit more than one bit per signal by utiliz-
ing quantum systems with N dimensions. These are known as qudits or quN its and allow to transmit
log2N bits of information per photon but the information density per mode is decreased as log2N

N [6].

When transmitting a given amount of information, HD QKD requires fewer photons compared to basic
QKD. This is especially useful when Alice’s emission rate is lower than Bob’s detection rate or in the
reverse situation. Typically, Alice uses an attenuated laser source, making the emission rate non-critical.
Bob, however, reaches saturation when his detection rate, limited by the dead time of his detectors, is
below the incoming signal flux, corresponding to Regime I in Figure 4.2. In this case, HD QKD is ad-
vantageous as it allows sending fewer photons, just below Bob’s detection threshold, while still conveying
the same amount of information [6].

Another advantage of HD QKD is that it exploits the increased robustness to noise with higher di-
mensions N of qudits [56], making it a viable alternative in noisy environments.
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However, HD QKD has its drawbacks. It can be more complex to implement, particularly since de-
tection methods require a number of single-photon detectors (SPDs) that scale with the dimensionality
N , quickly making practical deployment infeasible. Furthermore, adding devices such as SPDs not only
complicates the experimental setup but also introduces additional noise into the protocol. This results
in a situation where a method theoretically more tolerant to noise is only implementable at higher noise
levels. Some solutions have been proposed to address this issue [82], but no security proofs have been
provided. Additionally, since HD QKD relies on single-photon transmission, decoy state techniques are
necessary to counter PNS attacks.

A physical observable investigated for implementing HD QKD is the orbital angular momentum (OAM)
of photons [83]. The computational basis eigenvectors are realized by single-photon quantum states cor-
responding to elementary excitations of Laguerre-Gauss modes (LGl) carrying an OAM value of lℏ. This
enables the realization of quN its of dimension N ≥ 2. For instance, in the case of N = 3, the states of
the computational base are realized by the LGl modes of a photon with OAM values l = −1, 0, 1:|−1⟩ :=

1

0

0

 , |0⟩ :=

0

1

0

 , |1⟩ :=

0

0

1


 . (4.5)

The matrix representations of the three remaining MUBs expressed in the computational basis are:

1√
3

1 1 1

1 ω ω2

1 ω2 ω

 ,
1√
3

1 1 ω

1 ω 1

ω 1 1

 ,
1√
3

 1 1 ω2

1 ω2 1

ω2 1 1

 (4.6)

where each column represents the vectors of the corresponding MUB and ω represents a primitive third
root of unity, i.e. ω = e2πi/3 satisfying ω3 = 1.

A generic prepare-and-measure OAM protocol consists of Alice preparing her quN its randomly in one of
the (N + 1) MUBs and Bob measuring the incoming signals randomly in the same set of MUBs. The
subsequent post-processing is similar to BB84, comprising the steps of sifting, parameter estimation, error
correction, and finally privacy amplification.

Other encoding modes are possible for HD QKD, such as time-bin coding (see next Paragraph).

4.5 Time-bin coding
The principle of time-bin QKD is to encode information in the temporal position of photons. In the
first proposal [7], it was suggested to use two time intervals. The state |0⟩ of the computational basis
corresponds to a photon arriving in the first time interval, denoted as |short⟩, and the state |1⟩ corresponds
to a photon arriving in the second time interval, denoted as |long⟩. The general expression of a qubit is
thus a superposition similar to Eq.(2.2):

|ψ⟩ = α |short⟩+ β |long⟩ . (4.7)

For a two-qubit system, the four Bell states are written as:

|ψ⟩± =
1√
2
(|short⟩A |short⟩B ± |long⟩A |long⟩B) (4.8)

|ϕ⟩± =
1√
2
(|short⟩A |long⟩B ± |long⟩A |short⟩B). (4.9)

The physical realization of the superposed state (2.2) can be achieved using a simple setup like the one
illustrated in Figure 4.3: A single photon pulse is sent through an unbalanced MZI, resulting in the two
well separated pulses |short⟩ and |long⟩ (the arm length difference of the MZI needs to be long in regard
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Figure 4.2: The typical secret key rate versus distance for a generic DV QKD protocol using currently
achievable device parameters (1 GHz clock rate, 93% detector efficiency, 1000 cps dark count rate, 100
ns detector dead time). Figure from Ref.[6].

to the pulse duration). An optical switch is then used to recombine the pulses without losses (this can
be replaced by a passive 50-50 PBS at the cost of 50% losses).

The same device can be used for measurement in a reverse configuration: the switch is synchronized
so that when |short⟩ and |long⟩ enter the device, |short⟩ takes the long path through the MZI while
|long⟩ takes the short path. At the output of the interferometer, both pulses interfere either construc-
tively or destructively depending on the phase shift.

The Bell states of Eq.(4.9) can be obtained through spontaneous parametric downconversion (SPDC). A
pump laser creates the superposed state of the form of Eq.(4.7) (as detailed earlier) and passes it through
a nonlinear crystal. The downconversion process in the crystal transforms this state into:

|ψ⟩+ = α |short⟩ |short⟩+ β |long⟩ |long⟩ . (4.10)

The SPDC process is explained in more details in Paragraph 5.1.2.

Compared to other encoding methods, the main advantage of the time-bin scheme is that the entan-
gled state is not influenced by the inevitable polarization fluctuations and depolarization in optical fibers.

It is possible to generalize time-bin encoding to HD QKD by using more than two time intervals, provided
that the pulse duration remains much shorter than the bins.
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Figure 4.3: Set up to produce (left to right configuration) or analyze (right to left configuration) time-bins
qubit. The coupling ratio η of the coupler and the phase φ of the phase shifter are tunable to produce
any superposition of the basis states |short⟩ and |long⟩. The optical switch allows to couple or separate
the basic states |short⟩ and |long⟩ without losses. Figure from Ref.[7].
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Chapter 5

Characterization of the various
components of a QKD link

This section will focus on characterizing the various components of the transmission chain, including the
source, the detection system, and the quantum channel necessary for implementing a quantum commu-
nication link.

5.1 Sources
Prepare-and-measure protocols are typically implemented using phase-randomized weak coherent state
(WCP) pulses. On the other hand, the most advanced technique for the generation of entangled photons
is to use the spontaneous parametric downconversion (SPDC) process (different designs of entangled
photon sources are outlined in Ref.[84]).

5.1.1 Weak coherent pulses
The coherent pulses of a laser are attenuated by filters to reach low photons numbers per pulse, typi-
cally on the order of 0.1. Phase randomization involves adding a random phase to each coherent pulse,
creating a statistical mixture of Fock states (states with a variable photon number) following a Poisson
distribution, allowing the use of decoy states, a crucial countermeasure against PNS attacks.

Early implementations of the BB84 scheme used active polarization control, which limited the key
generation rate. One way to overcome this is by using four laser diodes in a single transmitter, each
corresponding to a unique polarization. However, this method is not ideal due to spectral differences
providing a potential side-channel for eavesdroppers. A better approach is coupling a single laser diode
to four waveguides, each rotating polarization by a fixed amount. The waveguides are then recombined
to result in a single-mode output with four possible polarization states. This is possible within a compact
design suitable for both ground and satellite transmitters [14].

5.1.2 Spontaneous parametric downconversion
SPDC is a nonlinear process in which a photon, called the pump photon, is used to generate two other
photons, called signal and idler photons. It was first proposed as a direct source of polarization-entangled
photon pairs in Ref.[8]. This process, described in details in Ref.[85], is governed by energy conservation,
i.e. ωp = ωV + ωH and by phase matching condition: k⃗p ≃ k⃗V + k⃗H . This latter condition expresses the
fact that the pump beam must stay in phase with the signal and idler beams in order for the signal power
to constructively interfere throughout the crystal. In particular, type II SPDC refers to the specific case
where two photons are generated with orthogonal polarizations and in symmetrical directions relative to
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the incident pump beam. Therefore, the entangled photon pairs are emitted in distinct directions and
can be isolated using spatial filters. More precisely, the two down-converted photons are emitted into
two cones. For a specific angle θp between the crystal optic axis and the pump photon, the configuration
is referred to as collinear: the two cones are tangent to one another, with their intersection aligning with
the pump beam direction. If the angle θp decreases, the two cones become disjoint. Conversely, if θp
increases, the two cones converge, intersecting along two distinct directions (see Figure 5.1). Along these
directions, the light can be described by the entangled state:

|ψ⟩ = 1√
2

(
|H⟩1 |V ⟩2 + eiα |V ⟩1 |H⟩2

)
(5.1)

Figure 5.1: (a) The ordinary SPDC cone corresponds to the direction along which vertically polarized
photons are emitted, while the extraordinary one corresponds to horizontally polarized photons. At their
intersections, the light is described by Eq.(5.1), corresponding to entangled states. (b) A photograph of
the down-conversion photons, through an interference filter at 702 nm (5 nm FWHM). The infrared film
was located 11 cm from the crystal, with no imaging lens (Photograph by M. Reck). Figure from Ref.[8].

The birefringent nature of down-conversion crystals causes photons with different polarization to travel
with different velocities inside the crystal and propagate along different directions. This results in a
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walk-off which is maximal for pairs created near the entrance face. For a crystal of length L, it is given
by: δT = L( 1

vV
− 1

vH
) with vV and vH the velocities of the vertically and horizontally polarized photons,

respectively. This walk-off is responsible for the relative phase α of Eq.(5.1). It can be fine-tuned, for
example by using an extra birefringent phase shifter, enabling any value to be assigned to it, especially 0
or π. On the other hand, implementing a half-wave plate in one path can convert horizontal polarization
to vertical and vice versa. The combined effect of these two techniques enables the easy generation of
any of the four Bell states:

|ψ⟩± =
1√
2
(|H⟩1 |H⟩2 ± |V ⟩1 |V ⟩2) (5.2)

|ϕ⟩± =
1√
2
(|H⟩1 |V ⟩2 ± |V ⟩2 |H⟩2) (5.3)

Two types of crystals commonly used as SPDC sources are periodically-poled potassium titanyl phos-
phate (PPKTP) and single-domain crystals like beta barium borate (BBO). PPKTP offers higher χ(2)

non-linearity, while BBO is more temperature-tolerant. Larger apertures are possible for single-domain
crystals, making optical alignment easier, whereas periodically poled materials are limited to apertures
of 2 mm or less due to the challenge of maintaining regular poling across the crystal [14].

Pulsed lasers are commonly used to pump crystals, as they have been well-modeled since 2007 in Ref.[67].
However, a recent model of entanglement-based QKD using continuous-wave (CW) pump lasers has
been introduced by Ref.[86]. CW pumping offers several benefits over pulsed-pumping. First, the down-
converted photons have a narrower spectrum, thus lessening chromatic dispersion which occurs in optical
fibers. Second, pulsed laser setups require precise synchronization between the sender and receiver to
correctly identify and match corresponding photon pairs. Any time discrepancy could lead to errors
or data loss. On the other hand, when using CW lasers, the photons are emitted continuously rather
than in distinct pulses. A delay histogram records the time differences between detection events, allow-
ing to identify correlated photon pairs even without exact timing alignment. The histogram helps in
determining the coincidence window within which the photons were detected, thereby establishing the
temporal correlation necessary for secure key generation. By relying on delay histograms, CW-pumped
QKD systems can simplify their design by not requiring extremely precise timing mechanisms, as the
temporal correlations can still be accurately assessed and utilized for secure communication. Finally, us-
ing CW pumping allows for the avoidance of high-intensity pulses, which can potentially damage optical
components.

5.2 Detectors
Putting DV QKD into practice requires single photons detectors after the optical processing of the sig-
nals. Achieving high key rates requires minimizing dead times, a crucial factor for low-distance links.
The efficiency of the detectors sets also a limit on the achievable performance. For long distance trans-
missions, low dark count rates are necessary. Another factor to consider is detection jitter, which refers
to the variance introduced by the detector in measuring the arrival time of a photon. Jitter becomes
particularly problematic for high key rates [87] and it should be small, to ensure good timing resolution.
There are basically two technology of detectors suitable for QKD applications: avalanche photodiodes
single photon detectors (APSPDs) and superconducting nanowire single photon detectors (SNSPDs).

CV QKD is a more flexible approach regarding detection, allowing for both homodyne and heterodyne
detection. This flexibility enables the use of technologies similar to existing fiber optical technology.

5.2.1 APSPD
In an APSPD, the incoming photon is absorbed through in the depletion region (a region where mobile
charge carriers, free electrons and holes, are depleted) of a semi-conductor material. A strong electric
field is applied across the depletion region. This field accelerates the generated electron and hole, causing
them to gain enough kinetic energy. As the accelerated carriers move through the depletion region they
create additional electron-hole pairs through impact ionization. This process of impact ionization and
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subsequent generation of more carriers leads to an avalanche effect, amplifying the initial signal.

On one hand, the high dark count rates (typically 100 cps) of APSPD limit the maximal distance for
the communication. Indeed, When the detection rate approaches the dark count rate, discrimination
between signal and noise becomes impossible, effectively halting communication. On the other hand,
their relatively large dead times (10-100 ns) at telecom wavelengths [88] pose a limit on the achievable
key rates. Their quantum efficiencies are typically around 50%. Their key benefit lies in their operation
capability at near-ambient temperatures (220-250K).

5.2.2 SNSPD
Superconducting Nanowire Single-Photon Detectors (SNSPDs) are composed of nanowires arranged in
a meander structure on a chip. An incident photon breaks a Cooper pair in the nanowire, reducing
the superconducting critical current below the bias current, resulting in a measurable voltage pulse (see
Figure 5.2).

Figure 5.2: Illustrative representation of the detection mechanism in SNSPD. (i) The superconducting
nanowire is maintened well below the critical temperature, leading to a bias current I just below the
critical current IC (at which the superconductivity property is lost). (ii) The absorption of a photon
creates a small resistive hotspot. (iii) The flow of supercurrent is deviated by the resistive hotspot. The
current density arround the hotspot increases, exceeding the superconducting critical current density. (iv)
This results in a resistive barrier across the width of the nanowire. (v) Growth of the resistive barrier along
the axis of the nanowire due to Joule heating until the current flow is blocked. (vi) The bias current
is shunted by the external circuit, allowing the resistive region to subside and the nanowire becomes
superconducting again. The bias current is then reset to the original value, restoring the situation (i)
and a new event can be detected. Figure adapted from Ref.[9].

SNSPDs offer significantly better performance compared to APSPDs. Their dark count rates can be
as low as 0.02 cps, they have low jitter (around <26 ps), and their quantum efficiency can reach up to
98% [89]. The drawback of SNSPDs is that they require extremely low operating temperatures, typically
around 0.8K [6].

5.2.3 Homodyne detection
The principle of homodyne detection was discussed in Paragraph 4.1. The intensities are measured by
Positive Intrinsic Negative (PIN) diodes [90] which provide high detection efficiency (typically 80%) and
relatively low noise. Therefore homodyne detection could in principle operate at GHz repetition rates.
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5.3 Quantum channel
The optical links that connect the correspondents of a quantum communication consist of optical fiber
or free space. Both of these mediums are characterized by a non-unity transmittivity η, restricting the
maximal distance for point-to-point link QKD, that only quantum repeaters [91] can surpass. The secret-
key capacity of a lossy channel, defined as the maximal achievable rate by any optical implementation of
QKD, was determmined in Ref.[92] and is given by:

K = −log2(1− η). (5.4)

At long distance, η ≃ 0 and the optimal rate-loss scaling is given by K ≃ 1.44η. This fundamental limit
is known as the PLOB bound, named after the authors of Ref.[92].

For current optical fiber, with typical attenuation around 0.18 dB/km [93], practical key rates are achiev-
able only for distances under 100 km [14]. Similarly, free-space links on ground are limited by atmospheric
attenuation and turbulence, as well as by Earth’s curvature.

Quantum repeaters

As previously mentioned, the secret key capacities for a pure-loss point-to-point link are constrained by
the PLOB bound Eq.(5.4). However, the distance between two end users can be increased by employing
quantum repeaters, which act as middle nodes between Alice and Bob, effectively dividing the original
quantum channel into sub-channels [6]. The achievable secret key capacities for chains of repeaters have
been determined in Ref.[94]. For a chain of repeaters connected by pure loss channels with transmissivities
{ηi}, the bound is given by [6]:

Kloss = −log2(1−min {ηi}) (5.5)

which is completely determined by the minimum transmissivity in the chain. A particularly interesting
scenario involves an optical fiber with transmissivity η splitted into N + 1 segments by inserting N
equidistant quantum repeaters. Each part has then a transmissivity η1/(N+1) and the secret key capacity
of the channel is given by [6]:

Kloss(η,N) = −log2(1− η1/(N+1)) (5.6)

Unlike classical repeaters, which can simply amplify and resend signals, quantum repeaters need to pre-
serve the delicate quantum states of the information they handle.

One approach to deploying quantum repeaters involves using them as intermediary nodes for entan-
glement distribution. One approach to deploying quantum repeaters involves using them as intermediary
nodes for entanglement distribution. For instance, when distributing entangled photon pairs to Alice (A)
and Bob (B), repeaters M and N are employed to generate entangled pairs over shorter segments: A-M,
M-N and N-B. Once the entangled pairs are established between neighboring nodes, the repeaters per-
form a process called entanglement swapping. This involves a Bell-state measurement at the intermediate
nodes which, when combined with classical communication of the measurement results, effectively entan-
gles the end nodes directly, even though they never interacted directly. The critical aspect of quantum
repeaters is the use of quantum memory, which temporarily stores the quantum state of photons or qubits.

Another approach is to utilize quantum error correction techniques to mitigate losses and operational
errors. This concept is akin to data communication networks, where redundancy is added to messages
to correct errors introduced by the channel. Implementing this method would necessitate the use of
advanced quantum computing modules [6].

Both methods require advanced hardware that is not yet available, making the near-term implemen-
tation of quantum repeaters unlikely.

5.3.1 Optical fiber
Optical fiber is a relatively stable medium compared to free space, but it requires installation between
each communication node and subsequent maintenance.Light propagation along the z-axis within the
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fiber is determined by the refractive index profile n(x,y) across the cross-section of the fibers. Under the
usual slowly varying envelope approximation, this propagation is governed by an equation identical to
the Schrodinger equation, with V (x,y) = −n(x,y). A positive bump in the refractive index corresponds
to a potential well. The region of the well is called the fiber core. When this core is large compared
to the considered wavelength, multiple bound modes can exist, leading to the presence of numerous
guided modes within the fiber. These are referred to as multimode fibers. In multimode fibers, mode
coupling occurs easily, causing the qubit to behave as if it were in a nonisolated environment, rendering
these fibers unsuitable for quantum channels. On the other hand, when the core is small, with a diame-
ter comparable to a few wavelengths, it supports only a single spatial mode, forming single-mode fibers
that are optimal for transmitting single quanta and thus well-suited for quantum telecommunications [95].

The losses arise from imperfect fiber structure and phenomena such as Rayleigh scattering and ab-
sorption. If the core-cladding interface is not smooth or the fiber contains impurities, light will scatter,
causing losses. These losses are material-dependent and vary with wavelength. In particular, Rayleigh
scattering is inversely proportional to the fourth power of the wavelength, and is therefore significantly
reduced at long wavelengths. Additional losses come from imperfect connections between fiber segments,
microbending, compression, and stretching of the fiber [96].

In addition to the losses affecting the maximum communication distance, the effects of decoherence
should be carefully studied. Two primary effects need to be considered.

Firstly, chromatic dispersion, which arises because different wavelengths travel at different velocities,
results in an incoherent temporal spread of light pulses. This can become problematic when subsequent
pulses begin to overlap. Therefore, this issue particularly concerns time-bin encodings, which may use
narrower time windows. However, chromatic dispersion is a fixed quantity for a given fiber, and solutions
exist, such as dispersion compensation or spectral filtering [97].

Secondly, polarization mode dispersion (PMD) which is a birefringent effect that creates fast and slow
polarization modes orthogonal to each other, causing any pulse to split into two components. This results
in pulse depolarization. Birefringence can vary over time due to environmental factors, meaning it cannot
be compensated for statically. PMD induces decoherence in polarization coding and can be problematic
for implementations requiring polarization control. The severity of these effects depends on the specific
fibers and sources employed [50].

In order to avoid additional losses, it is necessary to ensure an effective coupling between the fiber and
the other components of the system, whether during emission or detection. The fiber’s acceptance cone,
characterized by its half-angle θmax (see Figure 5.3), plays a crucial role. This angle is directly related to
the fiber’s numerical aperture, NA = n sin θmax, where n is the refractive index of the medium the light
passes through before entering the fiber. The numerical aperture depends on the refractive indices of the
core and cladding: NA =

√
n2core − n2cladding. Incident beams within the acceptance cone undergo total

internal reflection, minimizing refraction losses. The numerical aperture of the fiber similarly defines the
exit cone, thereby affecting both the input and output couplings of the fiber. For QKD applications, the
numerical aperture of fibers typically ranges from 0.05 to 0.40 [10].

5.3.2 Free space
Decoherence effects due to traversing the atmosphere are negligible [98, 99]. The main issues of free space
links stem from losses, which are generally divided into geometric and atmospheric categories.

Atmospheric losses arise from scattering and scintillation, and they vary significantly with changing
weather conditions. Scattering effects can be summarized in terms of atmospheric transmittance as a
function of wavelength. Within the 700-10,000 nm wavelength range, there are several atmospheric trans-
mission windows, such as 780-850 nm and 1520-1600 nm, which support wavelenghts of commercial laser
diodes and which have attenuation α < 0.1 dB/km in clear weather (see Figure 5.4) [50]. Scintillation is
due to atmospheric turbulence and adaptive optics may be used to reduce the losses.
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Figure 5.3: Total internal reflection regime for an incident light beam inside the acceptance cone of the
fiber, defined by its half-angle θmax. This regime is reached for incident angle satisfying θ ≤ θmax. Figure
adapted from Ref.[10].

Figure 5.4: Atmospheric transmittance versus wavelength (left). Atmospheric transmittance versus Angle
from the horizon (right). Coloured lines represent wavelengths of commercially available laser systems.
Figure from Ref.[11]. The authors modeled the atmospheric transmittance of a rural sea-level location
with a visibility of 5 km using MODTRAN 5.

Geometric losses are due to the diffraction of the beam, making its transverse area quadratically increase
with distance. This directly reduces the amount of information per unit area, as the same number of
photons is spread over a larger surface. If, upon arrival, the beam is wider than the aperture of the
receiving telescope, a portion of the information is irretrievably lost.

The broadening of a Gaussian beam is characterized by the Rayleigh length, defined from the minimal
waist as the distance after which the beam radius has increased by a factor of

√
2, effectively doubling

its area (see Figure 5.5).

The focusing limit of a light beam is determined by the diffraction limit:

sin(θ) = 1.22
λ

D
(5.7)

where θ represents the divergence angle resulting from diffraction, D denotes the diameter of the telescope,
and λ is the wavelength.

5.3.3 Noise
In classical telecommunications, the quality of a signal is measured by the signal-to-noise ratio. It is
possible to improve signal quality by increasing its power or reducing noise. However, in quantum com-
munications, where single photons are used to transmit a qubit, the signal quality cannot be enhanced
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Figure 5.5: The geometry of a gaussian beam is determined by the beam waist w0, the Rayleigh length
ZR and the total diffraction angle Θ. Figure from Ref.[12].

by increasing power. Instead, the quality is expressed using the Quantum Bit Error Rate (QBER), which
corresponds to the error rate in the sifted key. This QBER can originate from two different sources:
technical QBER, which refers to errors due to imperfections in the devices used, particularly the dark
count of detectors, and noise from stray light, consisting of background photon detections.

To minimize background noise as much as possible, filtering is performed at three levels: spatial, spectral,
and temporal.

Temporal filtering involves limiting detection windows to specific time intervals when a useful signal
is expected. The single-photon detector remains off except during these narrow windows when the arrival
of a signal photon is probable. This approach requires precise knowledge of the signal’s arrival time,
necessitating accurate synchronization between the transmitter and receiver.

To achieve this, it is possible to use a software-controlled phase-locked loop driven by the incoming
photons, allowing synchronization with subnanosecond precision [100]. An alternative approach is to use
a bright pulse of a different wavelength to lock the timing, which involves matching the repetition rates
of both the bright and dim pulses. This method requires addressing wavelength-dependent factors such
as the Doppler effect, which can gradually shift the repetition frequency and thus must be monitored and
corrected.

Spatial filtering techniques involve selecting only the optical path used by the useful signals. This is
achieved through the use of baffling and optical blacking, as well as by focusing the incident beam
through a pinhole (see Figure 5.6).

Figure 5.6: Schematic view of the components used for spatial filtering. Figure from Ref.[13].

Finally, spectral filters are used to transmit only the narrow bandwidth corresponding to the source’s
emission frequency. There are three types of filters: interference, birefringence, and atomic filters. The
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latter are the most effective, with a bandwidth of 0.01 nm and a transmittance above 90%. However,
spectral filtering must account for the Doppler effect caused by the relative motion between the source
and the receiver [15].

5.4 Satellite QKD
The different losses associated with the free-space channel were discussed earlier. In addition to addressing
these, several additional challenges arise when considering satellite QKD, part of them were discussed in
[101]. Prepare-&-measure and entanglement-based protocols for satellite QKD are illustrated in Figure
5.7.

Figure 5.7: Left: The Prepare-and-Measure protocol is conducted using a satellite as intermediate trusted
node in a downlink configuration. (a) When the satellite comes into view of ground station (GS) A (Alice),
quantum states generated and encoded to form a string of qubits onboard the satellite are transmitted
to the GS through the quantum channel. After post-processing, including sifting, error correction, and
privacy amplification, both the satellite and Alice share the secure key KA. For a Low Earth Orbit
(LEO), the transmission typically lasts a few minutes. (b) When the satellite passes over the second
ground station, GS B (Bob), the same process is repeated to share a key KB with this station. (c)
Prior to exiting GS B’s line of sight, the satellite will transmit the parity KA ⊕ KB over a classical
channel. Using this information, Bob can recover the key KA through straightforward binary addition
KA = KB⊕(KA⊕KB). Alice and Bob are now sharing a secure key via the satellite, without any specific
constraints regarding the distance between GS A and B. Right: Satellite entanglement distribution. (d)
The onboard entangled photon source directly distributes the entangled photons to the two ground
stations. Subsequent post-processing is conducted over a classical channel between the ground stations.
The quantum transmission remains feasible as long as both GS are within the satellite’s line of sight.
Figure adpated from Ref.[14].

5.4.1 Configuration
Atmospheric turbulence, particularly prevalent in the first 20 kilometers [102], causes fluctuations in
atmospheric properties such as temperature and composition. This leads to variations in the refractive
index, which exacerbate the angular spread of a beam traversing the atmosphere. The passage through
the atmosphere is particularly detrimental in an uplink configuration. Here, the beam traverses the at-
mosphere at the start of its transmission path, and the angular spread caused by atmospheric turbulence
results in significant beam widening over the remaining distance, leading to a very broad beam at the
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receiver. The difference between the link attenuation at 800 nm for downlink and uplink scenarios are
shown in Table 5.1.

Additional differences between uplink and downlink configurations are discussed below.

1 m ground receiver 30 cm LEO receiver 30 cm GEO receiver
1 m ground transmitter 27.4 dB (500 km) 64.5 dB (36 000 km)
30 cm LEO transmitter 6.4 dB (500 km) 28.5 dB (2 000 km) 52.9 dB (35 000 km)
30 cm GEO transmitter 43.6 dB (36 000 km) 52.9 dB (35 000 km) 64.5 dB (40 000 km)

Table 5.1: The simulation of link attenuation at 800 nm for ground-to-space station links shows that
uplink configurations to both LEO (500 km) and GEO (36,000 km) suffer more than 20 dB higher
attenuation than downlink configurations. Table adapted from Ref.[14].

• Uplink:

Having the source on the ground enables better pointing accuracy compared to an onboard system, which
is limited by the constraints of space deployment and operation (see Figure 5.9, where the excess loss due
to pointing error for both configurations was simulated for a 600 km orbit altitude).

Moreover, on a ground station, it is relatively easy to use larger telescopes to mitigate the beam diffraction
(which is inversely proportional to the diameter of the telescope as outlined by Eq.(5.7)). However, the
total beam size at the receiver results from the combination of diffraction and turbulence. The impact
of turbulence is independent of the transmitter aperture size, and can only be mitigated using adaptive
optics. The simulation conducted by Bedington et al. in Ref.[14] shows that a satellite in Low Earth
Orbit (LEO) at 500 km altitude faces an additional 20 dB of attenuation in an uplink configuration
compared to a downlink. A downlink configuration is usually chosen to prevent this level of attenuation.

A simple model to quantify the amount of background noise for both downlink and uplink configura-
tions is presented in Ref.[103].

In an uplink configuration and during daytime operations, the primary noise source is sunlight reflected
by the Earth. Assuming Lambertian scattering (isotropic radiance), the number of background pho-
tons collected by the optical system, which has an aperture radius R and an instantaneous field-of-view
(IFOV), at a distance L from the Earth’s surface per unit time and wavelength can be expressed as:

Nday =
1

π
aEHSunΣΩ = aEr

2(IFOV )2HSun (5.8)

where aE is the Earth albedo, HSun is the solar spectral irradiance at one astronomical unit, Σ =

(IFOV )2L2 is the emitting area seen by the telescope and Ω = πR2

L2 is the solid angle from which the
telescope on the satellite can be seen from Earth.

During night-time operations, three main sources contribute to background noise: moonlight reflected off
the Earth, the Earth’s black-body radiation, and scattered light from human activities. For the Moon
reflection, the number of photons collected per unit time and wavelength can be expressed as:

Nnight = αNday (5.9)

with α = aM

(
RM

dEM

)2
where aM is the Moon albedo, RM is the Moon radius and dEM is the Earth-

Moon distance. Assuming aM ≃ 0.12 for the Moon albedo gives α ≃ 10−6, meaning that the amount of
background noise is reduced by six orders of magnitudes.
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The number of photons radiated by the Earth towards the telescope is given by:

NBlack−body = N0ΣΩ∆λ (5.10)

where N0 is the spectral radiance of the Earth, according to Planck law’s for black-body’s radiation, per
unit time, area, bandwidth and solid angle:

N0(λ) =
2c

λ4
1

ehc/λkT − 1
. (5.11)

For a telescope of radius r = 15 cm and FOV of 15 µrad, NBlack−body ≃ 10−12, which is three orders of
magnitude less than the Moon’s contribution to background noise [103].

Light pollution from human activities significantly varies depending on the ground station’s location,
and its effect on the number of photons collected by the satellite must be evaluated individually.

• Downlink:

As previously noted, the attenuation in downlink configurations is significantly lower compared to uplink
configurations. Here, the main source of loss is beam diffraction. The broadening effect caused by atmo-
spheric turbulence happens near the end of the transmission path, thus having a negligible impact.

Another significant advantage of downlink configurations is the ability to use directly the satellite as
an untrusted node for entanglement distribution between two ground stations (see Figure 5.7).

Lastly, this configuration, with the detector on the ground and the source in space, offers a dual ad-
vantage. First, the performance of QKD systems is often constrained by the quality of the detectors.
Downlink setups enable the use of high-performance detectors, which are easier to deploy on the ground
compared to in space. Additionally, placing the source on a satellite makes it less vulnerable to certain
attacks, thus facilitating the implementation of MDI QKD protocols, where the source must be part of a
trusted node, but the detector does not have to be.

The amount of background noise can be determined based on the brightness of the sky and the tele-
scope’s specifications. The power received by the telescope, PB can be expressed as follows [15]:

Pb = HbΩFOV πR
2B (5.12)

where Hb is the brightness of the sky background (in Wm−2sr−1µm−1), ΩFOV is solid angle correspond-
ing to the FOV of the telescope, R is its radius, finally B is the spectral filter’s bandwidth. The quantity
of background photons detected is highly dependent on weather conditions, with typical values illustrated
in Figure 5.8.

5.4.2 Orbit
The proximity of Low Earth Orbits (LEO), at altitudes below 2,000 km, helps to minimize losses due to
diffraction. This makes LEOs the optimal choice since diffraction is the primary source of loss for down-
link configurations. LEOs also offer additional benefits: they are more accessible and have lower exposure
to ionizing radiation. Moreover, selecting the orbital inclination allows for global coverage within a few
hours or maintaining a consistent relative position to the sun (Sun Synchronous Orbit).

On the downside, LEO satellites have a high relative speed to the surface, leading to several negative
impacts. Indeed, accurate pointing becomes more challenging, transmission duration is limited due to
short overflight times, and Doppler shifts must be managed. Additionally, the spacecraft’s temperature
varies significantly with eclipse cycles, necessitating thermal control or robustness in the optical setup to
prevent performance degradation.

Medium Earth Orbits (MEO), ranging from 2,000 to 36,000 km, and Geostationary Orbits (GEO),
situated at 36,000 km above the equator, offer significantly longer link durations (with GEO providing
permanent coverage) at the expense of much higher losses and greater exposure to ionizing radiation.
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Figure 5.8: This table lists the number of background photons for different optical configurations and
under several weather conditions. In certain entries, an additional term accounts for noise photons caused
by satellite reflections. If not specified, this term is considered negligible. Table from [15].
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5.4.3 Telescope design
Reflective telescopes can be preferred over transmissive ones since reflective mirrors can be larger, which
minimizes beam divergence. However, depolarization effects need to be considered for polarization based
QKD. To achieve the optimal beam waist, the curvatures of the lenses or mirrors of the telescope are
carefully selected. However, care must be taken in the optical design for polarization-based schemes
because curved optics in an off-axis configuration may introduce some spatially dependent polarization
effects [103] . Bourgoin et al. in Ref.[11] established that for SPDC sources, the optimal losses occur when
the full-width at half maximum (FWHM) beam waist is equal to half the diameter of the transmitter. On
one hand if the beam is too small, diffraction increases. On the other hand if it is too large, it is clipped
by the transmitter telescope. For WCP sources, optimal losses are reached for any FWHM beam waist
greater than the transmitter telescope diameter, as clipping losses at the telescope can be compensated
by increasing the source intensity to maintain the average photon number per pulse.

5.4.4 Attitude
Pointing errors lead to excess losses. In the uplink configuration, the beam divergence is primarily caused
by the initial atmospheric traversal. This means that the influence of the transmitter size on the beam
width at the receiver is negligible, and also results in a larger beam width compared to the downlink
configuration. Consequently, for a given pointing accuracy, the excess losses due to pointing errors are
more pronounced in the downlink configuration. These effects are depicted in the graphs shown in Figure
5.9.

Note that the relative motion between the ground station and the satellite induce a time-dependent
rotation of the polarization states of the signal photons. For polarization based scheme, this is the most
important source of perturbation as shown in [98], the authors also provide ideas for the implementation
of an active compensation system.

One possible solution is to use a reference beam with a different wavelength from the signal photons.
At the ground station, polarization analysis of the reference beam can be performed to evaluate the
transformation it underwent, followed by applying the inverse transformation to the polarization states
of the signal photons. However, this solution is not perfect as the modification of the polarization states
is wavelength-dependent.

Another option is to use the same wavelength for the reference beam and the signal photons in a time-
multiplexing configuration. This approach requires a high rate for the transmission and analysis of the
reference beam to match the temporal variations in the polarization states. While this would allow for
better compensation, it comes at the cost of reduced key rates.
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Figure 5.9: Excess loss due to systematic pointing error of the transmitter for various transmitter sizes
at 40° from zenith in a downlink (left) and in an uplink (right) assuming a two-dimensional Gaussian
distribution of the pointing error. In the case of the uplink, the four curves are confused, indicating that
the transmitter size’s influence on the beam width at the receiver negligible. For downlink: wavelength,
670 nm; ground receiver diameter, 50 cm. For uplink: wavelength, 785 nm; satellite receiver, 30 cm. In
both cases, the orbit altitude is 600 km and the atmosphere is rural sea level. Figure from Ref.[11].
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Chapter 6

Practical implementations of QKD

6.1 Prepare-&-Measure

6.1.1 BB84: First Implementation
The first implementation of BB84 was performed by Bennett et al. in 1992 [16]. This experimental setup
successfully demonstrated the practical feasibility of QKD, paving the way for further implementations.
However, it was vulnerable to many attacks and not optimal. An original picture of the apparatus is
provided by Figure 6.1. The quantum channel itself is a free air optical path of approximately 32 cm.

Figure 6.1: Original photograph of the apparatus used by Bennett et al. to implement the BB84 protocol.
Image from Ref.[16].

Emitter

The light source was a green LED, emitted through a 25 µm pinhole and then passed through a 25 mm
focal length lens to form a collimated beam. This beam was then filtered with a 550±20 nm interference
filter to reduce the light’s intensity and spectral width. The wavelength was chosen to fit the spectrum at
which the photomultipliers have relatively high quantum efficiency. Finally, the beam passed through a
dichroic sheet polarizer to select horizontal polarization. At the end of the path, the intensity was about
0.1 photons per pulse, with half of the photons emitted during the first 500 ns.

The four polarization states required in the BB84 scheme are made possible by using Pockels cells.
These are birefringent crystals whose refractive index varies linearly with the intensity of the applied
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electric field. Consequently, these cells can act as electro-optic devices to modulate polarization. These
cells are described in [104]. When the Pockels cells are operated at the quarter-wave voltage, defined as
the applied voltage that induces a phase shift of π2 , which corresponds to a 45-degree rotation of the light’s
polarization, it allows selection between the four polarization states: horizontal, vertical, left-circular, or
right-circular. Pockels cells enable polarization modulation up to GHz rates [105].

Receiver

The detection unit is composed of a Pockels cell followed by a polarizing beamsplitter (PBS) oriented
so as to split the beam into vertically and horizontally polarized beams which are directed into two
photomultiplier tubes. The Pockells cell is also operated at quarter-wave voltage in order to enable
rectilinear and circular polarization measurement with the same PBS, depending on whether the voltage
is off or on. The quantum efficiency of the photomultipliers was about 9% with dark counts of about
10−4 per 500 ns time window.

Performance

With a source producing an average of 0.1 photons per pulse and a 500 ns window passing half of them,
the dark count of the detectors should have resulted in a 2% bit error rate. The actual error rate
was approximately 4%, which the authors explained as due to the misalignment of the Pockels cells.
Simple measures like better optical alignment and cooling the detectors to reduce their dark counts could
significantly reduce the error rate.

6.1.2 BB84: outside the lab
The first transmission of qubits outside the lab was achieved by Jacobs and Franson in 1996 [17]. This
demonstrated the feasibility of QKD in an uncontrolled environment, with the quantum channel extending
over a 75m distance outside the lab in daylight, providing a foundation for considering a global system
for quantum cryptography based on a network of ground stations and satellites. A schematic view of the
setup is provided by Figure 6.2.

Figure 6.2: Schematic view of the setup used by Jacobs and Franson to implement the BB84 protocol.
Image from Ref.[17].

Emitter

The light source is a 633 nm coherent laser producing 0.1 µs pulses. In addition to the signal photons,
two etalons are used for background rejection. Neutral-density filters are used to attenuate the pulses,
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reducing the probabilty of multi-photons emission to about 2%. As for the previous experimental setup,
the four polarizations states are realized using two Pockels cells. The first one, oriented at an angle of
45° to the x axis, allows to convert an arbitrary amount of x polarization into a y polarization depending
on the applied voltage. The second Pockels cell is used to switch between x and y polarization. Optical
fibers are used to propagate the photon to the transmission optics where the beam diameter is expanded
to 1 cm.

Receiver

Reception optics are similar to transmission one, it focuses the beam back into an optical fiber. The
background is passively reduced by using small core diameter fiber optics (3 µm), limiting the acceptance
angle. It is further reduced by the use of a narrow-band (1 nm) interference filter and two Fabry-Perot
etalons with FWHM transmission peaks of 0.5 and 10 GHz. The detection unit is composed by a PBS
preceded by a Pockels cell. The detectors are two silicon avalanche photodiodes with efficiency near 50%.

Performance

The raw transmission rate was 2%, mainly influenced by an abnormally high dark count (600 cps) in
one of the detectors, whereas the single-channel rate for the other detector was 0.7%. The secret key
generation rate was 1kHz. It is noteworthy that the team conducted the experiment again with the same
setup, substituting the free-space channel with polarization-preserving optical fiber. In the fiber setup,
the error rate remained comparable to the free-space scenario, but the secret key rate was five times
greater. The authors attribute this difference primarily to losses caused by the efficiency of coupling into
the return fiber, along with diffraction and atmospheric refraction effects.

Utilizing narrow time windows, enabled by the high modulation rate of Pockels cells, has allowed for
a reduction in background noise by a factor of 102. Spectral filtering, achieved through the use of filters
and etalons, reduced background noise by a factor of 105. Furthermore, the small size of the fiber’s
acceptance cone further reduced background noise by a factor of 1010 compared to an acceptance angle
of 4π.

6.2 Entanglement-based

6.2.1 E91: Beyond the atmosphere thickness
In an experiment conducted by Peng et al. in 2005, entangled photons were successfully distributed
over a distance of 10.5 km, surpassing the effective thickness of the entire atmosphere (corresponding to
5-10km of ground atmosphere). This milestone is significant because atmospheric attenuation is a major
challenge in free-space QKD. The source was located 7.7 km from Alice and 5.3 km from Bob, who were
separated by 10.5 km (see Figure 6.3).

A second experiment implementing the BBM92 protocol was conducted. This experiment did not require
any additional equipment to the experimental setup.

Emitter

An argon ion laser is utilized to pump a BBO crystal, producing polarization-entangled photons with a
wavelength of 702 nm through type II parametric down conversion. The generated states can be described
as:

|ϕ⟩− =
1√
2
(|HA⟩ |VB⟩ − |VA⟩ |HB⟩) (6.1)

For a power of 300 mW, the setup locally detects 10,000 pairs of entangled photons per second using
narrow bandwidth filters of 2.8 nm. The local visibility at the sender is about 98% at the sender for the
rectilinear basis while for the diagonal basis it is 94%. The entangled photons are captured into two single-
mode fibers linked to the sending telescopes. The chosen transmissive telescopes offer a transmission rate
exceeding 70% and expand the beam diameter to 12 cm.
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Figure 6.3: Schematic view of the positions of the sender between Alice and Bob. The transmitted photons
traverse a noisy city environment (up to 30 000 cps of background noise at night without interference
filters). Image from Ref.[18].

Receiver

Alice and Bob each have telescopes similar to those used for sending the photons. At their arrival, the
signal photons are separated from the synchronization pulses by a dichroic mirror. A balanced beam
splitter provides a random choice between the rectilinear and diagonal polarization bases. The photons
then pass through a polarization beam splitter and are coupled into 62.5 µm fibers connected to single-
photon detectors (SPD). Due to the different distances of Alice and Bob from the source, the entangled
photons will arrive with a certain delay. This delay is subject to random variations caused by atmospheric
turbulence, resulting in a time difference fluctuation ∆T . Thus, the coincidence time window needs to
be larger than ∆T . However, if ∆T is set too high, it increases the accidental coincidence count rate,
thereby reducing visibility. In their experiment, the authors opted for a coincidence time window of 20 ns.

Synchronization between the two receivers is achieved using a 532 nm laser. The beam, emitted from the
source, is divided and directed towards the receivers, traversing the same optical path as the entangled
photons. At each receiver, the time difference between the single-photon event signal and the associated
synchronous laser pulse is recorded, allowing for coincidence determination via a classical communication
link. A dichroic mirror is employed to separate the signal pulses from the synchronization pulses.

Interference filters are used to minimize the background count rate to 400 cps. Under ideal weather
condition the total count rate is about 40 000 cps at Bob and about 18 000 cps at Alice and the coin-
cident rate is about 300 cps when the visibility is high (>15km) and for normal visibility (10 km) the
coincident count rate is about 150 cps.

Performance

The observed visibilities are 94% in the rectilinear basis and 89% in the diagonal basis which is above
the 70.7% required for the violation of the CHSH inequality. The degree of entanglement was further
assessed by calculating the Bell factor Sq defined by Eq.(3.27) using specific polarizer settings: 0° and 45°
for Alice and 22.5° and 67.5° for Bob. These settings are optimal for testing the CHSH inequality and
the obtained results for the correlation coefficient in these settings are reported in Table 6.1, resulting in
a Bell factor Sq = 2.45± 0.09. The violation of the CHSH inequality by 5 standard deviations confirms
the entanglement between the distributed photons.

BBM92

From 15,308 transferred bits of raw key, the reconciliation of bases yielded 7,956 bits of sifted key with a
QBER of 5.83%. After error correction, 4,869 bits of key remained, with the QBER reduced to 1.46%. The
final step of privacy amplification resulted in 2,435 bits of secure key. The BBM92 protocol was performed
during four minutes, and the key distribution rate is therefore of 10 bits per second. This achievement
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E(ϕA,ϕB) (0°, 22.5°) (0°, 67.5°) (45°, 22.5°) (45°, 67.5°)
Value -0.681 0.764 -0.421 -0.581

Deviation 0.040 0.036 0.052 0.046

Table 6.1: Measured correlation coefficient at specific angles of the polarization analyzers of Alice and
Bob. These angles maximize the violation of the CHSH inequality. Table from Ref.[18].

Figure 6.4: Block diagram of the experiment and optical setup at the receivers. Image from Ref.[18].

demonstrated the feasibility of exchanging entangled photons in a noisy atmospheric environment. The
modest final key rate could be easily improved, potentially reaching several hundred key bits per second,
with the use of a more intense source and couplers with higher collecting efficiency.

6.2.2 E91: long distance transmission
After demonstrating the feasibility of free-space entanglement-based QKD through the atmosphere, the
next milestone before considering satellite QKD was to prove its viability over long distances. This was
achieved in 2007 by Ursin et al., who implemented the E91 protocol between the Canary Islands of La
Palma and Tenerife via a 144 kilometers optical free-space link using the Optical Ground Station (OGS)
of the European Space Agency (ESA) [19].

An illustration of the experimental setup is provided by Figure 6.5.

Emitter

A 355 nm pulsed Nd:Vanadate laser is used to pump a BBO crystal generating 710 nm polarization-
entangled photons through type II parametric down conversion. The entangled photons are described
by:

|ϕ⟩− =
1√
2
(|HA⟩ |VB⟩ − |VA⟩ |HB⟩) . (6.2)

After passing through the crystal, the photons are coupled into a single-mode optical fiber, which selects
photons within a wavelength band of 710 ± 3,nm. For a power of 150 mW, 1 Mcps individual events,
including 145,000 coincidence events, are locally observed. The local visibilities are 98% and 96% for the
rectilinear and diagonal bases, respectively.

One photon from each entangled pair is measured locally while the second photon is sent via a single
mode fibre to a transmitter telescope (150 mm diameter, 400 mm focal length, f/2.7). In the diffraction
limited case, the transmitter telescope is designed to produce a beam of 1.5 m in diameter a the OGS.
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Figure 6.5: Illustration of the experimental setup employed by Ursin et al. to implement the E91 protocol
between the Canary Islands of La Palma and Tenerife. Image from Ref.[19].

The effective beam diameters vary from 3.6 to 20 m depending on weather conditions. To mitigate the
effects of atmospheric turbulence, the transmitter telescope alignment is automatically adjusted by a
closed-loop tracking system. This system employs a 532 nm beacon laser, which is directed from the
OGS to the single-photon transmitter.

Receiver

The OGS features a 1-meter Ritchey-Chrétien/Coudé telescope with an effective focal length of 39 meters
(f/39) and a FOV of 8 arcseconds. To mitigate atmospheric turbulence, an additional f = 400 mm lens
was incorporated to reduce beam wandering at the receiver. The single-photon beam is then focused using
an f = 50 mm lens onto the polarization analysis unit, identical to the one used at the emitter. This unit
consists of a balanced BS, allowing for random measurements in either the rectilinear or diagonal basis
by directing the beam to one of the two corresponding PBS. Each photon is subsequently directed to one
of the two couplers connected to the SPADs, depending on its polarization (see Figure 6.5).

Performance

Total losses in the optical link were generally around -25 to -30 dB. The main factor was beam diver-
gence, causing a loss of -10 to -16 dB as the beam spread wider than the receiver telescope’s aperture.
Atmospheric conditions contributed another -8 to -12 dB to the loss. Finally, losses attributed to optical
components and detector were about -8 dB.

During nighttime operations, the total count rate recorded at the OGS is 1500 cps. For each of the
four detectors, 120 cps are attributed to the source, while 50 cps are from background detections. The
majority of cps come from the detector’s dark noise, which accounts for about 200 cps.

Each event is tagged with the detector channel and the detection time (with a 156 ps resolution us-
ing 10 MHz local oscillators, directly disciplined by the Global Positioning System (GPS), maintaining a
relative drift of less than 10−11 over 100 seconds). Alice and Bob’s time reference is synchronized via a 1
Hz GPS signal. The Network Timing Protocol (NTP) is employed to initialize time tagging within 500 ms
for both parties. Coincidence between events is determined by cross-correlating the two sets of time tags,
which identifies the offset ( 487 µs) and drift between the two timescales. Within a coincidence window of
approximately 1 ns, the average coincidence count rate is 20-40 cps, depending on atmospheric conditions.

Over a period of 221 seconds, various configurations of polarization analyzer angles were applied to
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determine the correlation coefficients, with 7058 coincidence events recorded. These coefficients, listed
in Table 6.2, were used to calculate the Bell factor, resulting in a value of Sq = 2.508 ± 0.037. This
corresponds to a violation of the CHSH inequality (Eq.3.27) by 13 standard deviations.

E(ϕA,ϕB) (0°, 22.5°) (0°, 67.5°) (45°, 22.5°) (45°, 67.5°)
Value -0.775 0.486 -0.435 -0.812

Deviation 0.015 0.020 0.023 0.014

Table 6.2: Measured correlation coefficient at specific angles of the polarization analyzers of Alice (local
measurement) and Bob (at the OGS). These angles maximize the violation of the CHSH inequality. Datas
from Ref.[19].

The setup was used to execute the E91 protocol over a 75-second duration, during which 789 coincidence
events were recorded. From these, 417 raw key bits were generated, including 20 erroneous bits, yielding a
QBER of 4.8%±1%. Following error correction and privacy amplification, the final secure key comprised
178 bits.

6.3 Satellite QKD

6.3.1 QUESS
The most significant satellite QKD project completed to date is the Chinese research initiative known as
the Quantum Experiment at Space Scale (QUESS). This project notably included the deployment of the
first satellite dedicated to quantum communications, named Micius and launched on 16 August 2016.

(i) Decoy-states BB84
Micius’s first mission, described in Ref.[20], involved executing a three-level Decoy-state BB84 protocol
in a downlink configuration. Each night, the satellite, orbiting in a 500 km Sun-synchronous trajectory,
passes over the Xinglong ground station at around 00:50 local time for approximately 5 minutes. About
10 min before the satellite enters the shadow zone, its attitude is adjusted changing from a geocentric
to a ground station centric pointing mode. When the satellite exceeds an elevation angle of 5° from the
horizon plane of the ground station, a pointing accuracy of better than 0.5° is achieved. At 10° above the
horizon, the APT systems are activated, starting bidirectional tracking and pointing to guarantee that
the transmitter and receiver are robustly locked throughout the orbit. This enables a tracking accuracy
of approximately 1.2 µrad, significantly smaller than the beam divergence.

From an elevation angle of about 15°, the QKD transmission begins, signal and decoy photons are
emitted by the satellite together with the beacon laser for timing synchronization, which are received and
detected by the ground station. The transmission concludes when the satellite’s elevation angle decreases
to 10° during its descent.

Emitter

A sketch of bot the encoding and decoding BB84 modules is presented in Figure 6.6. Three levels of
intensity are used (they are optimized by performing simulations to maximize the secret bit rate for the
satellite-to-ground channel): µs (high), µ0 (vacuum) and µ1 (moderate) with probability 0.5, 0.25 and
0.25 respectively.

Eight fibre-based laser diodes (four used as signal with intensity µs and four used as decoy states with
intensities µ0 and µ1) emit 0.2 nm pulses with wavelength 848.6 nm with a repetition rate of 100 MHz.
In-orbit measurements ensure that the eight lasers match their wavelengths within 0.006 nm, which is
much smaller than their intrinsic bandwidth (0.1 nm). Moreover, they are synchronized to be within 10
ps, which is much smaller than their pulse duration of around 200 ps. A physical thermal noise device
generates a 4-bit random number for each run that drives the eight lasers and determines the intensity
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levels. The average photon number in the output of the telescope are obtained through a careful adjuste-
ment of the attenuation, with the following values: µs = 0.8, µ0 = 0 and µ1 = 0.1.

The encoding module includes B84-encoding module consisting of a half-wave plate, two PBS and a
BS, which randomly prepares the emitted photons in one of the four BB84 polarization states. A 300
mm Cassegrain telescope onboard is employed to transmit the light beam, which has a near-diffraction-
limited far-field divergence of about 10 µrad, resulting in a beam diameter of approximately 12 meters
after traveling 1200 km.

Receiver

A 1-meter Ritchey–Chrétien telescope, featuring a 10-meter focal length, is employed to collect the
photons. The decoding system, which is similar to the encoding system, includes a BS, two PBS, and
four SPD that boast 50% efficiency, dark counts under 25 cps, and a timing jitter of approximately 350
ps. The overall optical efficiency, including the receiving telescope and the fibre coupling on the ground
station, is approximately 16%. Synchronization is achieved using a beacon laser with a 0.9 ns pulse width
and a repetition rate of 10 kHz. A dichroic mirror at the receiver separates the beacon laser, extracting
the timing information needed. This setup enables a synchronization jitter of 0.5 ns, which is used to tag
the received signal photons within a 2-ns time window, and filter out the background noise.

Attitude control

To maintain a stable link with the satellite, which travels at a speed of approximately 7.6 km/s, an
efficient APT system is essential. The APT systems for both the receiver and transmitter are illustrated
in Figure 6.7.

The initial telescope alignment relies on the satellite’s predicted position with an accuracy of within
200 meters. The ground station is equipped with a coarse pointing system that uses a two-axis gimbal
mirror, achieving a pointing precision of around 0.5°. When the satellite reaches an elevation of 10°, a
671 nm beacon laser with a 0.9 mrad divergence is directed towards it. Once the optical transmitter’s
coarse-tracking CMOS camera, which has a wide FOV of 2.3°x2.3°, detects the ground beacon laser, the
onboard APT system begins to accurately track it. Fine pointing is then carried out using a fast-steering
mirror driven by piezo ceramics, with a tracking range of 1.6 mrad, and a camera with a narrower FOV
of 0.64mrad×0.64mrad.

Meanwhile, the 532 nm beacon laser of the optical transmitter, with a divergence of 1.25 mrad, is targeted
at the ground station. Upon the ground station’s detection of the transmitter’s beacon, the APT system
begins precise tracking of the satellite’s beacon laser, achieving secure bidirectional locking between the
transmitter and receiver.

Using closed-loop feedback, the APT systems enable a tracking accuracy of approximately 1.2 µrad.

Another effect to consider is the time-dependent rotation of photon polarization due to the relative
motion between the satellite and the ground station. Without compensation, this would theoretically
degrade the polarization contrast ratio from 150:1 to zero over the course of an orbit. To counteract
this, a motorized half-wave plate is used for dynamic polarization compensation, increasing the average
polarization contrast ratio to 280:1.

Noise filtering

The detections are restricted to 2 ns time windows set by the synchronization system with beacon lasers,
allowing for temporal filtering. Spectral filtering involves using interference filters that permit only
photons within the 0.1 nm bandwidth of the laser diodes, thereby minimizing background noise. Note
also that all the operations are performed during night time to avoid sunlight.
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Figure 6.6: Illustration of the experimental setup employed by Liao et al. to implement the Decoy states
BB84 protocol between the Micius satellite and the Xinglong ground station. a: General overview. b:
Schematic view of the transmitter: the photons are collected by a 1-meter Ritchey–Chrétien telescope.
The laser pulses of wavelength 850 nm are emitted from eight separate laser diodes (LD1-LD8) pass
through a BB84 encoding module consisting of two polarizing beam splitters (PBSs), a half-wave plate
(HWP) and a beam splitter (BS) and finally pass through an intensity attenuator (ATT). Another laser
beam (LA1) with wavelength 532 nm is emitted for the tracking and the synchronization processes. Both
are sent by a 300 mm Cassegrain telescope. Another laser is used as a polarization reference (RLD). A
two-axis gimbal mirror (GM1) and a large FOV camera (CAM1) are used to drive the coarse tracking
loop, while the fine tracking is achieved thanks to two fast steering mirrors (FSM1s) and a fast camera
(CAM2). c: Schematic view of the receiver: the 532 nm beacon laser beam is separated in two paths;
one is imaged by a camera (CAM3) for tracking while the other is imaged by a camera (CAM4) for
time synchronization. The 850 nm decoy-state photons pass through interference filters (IF) for noise
cancelling and are analysed by a BB84 decoder, which consists of a BS and two PBS, and are finally
detected by four single-photon detectors (SPD1–SPD4). A 671 nm laser (LA2) is directed towards the
satellite for system tracking. Image from Ref.[20].
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Figure 6.7: Schematic view of the APT systems on the satellite and at the ground station. Image from
Ref.[20].

Performance

The loss budget estimated for a 1200 km distance includes a diffraction loss of approximately -22 dB,
atmospheric absorption and turbulence losses ranging from -3 to -8 dB, and a pointing error contributing
less than -3 dB. In the worst-case scenario, this results in a total attenuation of around 33 dB.

The minimum distance between the satellite and the ground station is determined by the highest el-
evation angle of the day, varying from 507.0 km at 85.7° to 1,034.7 km at 25.0°. The sifted key rate
fluctuates with this distance, peaking at 40.2 kbits/s at 530 km and dropping to 1.2 kbits/s at 1,034.7
km, depending on both distance and weather conditions. The QBER observed ranges between 1% and
3%.

(ii) E91
The second mission of Micius, desribed in Ref.[21] was to distribute entangled photons between a ground
station located in Delingha and two distant stations located in Nanshan and Lijiang, situated 1120
kilometers and 1203 kilometers away, respectively. In its sun-synchronous orbit at about 500 km altitude,
the satellite passes into the field of view of the ground stations at approximately 1:30 AM local time,
staying within sight for around 275 seconds. The satellite’s distance from these stations varied between
500 and 2000 kilometers. The APT systems are started when the satellite reaches a 5° elevation angle,
and the quantum transmission begins when it reaches a 10° elevation angle.

Emitter

A 405 nm continuous-wave laser is employed to pump a 15 mm long PPKTP crystal. The issue of
the phase difference between the two superimposed states in the entangled state Eq.(5.1) can be ad-
dressed using a specific optical setup known as a Sagnac interferometer (see Figure 6.8). After passing
through a PBS, the photons randomly follow either a clockwise or counterclockwise path in the Sagnac
loop. As they traverse the PPKTP crystal, they generate 810 nm polarization-entangled photon pairs
via the SPDC type II process. The direction in which these entangled photons travel matches that of
the pump photon that produced them. This configuration allows for the generation of the Bell state
ϕ+ = 1√

2
(|H⟩1 |V ⟩2 + |V ⟩1 |H⟩2) with the photons being separated by the PBS at the loop’s exit and

distributed to Alice and Bob. For a power of 30 mW, the source emits 5.9 million pairs of entangled
photons per second.
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Figure 6.8: Schematic view of the spaceborne entangled photon source. A PBS oriented at 45° relative
to the polarization plane of the photons generated by the 405 nm pump laser causes the path direction
within the Sagnac loop to be randomized, the wave function describing a pump photon then splits into
two components. When a pump photon passes through the crystal, it generates a pair of polarization-
entangled photons via the type II SPDC process. These entangled photons, which have orthogonal
polarizations, will be separated upon passing through the PBS at the output of the loop. A half-wave
plate (HWP) is introduced into one of the branches such that the system is described by the Bell state
|ϕ+⟩ after the recombination of the wavefunctions for both traversal directions. Image from Ref.[21].

Two Cassegrain telescopes with apertures of 300 mm (the same as the one used for the decoy-states
transmission) and 180 mm are utilized to establish the satellite-to-ground links. These telescopes, which
emit beams with a near-diffraction-limited divergence of approximately 10 mrad, have been specifically
optimized to reduce chromatic and spherical aberrations at 810 nm. They have optical efficiencies of
about 45 to 55%.

The entangled photon source is housed within a 430 mm x 355 mm x 150 mm enclosure. The opti-
cal components are mounted and adhered to both sides of a base board that is 40 mm thick. The base
board is made from titanium alloy, chosen for its favorable combination of rigidity, thermal expansion
properties, and density.

Receiver

The receiving telescopes at the Delingha, Lijiang, and Nanshan stations have diameters of 1200 mm, 1800
mm, and 1200 mm, respectively. The link efficiency with the Lijiang station is enhanced due to its larger
aperture size. The decoding module consists of a Pockels cell controlled by random numbers, allowing
for the switch between rectilinear and diagonal measurement bases, followed by a PBS that directs the
outputs to two couplers connected to the SPDs with dark counts below 100 Hz (see Figure 6.9B).

Attitude control

The APT systems are similar to those used for the decoy-states transmission, described above. They are
illustrated in Figure 6.9.

At the emitter, the signal photon beam is combined with an infrared laser at 850 nm for synchronization
and with a green laser at 532 nm for the tracking process. The synchronization laser is a 100 kHz pulsed
laser, allowing for a synchronization jitter of 0.77 ns. Dynamic polarization compensation is managed
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Figure 6.9: Schematic view of the optical setups: in the emitter (A) and in the receiver (B). Image from
Ref.[21].

using two motorized quarter-wave plates and a half-wave plate, all remotely controlled. The tracking
process is performed by finely imaging the incoming 671 nm laser beacon emitted by the ground stations.
More precisely, coarse tracking is achieved using a two-axis turntable combined with a wide-field-of-view
camera, allowing for a precision better than 50 µrad. Fine tracking is handled by a fast steering mirror
paired with a high-speed camera. Together, these closed-loop feedback systems lock the ground stations
with an accuracy of 0.41 µrad, which is much smaller than the beam divergence.

At the receiver, the 671 nm laser beacon is directed towards the satellite. The APT and polarization
compensation systems are similar to those employed by the satellite. The synchronization and tracking
beams are separated from the signal beam using dichroic mirrors.

Noise filtering

Temporal filtering is achieved through coincidence detection within a 2.5 ns time window, while spectral
filtering is implemented by using 20 nm bandwidth interference filters in the receiving telescopes. The
background noise, influenced by the Moon’s position, varied between 500 and 2000 cps per detector. A
reference laser on the satellite was employed to measure the real-time overall attenuation of the two-
downlink channels, which varied between 64 and 82 dB.

Performance

A space-to-ground two-downlink channel was successfully established between the satellite and the Del-
ingha and Lijiang stations. To confirm the presence of entanglement, correlation coefficients were calcu-
lated for different polarization analyzer angles at Alice’s (Delingha station) and Bob’s (Lijiang station)
locations. During an effective period of 1159 seconds, 1167 coincidence events were recorded. The results,
showed in Figure 6.10, revealed a Bell parameter Sq = 2.37 ± 0.09, indicating a violation of the CHSH
inequality by four standard deviations.

6.3.2 Other initiatives
The success of Micius’ operations has significantly heightened interest in satellite QKD. The European
Space Agency (ESA) intends to take this step forward by developing the Eagle-1 satellite in partnership
with European space companies. This satellite is designed to pave the way for an ultra-secure network
based on QKD and is part of the broader effort to develop the European Quantum Communication In-
frastructure (EuroQCI) within the ScyLight (SeCure and Laser communication Technology) programme.
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Figure 6.10: Diagram showing the correlation coefficients measured in various polarization measurement
configurations. The data facilitated the calculation of the CHSH inequality, whose violation signifies the
persistent entanglement between the photons pair. Image from Ref.[21].

Initially, the system will rely on an upgraded optical ground terminal from the German Aerospace Centre
(DLR) in conjunction with a new optical ground terminal developed by a team from the Netherlands. The
Eagle-1 satellite platform, constructed by the Italian company Sitael, will host a quantum-key payload de-
veloped by Tesat Spacecom of Germany, with operations managed by SES, headquartered in Luxembourg.

The Eagle-1 satellite is slated for launch between late 2025 and early 2026 and will undergo three years
of in-orbit validation, supported by the European Commission [106].

6.4 QKD networks
QKD allows the establishment of a secure link between two parties, suitable for initiating a secure com-
munication session or for the direct exchange of encrypted data. The range of point-to-point QKD is
restricted by the PLOB bound (Eq.(5.4)), and fiber-based systems are limited to metropolitan areas,
covering a few kilometers only.

Metropolitan QKD networks are established by linking several trusted nodes, which allows for multi-user
capabilities and broadens the range of applications. This provides a secure communication alternative for
critical infrastructures, such as hospital networks that manage patient sensitive data, as well as banking
systems that facilitate interbank financial transactions.

Within the network, trusted nodes can be utilized as quantum relays to extend communication distances,
as shown in Figure 6.11. This method is feasible for densely connected networks, ensuring that there are
always intermediate nodes available for key exchange. However, the network should be geographically
limited to avoid passing through too many intermediate nodes, which would significantly reduce the ef-
fective key rate between the end nodes. Moreover, each intermediary node holds the key information
KA, necessitating that it be trusted. This marks a significant difference from quantum repeaters, which
enable end nodes to exchange a key without requiring access to the key material.

Ref.[107] proposed architecture designs for both trusted and untrusted intermediate nodes, aiming to
integrate QKD technology into the broader, well-established internet security framework. The proposed
untrusted setup is based on all-optical paths through the network mesh of fibres, switches and endpoints.
Therefore, it can not be used to extend the distance of the QKD link between two end-users.
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Figure 6.11: Schematic view of trusted nodes serving as quantum relays. If the distance between two
network nodes A and D is too great, a cryptographic key KA can still be exchanged with the help of
intermediary trusted nodes B and C. These intermediary nodes hold the key information KA, allowing
them to decrypt the transmission, and must therefore be trusted.

In 2002, the Defense Advanced Research Projects Agency (DARPA) employed the trusted nodes ap-
proach to integrate four distinct types of QKD hardware into its network, thereby creating the world’s
first quantum network [108]. Since then, other networks following the same approach have emerged,
including the Tokyo QKD network as one of the largest metropolitan QKD network [109].

As highlighted in Ref.[110], a star-topology MDI-QKD network, with only one intermediary node be-
tween any two users, can ensure secure communication without the need for a trusted relay. Field tests
conducted in 2015 [111] showed that the key rates achieved were lower compared to the standard BB84
protocol using trusted relays under similar conditions. The authors suggest combining MDI-QKD over
untrusted metropolitan networks with BB84 for the trusted backbone to achieve both practicality and
security in wide-area QKD networks.

The largest quantum network to date spans over 4,600 kilometers and is detailed in Ref.[22]. This network
comprises four metropolitan networks in a star topology linked by a 2,000 km backbone fiber connection.
The network includes three types of nodes: user nodes, optical switches, and trusted relays. Additionally,
two space-to-ground links connect two ground stations separated by over 2,600 km.

The fiber network utilized the decoy BB84 protocol with commercial devices, operating at 40 MHz
in the metropolitan network and 625 MHz in the backbone network, resulting in secret key rates of 5
kbps and 80 kbps, respectively. This setup supports various services, such as text and file transmission,
as well as audio and video calls. While the key rate isn’t sufficient for one-time pad encryption, the
secure key is used in combination with AES-128 encryption, with the key being regularly updated to
ensure secure communication as long as the shared key remains undisclosed. For instance, if each pair of
users consumes a 128-bit key per minute, the typical key rate of the backbone network can accommodate
approximately 80× 103 × 60/128 ≃ 37 500 users.

Future plans include constructing another backbone from Beijing to Shanghai, forming a large circu-
lar backbone QKD network. This design will allow the network to maintain functionality even if a
trusted relay in the backbone encounters a failure. Moreover, with advancements in high-rate networks,
one-time pad encryption could be employed to achieve information-theoretical security for data exchange,
ensuring the highest level of security. On the other hand, when the technology reaches sufficient maturity,
MDI-QKD protocols could serve as a compelling alternative to the decoy BB84 protocol. This approach
could potentially eliminate the need for trusted relays, especially given the star topology of metropolitan
networks.

The satellite-to-ground communication is based on a decoy-state BB84 protocol between Micius and the
two ground stations of Xinglong and Nanshan. The total magnification of the 1.2m receiving telescope
is reduced to increase its FOV. Consequently, the decoding module is modified to match the expanded
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Figure 6.12: Illustration of the Chinese quantum networks shows a backbone fiber link extending over
2,000 km and a satellite link connecting the Xinglong and Nanshan ground stations, which are 2,600 km
apart. This network, covering a total distance of over 4,600 km and serving four metropolitan networks,
is currently the largest telecommunication network in existence. Image from Ref.[22].

beam waist size at its entrance, increasing from 0.8 mm to 2.7 mm. The duration link is restricted by the
brief overpass duration of the satellite, lasting about 8 minutes. The prolonged period is made possible by
an adaptive algorithm that dynamically adjusts the tracking cameras’ sample rate and exposure time on
the satellite, with these settings being actively controlled by the operator for the ground station cameras.
This improvement allows establishing a connection at an elevation angle of approximately 5°, rather than
the previous 10°. Furthermore, the quantum communication is dependent on the weather conditions, and
transmission is not possible in rain, fog, or haze. A narrower 5 nm spectral filter is also used in place of
the 10 nm one to suppress the background noise further.

Thanks to all these improvements, the highest sifted key rate reaches up to 462 kbps at the central
points of the orbit with an average QBER of 0.50%. At the 5° minimum elevation angle, the satellite’s
distance from the ground station exceeds 2,000 kilometers, resulting in a sifted key rate reduction to
2 kbps and a QBER of approximately 2.5%. Typically, the satellite-to-ground communication channel
generates a total secret key size of around 36 Mbit per week. When combined with AES-128 encryption,
this can allow a pair of satellite users to update their secret keys by 8 Kbit every 10 days. In this mode,
the secret key provided by the satellite can support approximately 6,000 users.

A satellite constellation might eventually remove the limitations due to satellite passing time. This
possibility is analyzed in Ref.[112], and in Ref.[113] with a focus on a cost-effective constellation enabled
by the use of low-cost cubesats. Addressing this challenge seems to be the next critical and perhaps final
milestone in achieving a truly efficient global-scale QKD network.
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Conclusion

This work aims to provide the reader with an understanding of the mechanisms and stakes involved in
quantum communication. Over the past 40 years since Bennett and Brassard developed the first QKD
protocol, a range of coding schemes has emerged, with the best option being determined by factors such
as environmental conditions, security requirements, and available resources. Several communication net-
works are already operational and offer services, but their geographic coverage and achievable key rates
are still limited. However, their existence demonstrates the feasibility of a global-scale QKD network,
making it reasonable to expect that a Quantum Internet, where data exchange is secure, will be achiev-
able in the coming years. Reaching this objective requires optimizing the technologies used in QKD,
and numerous research teams are dedicated to this effort. Satellite availability for QKD applications is a
crucial factor for enabling the geographic expansion of quantum communication networks.

In addition to commercial systems, QKD is being explored by standardization bodies like the Euro-
pean Telecommunications Standards Institute (ETSI) and the International Telecommunication Union
Telecommunication Standardization Sector (ITU-T). ETSI’s efforts focus on QKD systems tailored for
large-scale secure networks, exemplified by the work of the ETSI Industry Specification Group on Quan-
tum Key Distribution for Users (ISG-QKD). This standardization process is essential for uniting global
efforts, which will accelerate the development of QKD technologies and reduce costs through mass pro-
duction of components. Lower costs will, in turn, facilitate the wider adoption of QKD networks. In
the same spirit of cost reduction, QKD systems should be designed to integrate as seamlessly as possible
with the already widely deployed traditional telecommunication networks.
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