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Introduction

The universe around us is not what it appears to be. The stars make up less than one percent of its mass; all the loose gas and other forms of ordinary matter, less than five percent. The motions of this visible material reveal that it is mere flotsam on an unseen sea of unknown material. We know little about that sea. The terms we use to describe its components, “dark matter” and “dark energy”, serve mainly as expressions of our ignorance.

– David B. Cline [1]

Dark matter is a hypothetical matter that can account for several problems encountered in astrophysics (see Chapters [1] and [2]). Throughout this thesis, dark matter will be investigated by only focusing on its particle-physics aspects. In particular, we will consider exotic dark-matter particles. The purpose of this work is to determine the characteristics of self-interacting dark matter, where this self-interacting part accounts for a few percentage of the total amount of dark matter.

The outline of this thesis is as follows. In the first chapter we introduce dark matter by talking about its historical presumed discovery and then we describe the different types of dark matter. In the second chapter, we briefly introduce the cosmological model currently in use, namely the $\Lambda$CDM model. Next, we mention its successes as well as its defects (especially its small-scales problems). In doing so, we then introduce the dark-matter model called PIDM model that we will consider in the fourth chapter and which can solve these small-scales problems that the popular too basic WIMP model, while being appreciated for its famous WIMP miracle, cannot resolve. In the third chapter, we develop the formalism to compute the relic density of dark-matter particles and apply it to the WIMP model in a first phase. Then we develop in detail a precise analytical formula to compute the thermally averaged annihilation cross section for our processes implying dark-matter particles. In the fourth chapter, we determine the value of the different parameters associated with the subdominant part of our two-type dark-matter model so that we obtain the right abundance established in the second chapter. The determination of the characteristics of these subdominant dark-matter particles will be performed in a case where we consider a kinetic mixing between the traditional photon of the visible sector and a photon belonging to the dark sector.

For information, for some equations in Chapter [3] and [4] in order not to slow down the reading of the thesis by their cumbersome developments, the latter were done in the Appendix [A]. Actually, whenever we will encounter the concerned equations, it will be indicated that the excessively detailed calculations are available in Appendix [A].

As a final note, we would like to mention that all the Feynman diagrams realized by ourselves were drawn with the aid of Joshua Ellis’ article [2].
INTRODUCTION
Conventions

Natural units

As in customary in particle physics we will work in natural units throughout this thesis. This consists in expressing all physical quantities with the energy, traditionally in GeV, and two fundamental constants: one from the relativistic world, namely the speed of light \( c \) and the other one from the quantum world, namely the reduced Planck constant \( \hbar \).

Practically, it consists in working with

\[ c = \hbar = k_B = 1 \]  

(1)

where \( c = 2.99792458 \cdot 10^8 \) m/s, \( \hbar = 1.0545718 \cdot 10^{-34} \) J·s and \( k_B = 1.38064852 \cdot 10^{-23} \) J/K is the Boltzmann constant, which links the energy to the temperature \([3]\).

Some useful relations between natural and SI units are given in the following table \([4]\):

<table>
<thead>
<tr>
<th>Variable</th>
<th>Natural unit → SI unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>mass</td>
<td>1 GeV → 1.7824 \cdot 10^{-27} kg</td>
</tr>
<tr>
<td>length</td>
<td>1 GeV^{-1} → 1.9733 \cdot 10^{-16} m</td>
</tr>
<tr>
<td>time</td>
<td>1 GeV^{-1} → 6.5823 \cdot 10^{-25} s</td>
</tr>
<tr>
<td>energy</td>
<td>1 GeV → 0.6022 \cdot 10^{-10} J</td>
</tr>
<tr>
<td>momentum</td>
<td>1 GeV → 5.3444 \cdot 10^{-19} kg m s^{-1}</td>
</tr>
<tr>
<td>temperature</td>
<td>1 GeV → 1.1605 \cdot 10^{13} K</td>
</tr>
<tr>
<td>velocity</td>
<td>1 → 2.9979 \cdot 10^{8} m s^{-1}</td>
</tr>
<tr>
<td>energy density</td>
<td>1 GeV^4 → 2.0852 \cdot 10^{37} J m^{-3}</td>
</tr>
<tr>
<td>number density</td>
<td>1 GeV^{-3} → 7.6836 \cdot 10^{-42} m^{-3}</td>
</tr>
</tbody>
</table>

Table 1 – Conversion from natural units (expressed in GeV) to SI units.

This conversion table leads to

- parsec: 1 pc = 3.0857 \cdot 10^{16} m = 1.5637 \cdot 10^{32} \text{ GeV}^{-1} = 3.2616 \text{ lyr}

- Planck mass: \( m_{pl} = 2.1764 \cdot 10^{-8} \) kg = 1.2209 \cdot 10^{19} GeV

- present photon temperature: \( T_0 = 2.7255 \text{ K} = 2.3524 \cdot 10^{-13} \text{ GeV} \)
• Hubble constant: \( H_0 = 100h \text{ km s}^{-1} \text{ Mpc}^{-1} = 2.1331h \times 10^{-42} \text{ GeV} \)

• critical density: \( \rho_c = \frac{3H_0^2 \, m_{\text{pl}}^2}{8\pi} = 8.0843 \times 10^{-47} \text{ GeV}^{-4} = 1.0521 \times 10^{-5} \text{ GeV cm}^{-3} \)

• picobarn: \( 1 \text{ pb} = 10^{-36} \text{ cm}^2 = 2.9979 \times 10^{-26} \text{ cm}^3 \text{ s}^{-1} = 2.5682 \times 10^{-9} \text{ GeV}^{-2} \)

**Tensorial notations**

In special relativity one utilizes 4-vectors. The first component refers to time whereas the three others components refer to space. The contravariant and covariant position vectors are respectively expressed as

\[
x^\mu = (x^0, x^i) = (t, \vec{x})
\]

and

\[
x_\mu = (x_0, x_i) = (t, -\vec{x})
\]

where Greek indices denote space-time components \( (\mu = 0, 1, 2, 3) \) whereas Latin indices only refer to space components \( (i = 1, 2, 3) \) by convention.

Along the same lines, for the 4-momentum, one has

\[
p^\mu = (p^0, p^i) = (E, \vec{p})
\]

and

\[
p_\mu = (p_0, p_i) = (E, -\vec{p})
\]

The same treatment holds for the derivatives:

\[
\frac{\partial}{\partial x^\mu} = \partial_\mu = (\partial_0, \partial_i) = (\partial_t, \nabla_x)
\]

and

\[
\frac{\partial}{\partial x_\mu} = \partial^\mu = (\partial^0, -\partial^i) = (\partial_t, -\nabla_x)
\]

The generalization in four dimensions of the metric of Euclidian space is the metric of Minkowski space (flat spacetime) represented by the metric tensor \( g_{\mu\nu} \):

\[
g_{\mu\nu} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix} = g^{\mu\nu}
\]

where \( g^{\mu\nu} \) is the inverse matrix of \( g_{\mu\nu} \). One chose the \((+ - - -)\) metric signature as it is conventionally the case in quantum field theory. Note that in general relativity the \((- + + +)\) metric is employed instead.

The metric tensor acts as an index lift. Indeed, using the Einstein summation convention, one has

\[
x^\mu = x_\nu g^{\nu\mu} \quad \text{and} \quad x_\mu = x^\nu g_{\nu\mu}
\]
where, in the first case, the metric tensor $g^{\mu \nu}$ raises the $\nu$ and transforms it into the $\mu$ index and where, in the second case, the metric tensor $g_{\mu \nu}$ lowers the $\nu$ and transforms it into the $\mu$ index.

Thus the scalar product between the 4-momenta is

$$p^2 = p^\nu p^\mu g_{\mu \nu} = p^\mu p_\mu = p^0 p_0 + p^i p_i = E^2 - |\vec{p}|^2 = m^2$$

where the last equality originates from the energy-momentum relation.
Chapter 1

The necessity for dark matter

1.1 Evidence for dark matter

Several astronomical observations made during the 20th century led to the conclusion that there is some non-luminous matter that plays a considerable gravitational role in our Universe. A few historical indications of the existence of this aptly named dark matter will be briefly discussed in the following subsections.

1.1.1 Galaxy rotation curves

In 1978, Rubin, Ford and Thonnard demonstrated that in several spiral galaxies, contrarily to what one would have expected from Keplerian dynamics, the rotation curves were rather flat at large distances (up to a radius of 50 kpc) \[^5\]. For a star of mass \(m\) orbiting circularly in a galaxy of mass \(M\), the gravitational force exerted by the galaxy on the star is counterbalanced by the centrifugal force. One therefore has, for a spherical distribution of matter, the following equality at a radial distance \(r\) to the center of this galaxy \[^6\]:

\[
G \frac{m M_r}{r^2} = \frac{m v(r)^2}{r} \tag{1.1}
\]

where \(M_r\) refers to the mass of the galaxy up to \(r\) and \(v\) is the rotational velocity.

The central galactic area can be considered as a spherical region where the mean density can be expressed as \(\rho = \frac{M_r}{\frac{4}{3} \pi r^3}\). As a result, for a star at radius \(r\), (1.1) yields the following dependency for \(v(r)\):

\[
v(r) \sim r \tag{1.2}
\]

On the other hand, outside the central region, the mass of the galaxy is rather constant and (1.1) thus implies

\[
v(r) \sim \frac{1}{\sqrt{r}} \tag{1.3}
\]

\[^1\] A galaxy rotation curve is obtained by plotting the star and gas orbital speed around the galactic center as a function of the distance to this center.
Thereby, the expected evolution of $v(r)$ is clear: in the beginning, it increases linearly with $r$ and then it slowly falls as $r^{-1/2}$. Nevertheless, the observations do not lead to the same conclusion. Indeed, despite the fact that the linear dependence on $r$ for the orbital speed is effectively observed, the curve, when it reaches its maximum value, then remains approximately constant (see Fig. 1.1).

Figure 1.1 – Rotation curves for several spiral galaxies from [5]. After the maximum, one can observe a rather flat trend instead of a decrease with $r$.

The fact that the orbital speed does not decrease as one moves away from the dense areas of the galaxy is symptomatic of the presence of an amount of matter which, given its gravitational influence, prevents the stars from slowing down as the distance to the galactic center grows. Moreover, it should be noted that a more recent study [7] yields the rotation curves of a much larger set of spiral galaxies (see Fig. 1.2). Nowadays, it is commonly accepted that the distribution of this unobservable matter forms a halo containing the galaxy: the dark matter halo.

Finally, a study [9], published very recently, showed that, at the time of formation of the galaxies (about $10^{10}$ years ago), one observes that their dark-matter content was by far dominated by stars and gas. The authors of this article studied six massive star-forming galaxies and obtained rotation curves (see Fig. 1.3) that show a decrease where a rather flat trend is observed in Fig. 1.1.
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Figure 1.2 – Rotation curves from [8]. They all show a steep increase in the beginning which reaches a maximum value, then followed by an approximately constant rotational velocity with growing radius. These results reinforce those originally shown in Fig. [1.1]

1.1.2 The virial theorem in galaxy clusters

Regarding galaxy clusters, one famous example concerns the Coma Cluster, studied by Zwicky in 1933, where the velocity of the galaxies seemed to be too high to be kept inside the cluster when considering only the visible mass of the cluster [11]. By measuring the redshift of eight galaxies, he calculated their radial velocity and then computed the velocity dispersion $\sigma$ of this cluster by comparing these eight velocities to the mean velocity of the cluster [12, 13]. Next Zwicky used the virial theorem in order to obtain the mass of the Coma Cluster. The virial theorem links the kinetic energy $T$ with the potential energy $V$ of a system in equilibrium. More precisely it states that

$$T = -\frac{1}{2}V$$

For a galaxy cluster, $V$ corresponds to the total gravitational potential energy of the system and since the latter is quite spherical and assumed to be in equilibrium, an expression for $V$ can easily be obtained [6]:

$$V = -\frac{3GM^2}{5R}$$  \hspace{1cm} (1.4)

with $M$ and $R$ respectively the mass and the radius of the cluster. As for the kinetic energy of this system, it can be expressed as [6]

$$T = \frac{1}{2}M\sigma^2$$  \hspace{1cm} (1.5)

---

2. The velocity dispersion corresponds here to the statistical dispersion of the velocities of the different galaxies around the mean velocity of the galaxy cluster.
In the 1970s, astronomers discovered that stars in the outer parts of galaxies seem to be moving too ... billion years ago, galaxies formed most of their stars (about 10¹⁰ years ago). The authors’ results suggest that these early galaxies were dominated by stars and gas, but many of the details remain a mystery.

By measuring $R$ and $\sigma$, Zwicky could therefore estimate the mass needed for such a high velocity for the galaxies. The resulting mass was by far greater than the mass obtained via visible observations (about 400 times larger). It should be noted that at that time, Zwicky was not aware of the presence of a hot ionized gas emitting in X-ray inside the galaxy cluster. However, this intra-cluster medium, when taken into consideration, is still not sufficient to explain the discrepancies between the visible mass and the one computed with the virial theorem. It thus implied that there is some dark matter that fills the regions between the galaxies constituting the galaxy cluster.

### 1.1.3 Galaxy-cluster collision

The well-known example of dark matter evidence in a galaxy-cluster collision was reported in the Bullet cluster in 2006 by Clowe et al. It arises from the collision of two galaxy clusters which happened 100 million years ago. One analysed the resulting merging in X-rays, for the hot ionized intra-cluster gas of both clusters, in the range of visible light for
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the stars that the galaxies contain and one revealed the dark-matter distribution through gravitational lensing (see Fig. 1.4). Since the size of stars is negligible compared to the mean distance between two closer stars in a galaxy-cluster-collision process, the visible material remains intact. In this figure, one can clearly note that dark matter is at the same place as the galaxy distribution whereas the intra-cluster gas clouds of both clusters collided with each other. The latter result implies that dark matter is collisionless.

Figure 1.4 – This composite picture of the Bullet cluster results from the association of hot intra-cluster gas (in red) analysis via X-rays (NASA/CXC/CfA/M.Markevitch et al.), galaxies observation in the visible range of the electromagnetic spectrum (NASA/STScI; Magellan/U.Arizona/D.Clowe et al.) and dark matter (in blue) mapping by means of gravitational lensing (NASA/STScI; ESO WFI; Magellan/U.Arizona/D.Clowe et al.). This image can be found at https://apod.nasa.gov/apod/ap060824.html

Another interesting instance of galaxy clusters collision is the Abell 520 galaxy cluster. In Fig. 1.5 similarly to the Bullet cluster, one can observe a separation between the hot intra-cluster gas and the galaxies [15]. Nevertheless, the presence of dark matter and intra-cluster gas as well as a deficiency of luminous galaxies in the core, drastically contrast with what is encountered in the Bullet cluster [16]. Moreover, in the area encircled in green for example, Fig. 1.5 presents some galaxies with intra-cluster gaz but devoid of dark matter.
Figure 1.5 – This composite picture of Abell 520 results from the association of hot intra-cluster gas (in red) analysis via X-rays (NASA/CXC/UVic./A.Mahdavi et al.). The optical and the lensing (dark matter is displayed in blue) part is obtained thanks to CFHT/UVic./A.Mahdavi et al. This image can be found at https://www.nasa.gov/mission_pages/chandra/multimedia/photos07-090.html.

Thereby, originally considered as collisionless, dark matter seems to behave in a more complex manner. The fact that, in Abell 520, dark matter coincides with intra-cluster gas, which underwent a violent collision, might suggest that a non-negligible dark matter self-interaction should be taken into account.

The self-interactions that are responsible for a drag force that separates dark matter from stars, often occur and with little momentum transferred during each interaction [17]. This small momentum transfer can be due to a light mediator (particle which mediates the interaction) for instance. In this case, the resulting range of the mediated force will be long and the scattering will be anisotropic [17]. The self-interaction cross section of dark matter per unit mass $\sigma/m$ in the Bullet cluster was actually calculated by S. W. Randall et al. in 2007 and they found [18]

$$\sigma/m < 2.23 \text{ barn/GeV} = 5.72 \cdot 10^3 \text{ GeV}^{-3}$$

(1.6)
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with a 1σ error. In a more recent paper, 72 cluster collisions were studied which allowed to constrain \( \sigma/m \) better. The obtained result was [17]

\[
\sigma/m < 0.84 \text{ barn/GeV} = 2.15 \cdot 10^3 \text{ GeV}^{-3}
\] (1.7)

with a 2σ error.

To conclude, one can also mention a recently lower bound found in [19], namely

\[
\sigma/m > (3.03 \pm 1.25) \cdot 10^{-4} \text{ barn/GeV} = (0.78 \pm 0.32) \text{ GeV}^{-3}
\] (1.8)

1.2 Types of dark matter

The dark matter that fills our Universe can be of two types. The first one is called baryonic dark matter. A baryon is made of three quarks which are elementary particles of the standard model. Two well-known examples are the proton \((uud)\) and the neutron \((udd)\), where \(u\) and \(d\) denote the up-quark and the down-quark respectively. Actually, when one mentions baryonic dark matter, it can also refers to electrons when they form bound states with protons and neutrons like atoms for instance. By contrast, non-baryonic dark matter is made of non-baryonic standard-model particles such as neutrinos or of exotic particles that are different from standard-model particles.

1.2.1 Baryonic dark matter

Baryonic dark matter is made of our particles, thereby the only possibility not to detect them is that this massive amount of matter is non-luminous or too faint. These typical bodies are called Massive Compact Halo Objects (MACHOs). One can cite the brown dwarfs that are stars the mass of which is lower than \(0.08 M_\odot\) and which thus cannot start the first thermonuclear reactions. Another instance concerns the white dwarfs. These faint objects are what remains after the life on the main sequence for stars of mass between \(0.08 M_\odot\) and \(9 M_\odot\). A white dwarf sees its luminosity decrease with time. As a last example, one can also mention the neutron stars. These very dense objects arise from massive stars (>\(9 M_\odot\)) which ended their life through a type II supernova.

By virtue of their large mass, general relativity states that MACHOs locally distort space-time in the vicinity so that if a MACHO is between a bright source and the observer, the photons from the emitting source will be deflected when they pass near the MACHO (the geodesics that the photons follow become curved in the area around the MACHO). This results in a lens effect (the MACHO acts as a gravitational lens) except that contrary to a traditional lens, the light beams converge not by passing through the lens but via its exterior.

---

3. One can note that this cross section is typical of what one encounters in collisions between two nuclei, the cross section of this process being in the order of 1 barn.
1.2.2 Non-baryonic dark matter

As already stated above, non-baryonic dark matter corresponds to exotic particles. This dark matter cannot be charged (if one is in the presence of a single type of particle dark matter) since charged particles interact with the gauge boson of the electromagnetic interaction, namely the photon. Moreover, non-baryonic dark-matter interactions with the standard-model particles (constituents of the ordinary matter) are extremely weak or could even be null which explains the difficulty to detect these exotic particles [6]. Finally, the non-baryonic dark matter can be classified into two categories: the hot or the cold dark matter (see Section 1.2.4).

1.2.3 Immaterial dark matter

Black holes, which are defined as spacetime singularities, can also account for dark matter. Although classical physics states that they are non-luminous given that they prevent the light from escaping once it enters their horizon, they are actually not completely dark. Indeed, within the framework of quantum physics, Stephen Hawking predicted that black holes can emit some radiation, the Hawking radiation. This radiation leads to what is called the black hole evaporation since, by emitting particles, black holes lose their energy and thus their mass. As for the Hawking temperature, it refers to the temperature of the Hawking radiation and is expressed as [20]

\[
T_H = \frac{1}{8\pi MG} \tag{1.9}
\]

with \( M \), the black-hole mass and \( G \) the gravitational constant.

Black holes that result from the evolution of a massive star have a terribly low Hawking temperature. For instance, the Hawking temperature of a solar-mass black hole is \( T_H \simeq 5.29 \cdot 10^{-21} \text{ GeV} \simeq 6.16 \cdot 10^{-8} \text{ K} \). Since the mass \( M \) of a black hole decreases at a rate given by [21]

\[
\frac{dM}{dt} = -L \sim -\frac{1}{M^2G^2} \tag{1.10}
\]

with \( L \) the black-hole luminosity, then, by integrating, it implies that the lifetime of a black hole is

\[
t_L \sim \frac{M_0^3G^2}{3} \tag{1.11}
\]

where \( M_0 \) is the initial mass of the black hole.

One therefore concludes that one can detect Hawking radiation only near the end of the black-hole life since at this time, the luminosity in (1.10) becomes significant. However, the age of the Universe is about \( 10^{10} \text{ yr} \) or equivalently \( 3 \cdot 10^{17} \text{ s} \) and the lifetime for a solar-mass black hole is \( t_L \sim 10^{74} \text{ s} \) [20] so one is not likely to observe it.

In fact, only black holes of mass \( \sim 10^{12} \text{ kg} \) or lower [20] can completely evaporate in a time interval inferior to the age of the Universe. These hypothetical black holes cannot be the fruit of a star but could have been present before the Big Bang nucleosynthesis. To be present today, these primordial black holes need a mass higher than \( 10^{12} \text{ kg} \) and in doing so, they would contribute to the dark-matter amount in a non-negligible way.
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1.2.4 Decoupling and freeze-out

When the rate of interaction $\Gamma$ and the expansion rate $H$ are such that $\Gamma \gg H$, the expansion of the Universe does not affect the interactions between particles. Indeed, if one defines $t_{\text{int}} \equiv \frac{1}{\Gamma}$ and $\tau_H \equiv \frac{1}{H}$ one obtains $t_{\text{int}} \ll \tau_H$. The time scale for the interaction is thus much shorter than that for the expansion which means a local thermal equilibrium can take place \[22\]. Starting from the moment where $\Gamma = H$, the reactions do not occur sufficiently rapidly, which implies that the dark-matter particles and those from the thermal bath progressively stop seeing each other and become decoupled. This decoupling arises from the fact that the temperature of the Universe (this corresponds to the temperature of the photons that are embedded in it and to that of the particles which are in thermal equilibrium with photons) decreases with time and so does the interaction rate \[22\]. Given the decoupling, the number of particles per comoving volume will no longer change, this is also known as freeze-out. According to the value of the mass of the particles and the temperature of the Universe at the time of decoupling, the dark matter is either relativistic or non-relativistic at freeze-out \[6\].

If the mass $M$ of the dark-matter particles and the freeze-out temperature $T_f$ are such that $\frac{M}{T_f} \ll 1$, then these particles are relativistic (since their mass is negligible compared to their kinetic energy) at the freeze-out and the dark matter is said to be hot \[6\]. If however one has $\frac{M}{T_f} \gg 1$ at the decoupling, then the dark matter is non-relativistic and is called cold dark matter. Is should be noted that a case of dark matter, between the two previous ones, could exist and is referred to as warm dark matter \[6\].

1.2.5 Complex dark matter

One usually argues that non-baryonic dark matter must be made of one specific particle like the WIMP (see Section \[2.3\]) but one could imagine a Universe consisting of dark matter as complex as ordinary matter \[23\]. In this case, one is not constrained by single-type dark matter: it can be composed of two, three or even many more different particles. Actually, there exists a theory which claims the existence of dark matter that is a reflection of our matter. It is naturally called mirror dark matter.

It was initially suggested by Yang and Lee in 1956 in order to reconcile the principle of relativity with the parity violation of weak interactions \[24\]. Indeed an important characteristic of this mirror dark matter is that only right-handed particles can interact through the weak interaction whereas it only concerns left-handed particles for ordinary matter \[25\]. This property aim to restore the parity symmetry in physical laws. This model thus requires that our Universe is separated into two sectors: the visible one consisting of the ordinary particles and the hidden one consisting of mirror dark matter \[25\]. The sole link between these two sectors is of gravitational nature \[25\]. Thereby, if for instance a quark interacts with a photon, this gauge boson cannot interacts with a mirror quark and vice versa. The interactions between mirror dark matter and mirror gauge bosons unfold exactly in the same way as those between the gauge bosons and ordinary matter. It follows

---

4. The helicity of a particle is defined as the projection of the angular momentum $\vec{J}$ onto the momentum $\vec{p}$ but since $\vec{J} = \vec{L} + \vec{S}$ with $\vec{L}$ and $\vec{S}$ respectively the orbital momentum and the spin, it amounts to considering the projection of $\vec{S}$ onto $\vec{p}$ for the helicity. Then a particle is said to be right-handed if its helicity is positive and left-handed in the opposite case.
that in the manner of the processes which lead to the formation of complex structures such as atoms or molecules or even planets and stars, the mirror world contains mirror atoms or mirror molecules or mirror planets and mirror stars \[25\].
Chapter 2

The $\Lambda$CDM model

The $\Lambda$CDM model is the current cosmological model. CDM stands for cold dark matter whereas $\Lambda$ denotes the cosmological constant or the dark energy, a mysterious repulsive force responsible for the acceleration of the expansion of the Universe.

Why was cold dark matter introduced? In the beginning of the 1980s, one had already become aware of the existence of anisotropies in the Cosmic Microwave Background (CMB) \(^1\) since they were supposed to be the manifestation of seeds that develop to yield the structures one currently observes \(^2\). At the same time, hot dark matter was thought to be the right model of dark matter \(^2\). However, with this type of dark matter one should have expected to measure relatively high temperature fluctuations in the CMB. Indeed in a hot dark matter model, structures would form through a top-down approach \(^2\), that is superclusters would form first and then, by a fragmentation process, all smaller structures would be obtained. Small-scale fluctuations are smoothed out by the free streaming relativistic particles (hot dark matter), thus there only remains large-scale fluctuations which are responsible for the formation of superclusters. Since these large fluctuations were not detected, one switched from the hot to the cold dark matter scenario. With cold dark matter, the predicted fluctuations from the CMB were observed by several space missions such as COBE, WMAP or more recently, by the Planck satellite.

As for the cosmological constant $\Lambda$, it was introduced in the CDM model (and thus reintroduced in the Einstein equations) since one has discovered the acceleration of the Universe expansion. Indeed, in 1998, Riess et al. observed, by analysing ten type-Ia supernovae at a given redshift, that the luminosity distance \(^3\) of the latter was larger than expected \(^3\). These results could not be explained in a matter-dominated Universe but were consistent with a cosmological model where $\Lambda$ was higher than zero \(^3\).

Various predictions of the $\Lambda$CDM model were observed on large scales, demonstrating the success of this theory. One can cite a few of them \(^3\): polarization and anisotropies of the CMB (in agreement with the Planck data), baryon acoustic oscillations (BAO), gravitational lensing and large-scale galaxy distribution. The phenomenon of BAO \(^2\) results from the fact that, at some point (before the matter-radiation decoupling), a

\(^1\) The CMB anisotropies were actually predicted in 1967 by Silk \(^2\).
\(^2\) The hot and cold terms were introduced by Joel Primack and Dick Bond in 1983 \(^2\).
\(^3\) The luminosity distance $d_L$, the apparent magnitude $m$ and the absolute magnitude $M$ are connected through $m - M = -5 + 5 \log_{10}(d_L, \text{pc})$, where the subscript $\text{pc}$ indicates that the luminosity distance is expressed in parsecs.
primordial density fluctuation starts to collapse but not completely since by reducing its volume, it increases its density and its temperature. The radiation pressure is therefore large enough to counterbalance the collapse by repelling the matter. As a consequence the density and the temperature drop, the collapse can thus start again, etc. This oscillatory motion is defined as the baryon acoustic oscillation. The BAO stops as soon as the matter-radiation decoupling occurs since, starting from this moment, the photons do not interact with the matter anymore and thereby cannot push the matter outward. Consequently, the matter can eventually collapse to form structures.

2.1 The FLRW metric

In general relativity, it is known that a body, through its energy, locally distorts spacetime. The way it modifies the geometry of spacetime is given by the key equation of the general relativity, namely, the Einstein equation [32]:

\[ R_{\mu\nu} - \frac{1}{2}g_{\mu\nu}R + g_{\mu\nu}\Lambda = 8\pi GT_{\mu\nu} \] (2.1)

where \( R_{\mu\nu} \) is the Ricci tensor, \( g_{\mu\nu} \) the metric tensor, \( R \) the scalar curvature, \( \Lambda \) the cosmological constant, \( G \) the gravitational constant and \( T_{\mu\nu} \) the energy-momentum tensor.

The Einstein tensor \( G_{\mu\nu} \equiv R_{\mu\nu} - \frac{1}{2}g_{\mu\nu}R \) describes how spacetime is curved whereas the right-hand side of (2.1) represents the energy-momentum content responsible for this curvature.

In cosmology, there is an important assumption one makes, namely, the cosmological principle. It assumes that the observable Universe is homogeneous (the Universe is the same at any place) and isotropic[4](the Universe is the same, whatever the direction in which one observes) on large scales. Actually, this principle is based on the Copernican principle, stating there is no privileged position in the Universe (it arises from Copernicus’s heliocentrism) [27]. Thereby, by extrapolating this principle, one can conclude that, from our position or from another one in the Universe, one is supposed to observe the same phenomena [27]. Nowadays, this principle seems to be verified.

The Einstein equations correspond to a set of non-linear differential equations in which the unknown is the metric tensor \( g_{\mu\nu} \). For an homogeneous and isotropic spacetime, the metric is given by the Friedmann-Lemaître-Robertson-Walker (FLRW) equation [33]:

\[ ds^2 = dt^2 - a^2(t) \left[ \frac{dr^2}{1 - kr^2} + r^2 d\theta^2 + r^2 \sin^2 \theta d\phi^2 \right] \] (2.2)

where \((t, r, \theta, \phi)\) are the comoving coordinates, \(a(t)\) is the scale factor and \(k\) is a parameter that characterizes the curvature of the Universe \((k = -1, 0, 1\) denotes an hyperbolic, a flat and a spherical space respectively (see Fig. 2.1). The metric tensor therefore takes the following form:

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & -a^2 r^2 & 0 & 0 \\
0 & 0 & 1/kr^2 & 0 \\
0 & 0 & 0 & -a^2 r^2 \sin^2 \theta
\end{pmatrix}
\] (2.3)

4. The isotropy of the Universe at every point implies its homogeneity.
It is important to note that the ΛCDM model is based on the assumption that general relativity is applicable on cosmological scales \[27\]. One only tested general relativity on galactic scales, thereby it is possible that this theory suffers from some shortcoming at larger distances. In this case one should appeal to an alternative theory such as MOND (Modified Newtonian Dynamics) for instance. Invented in 1983, one owes this conceptually simple theory to Milgrom \[35\]. Indeed it consists in modifying Newton’s second law ($\vec{F} = m\vec{a}$) by introducing a new function $f(\frac{|\vec{a}|}{a_0})$ in it such that

$$
\begin{cases}
F = mf \left( \frac{a}{a_0} \right) a = ma & \text{with } f \left( \frac{a}{a_0} \right) = 1 \text{ if } a \gg a_0, \\
F = mf \left( \frac{a}{a_0} \right) a = m\frac{a^2}{a_0} & \text{with } f \left( \frac{a}{a_0} \right) = \frac{a}{a_0} \text{ if } a \ll a_0,
\end{cases}
$$

where $a_0 \sim 1.2 \cdot 10^{-10}$ m/s$^2$ \[28\]. One therefore notes that for high accelerations, one recovers Newton’s law but for lower acceleration the latter formula is slightly modified.

This alternative theory is supposed to explain what one observes without bringing dark matter into play. Indeed, MOND naturally explains the flat trend in galaxy rotation curves as well as the Baryonic Tully-Fisher Relation\[5\] for instance \[27\]. Nevertheless,

---

5. The Tully-Fisher relation is an empirical correlation between the luminosity (or stellar mass) and
Although this model is successful at small scales, it remains incapable of explaining what one observes at larger scales such as in galaxy clusters (Bullet cluster for example) unless one invokes a significant additional neutrino content which is equivalent to involving some dark matter in this dark-matterless theory [27]. Since the ΛCDM model is effective at large scales but encounters some problems at small scales (see Section 2.4), a certain complementarity can be emphasized between this model and MOND. Thereby, one could combine both these theories as in [38] into a new one in which each of both theories is utilized on scales where it is the most appropriate.

Furthermore, it should be noted that, in its original form, MOND had two main defects: it did not satisfy the energy, momentum and angular-momentum conservation and was not consistent with general relativity [28]. Thanks to Milgrom and Bekenstein [39], the first problem was resolved in 1984, with AQUAL (Aquadratic Lagrangian), a theory based upon a Lagrangian [40]. Moreover, contrary to MOND, it respects the weak equivalence principle [28], that is the inertial mass is proportional to the gravitational mass and thus all objects identically fall when they are subject to the same gravitational field. Then, an attempt to correct the second default was RAQUAL (Relativistic AQUAL) but could not, among others, explain gravitational lensing as one observes it. This is not before 2004, that a relativistic extension of MOND theory, coherent with general relativity, was developed by Bekenstein [40]. In addition, this Tensor-Vector-Scalar (TeVeS) modified gravity yields MOND theory in the weak-gravitational-field approximation.

### 2.2 Density parameters

If one considers the Universe as an ideal fluid in a homogeneous and isotropic spacetime one obtains [32] $T^\mu_\nu = \text{diag}(\rho(t), -p(t), -p(t), -p(t))$ with $\rho$ and $p$, the density and the pressure respectively. Then considering the fact that $g_{\mu\nu}$ is given by (2.3), one can derive, via (2.1), two equations for the scale factor $a(t)$ [33, 32]:

$$\left(\frac{\dot{a}}{a}\right)^2 + \frac{k}{a^2} = \frac{8\pi G}{3} \rho + \frac{\Lambda}{3} \quad (2.4)$$

from the temporal part ($\mu = \nu = 0$) of (2.1) and

$$2\ddot{a} + \left(\frac{\dot{a}}{a}\right)^2 + \frac{k}{a^2} = -8\pi G p + \Lambda \quad (2.5)$$

from the spatial part ($\mu = \nu = i$) of (2.1).

By subtracting (2.4) from (2.5) one obtains

$$\frac{\ddot{a}}{a} = -\frac{4\pi G}{3} (\rho + 3p) + \frac{\Lambda}{3} \quad (2.6)$$

the rotation velocity of spiral galaxies. This relationship is well-fitted with a power law but does not behave as a single power law at low luminosities and velocities since the influence of cold gas becomes important [36]. Therefore, in order to take this contribution into account, one can use the Baryonic Tully-Fisher Relation which, as indicated, considers the mass of baryons and not just the mass of stars [35]. This new relationship yields, for the baryonic mass, a dependence in the fourth power of the rotation velocity [37].
2.2. DENSITY PARAMETERS

Equations (2.4) and (2.6) are known as the Friedmann equations.

One defines the critical density \( \rho_c \) as the density for a flat model without cosmological constant and with the same expansion rate \( H \equiv \dot{a}/a \) as currently. Therefore, from the Friedmann equation (2.4), with \( k \) and \( \Lambda \) vanishing, one finds

\[
\rho_c = \frac{3H_0^2}{8\pi G}.
\]

where the subscript 0 denotes the present time. Then one defines the current density parameters for the matter, the radiation and the vacuum as

\[
\Omega_{m,0} \equiv \frac{\rho_{m,0}}{\rho_c}, \quad \Omega_{r,0} \equiv \frac{\rho_{r,0}}{\rho_c}, \quad \Omega_\Lambda \equiv \frac{\rho_\Lambda}{\rho_c}.
\]  

(2.7)

One can show [22] that the Friedmann equation (2.4) can be rewritten as

\[
H^2(a) = H_0^2 \left[ \Omega_{r,0} \left( \frac{a_0}{a} \right)^4 + \Omega_{m,0} \left( \frac{a_0}{a} \right)^3 + \Omega_{k,0} \left( \frac{a_0}{a} \right)^2 + \Omega_\Lambda \right].
\]  

(2.8)

where one defined \( \Omega_{k,0} \equiv -\frac{k}{a_0 H_0^2} \).

As a consequence, if one looks at (2.8) today, one obtains

\[
\Omega_{r,0} + \Omega_{m,0} + \Omega_{k,0} + \Omega_\Lambda = 1
\]  

(2.9)

Instead of \( \Omega \), one usually utilizes \( \Omega h^2 \) with \( h \) defined such that the Hubble constant \( H_0 \) is expressed as \[33 \] \( H_0 \equiv 100h \text{ km s}^{-1} \text{ Mpc}^{-1} = 2.1332h \cdot 10^{-42} \text{ GeV}. \) The most recent values provided by the Planck satellite data (\( 1\sigma \) error) for the density parameters are [41]:

\[
\begin{align*}
\Omega_{m,0} &= 0.3089 \pm 0.0062, \quad \rho_{b} h^2 = 0.02230 \pm 0.00014, \\
\Omega_{\text{CDM}} h^2 &= 0.1188 \pm 0.0010, \quad \Omega_\Lambda = 0.6911 \pm 0.0062
\end{align*}
\]  

(2.10)

with \( \Omega_b \) and \( \Omega_{\text{CDM}} \) respectively the baryon and the dark matter density parameter.

From the black body spectrum and the temperature of the CMB, the radiation density is estimated as [32]

\[
\Omega_{r,0} h^2 \sim 10^{-5}
\]  

(2.11)

The data from the Planck mission [41] yield \[11 \] \( H_0 = 67.74 \pm 0.46 \text{ km s}^{-1} \text{ Mpc}^{-1}. \) One thus obtains the following values for the baryon and the dark matter density parameters:

\[
\begin{align*}
\Omega_b &= 0.0485976 \pm 0.0004494, \quad \Omega_{\text{CDM}} = 0.258896 \pm 0.002800
\end{align*}
\]  

(2.12)

One can therefore observe that to reach such a value for \( \Omega_{m,0} \), the baryon density, which contains the visible and the dark matter (MACHOs), is lower than that required. A non-baryonic dark matter is thus necessary to explain this value. Thereby, by analysing

---

6. Actually, a more recent value was obtained by the Hubble Space Telescope, namely \( H_0 = 71.9^{+2.4}_{-2.0} \text{ km s}^{-1} \text{ Mpc}^{-1} \) [42]. Nevertheless, we still use the Hubble constant calculated by the Planck satellite in order to remain coherent since we utilize parameter densities from Planck data.
the CMB, one proved in a cosmological way that dark matter must essentially be non-baryonic and constitute about 85% of the total matter density of the Universe. The value of $\Omega_k$ found by Planck is \[41\]
\[\Omega_k = 0.0008^{+0.0040}_{-0.0039}\] (2.13)
One therefore cannot establish the sign of the curvature of the Universe but given the value of $\Omega_k$, one can consider that one lives in a nearly flat Universe. Starting from now, for the rest of this thesis, when we will mention dark matter, it will implicitly refer to non-baryonic dark matter.

2.3 WIMPs

At present the most accepted representative of cold dark matter is the Weakly Interacting Massive Particle (WIMP). This exotic stable (or long-lived) neutral massive particle obviously interacts gravitationally with ordinary matter but also through the weak interaction. Moreover, since this particle is not confined in atoms or nuclei, it cannot be implied in a process ruled by strong interaction \[11\].

It can be demonstrated (see Section 3.2) that the WIMP freeze-out or relic density $\Omega_{\text{WIMP}}$ can be expressed as follows \[43\]:
\[\Omega_{\text{WIMP}} \sim 10^{-10} \text{ GeV}^{-2} <\sigma v_{\text{rel}}>\] (2.14)
and that the thermally averaged annihilation cross section $<\sigma v_{\text{rel}}>$ can be written as \[43\]
\[<\sigma v_{\text{rel}}> \sim \frac{\alpha^2}{M_{\text{weak}}^2}\] (2.15)
with $\sigma$ the annihilation cross section, $v_{\text{rel}}$ the relative velocity between the interacting particles, $\alpha$ the weak coupling constant and $M_{\text{weak}}$ the weak scale mass. A typical value for electroweak cross section is $<\sigma v_{\text{rel}}> \sim 10^{-9} \text{ GeV}^{-2}$ \[43\] which yields $\Omega_{\text{WIMP}} \sim 0.1$.

The relic density is therefore of the same order as the dark matter abundance given by the Planck data \[2.12\]. Thus one notes that this astonishing coincidence naturally arises from the weak nature of the WIMPs \[44\]. The latter result, known as the WIMP miracle, is the major reason for which the WIMP model is so seductive.

2.4 Small-scale problems

Despite the aforementioned successes of the $\Lambda$CDM model, some of its predictions are problematic at small scales. Indeed, the $\Lambda$CDM model is efficient at large scales but encounters some issues at galactic or lower scales. These main problems are

- the *cusp-core* problem \[45\]: dissipationless (without collisions between dark matter particles) N-body simulations indicate that the CDM halo density in the inner part
of dwarf or low-surface-brightness\(^7\) galaxies behaves as \(\rho^{-\alpha}\) with \(\alpha \approx 1\) and that the resulting inner profile is rather cuspy (see Fig. 2.2). However, this trend is in contradiction with the inner-core observed profile (see Fig. 2.3).

- the *missing satellite* problem [45]: if, with each dark matter subhalo, one (maybe mistakenly) associates a satellite galaxy [46], then one concludes that N-body simulations predict a larger (by at least one order of magnitude) amount of dwarf galaxies with respect to what is observed in the Milky Way or in the Andromeda galaxy for instance.

- the *too big to fail* problem [45]: From simulations, one obtains that the halo of the Milky Way contains about ten subhalos that are more massive and denser than the observed satellite galaxies. They would thus seem to be too big to fail to form a large amount of stars (thereby, they would be too bright to miss them). The observational issue manifests itself through the fact that one does not detect fast-moving stars in these subhalos contrarily to what is expected.

---

\(^7\) Low-surface-brightness galaxies are interesting for testing dark matter models since the main contribution to their mass is due to dark matter (the mass contribution of the visible content is rather anecdotal) [46].
2.5 A remedy: subdominant dark matter

The small-scale problems evoked in Section 2.4 cannot be explained by the ΛCDM model with a dark matter model like WIMPs, namely a single-type collisionless dark matter interacting weakly. For the purpose of eluding this difficulty, one can appeal to a self-interacting dark matter (SIDM) model, that is, dark matter which has a large scattering cross section with itself [47]. In this model, the density profile of the central region of the dark matter halo tends to be flattened because of the collisions between dark matter particles which transport heat from the hotter outer to the cooler inner parts of the halo [48]. Moreover, scattering is responsible for the randomization of the particle velocities. It should therefore make the inner part of the halo more homogeneous since, in this region, the scattering rate becomes high [49]. SIDM can have a velocity-dependent self-interacting cross section and in doing so, lead to the resolution of some small-scale problems while slightly modifying the results at large scales [50]. In order to obtain such modifications of the dark matter halo, the self-interaction cross section per unit mass \( \sigma/m_X \) must be [48]

\[
\frac{\sigma}{m_X} \sim 1 \text{ barn/GeV} = 2.57 \cdot 10^3 \text{ GeV}^{-3}
\]  

Therefore one cannot model self-interacting dark matter with a WIMP since its weak scale mass and cross section are of order 100 GeV-1 TeV and 1 picobarn respectively. Thus

\[
\frac{\sigma}{m_X} \sim 10^{-14}-10^{-15} \text{ barn/GeV}
\]

which is much too small.

One simple extension of the SIDM which allows to obtain sufficiently large cross section considers that SIDM can interacts through a new force non-necessarily limited to the
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dark sector (it could couple to the photon for instance). This force is mediated by a light 
($m_{\phi} = 1\text{-}100 \text{ MeV}$) vector (or spin-1) gauge boson $\phi_{\mu}$ \[^{38}\]. This is a sort of electromagnetic 
interaction (the gauge group of which is $U(1)_{\text{em}}$), thereby implying that dark matter is 
charged under the gauge group of this dark interaction (one considers fermionic dark 
matter). One is thus in the presence of composite dark matter (made of $X$, $\bar{X}$ and $\phi_{\mu}$). 
The corresponding interaction term that intervenes in the Lagrangian density is \[^{48}\] 

$$
\mathcal{L}_{\text{int}} = g_{X} \bar{X} \gamma^{\mu} X \phi_{\mu} 
$$

(2.18)

where $g_{X}$ is defined as $\alpha_{X} = \frac{g_{X}^{2}}{4\pi}$ with $\alpha_{X}$ the coupling constant of the new dark interaction. 

In general, with such a light particle, self-interactions depend on the velocity and thus, 
in the manner of Rutherford scattering ($\propto v^{-4}$), one can neglect self-interactions for high 
velocity but they are dominant for small ones \[^{50}\]. An expression for the cross section 
can be found in the approximation of small velocities \[^{18}\]: 

$$
\sigma \approx 50 \text{ barn} \left( \frac{\alpha_{X}}{0.01} \right)^{2} \left( \frac{m_{X}}{10 \text{ GeV}} \right)^{2} \left( \frac{10 \text{ MeV}}{m_{\phi}} \right)^{4} 
$$

(2.19)

In the case of asymmetric SIDM, only the dark matter particle $X$ is present nowadays. The 
scattering is therefore repulsive since self-interactions are only between two $X$ particles. 
However, in the symmetric case, since both the $X$ particle and the $\bar{X}$ antiparticle are 
present, one can have repulsive and attractive scattering. 

Besides scattering, annihilation into $\phi_{\mu}$ particles can also occur (leading to relic density). 
Moreover, direct and indirect detection can be possible if $\phi_{\mu}$ also interacts with charged 
baryonic particles \[^{50}\]. All these situations are depicted in Fig. 2.4.

![Feynman diagrams](image)

Figure 2.4 – Feynman diagrams (from \[^{50}\]) for the self-interaction (which is mediated by $\phi_{\mu}$) between $X$ particles, for the annihilation (by exchanging a $X$ particle) of $X$ with its 
antiparticle $\bar{X}$ and for the interaction between a fermionic dark matter particle $X$ and an 
ordinary fermion $f$ via $\phi_{\mu}$.

Another example of a composite SIDM model is considered in \[^{51}\]. In this article, Cline et al. 
worked on the basis that nuclei and atoms (from the visible world) have a large cross section. Indeed, for the nuclei, it is explained by the fact that nuclei interact through the
nuclear force\footnote{As for the atoms, it results from their large area. Thus, in the manner of mirror dark matter (not exactly since, for instance, the mass of the dark electron will be higher than that of the visible one\cite{51}), one can postulate the existence of dark nuclei and atoms in order to reach sufficiently large self-interacting cross section.}

Finally, as a last model, which will be of interest for the rest of this manuscript, one can mention the Partially Interacting Dark Matter (PIDM) model\cite{52}. It consists in self-interacting dark matter but not for the whole dark matter content: it only concerns a small fraction of the total amount of dark matter while the rest remains the traditional cold collisionless dark matter. In fact, since it has cross section similar to that of baryon-baryon interactions, one considers that this subdominant component (which is referred to as PIDM) can amount up to the proportion of baryonic matter compared to dark matter, that is it constitutes about 5\% to 15\%\cite{52}.

The specific case dealt in\cite{52} is Double-Disk Dark Matter (DDDM). It corresponds to a portion of PIDM which is energy dissipative. Dissipation of energy is possible by postulating an interaction with a massless (or nearly so) dark $U(1)$ gauge boson analogous to the photon\cite{52}. According to the DDDM model the energy dissipation sufficiently cools dark matter so that it eventually ends into a dark rotating disk.

Previous bounds on self-interacting dark-matter cross sections do not directly concern PIDM since these bounds were for a model in which the whole dark matter was self-interacting but in a PIDM model, the small amount of self-interacting dark matter can have a large interaction without actually altering what one observes\cite{23}. The bound computed for DDDM is\cite{52}

$$\epsilon \equiv \frac{M_{\text{disk}}^\text{DDDM}}{M_{\text{gal}}^\text{DM}} \lesssim 0.05$$

(2.20)

with $M_{\text{disk}}^\text{DDDM}$ and $M_{\text{gal}}^\text{DM}$ the mass of DDDM in the Milky Way disk and the mass of all dark matter in the Milky Way respectively.

One can also define the portion of self-interacting dark matter as\cite{52}

$$\epsilon_\Omega \equiv \frac{\Omega_{\text{PIDM}}}{\Omega_{\text{DM}}}$$

(2.21)

where $\Omega_{\text{PIDM}}$ and $\Omega_{\text{DM}}$ are respectively the PIDM and the total dark-matter energy density.

Moreover, since one considers that the proportion of different type of matter in our galaxy is similar to those in the Universe\cite{52}, then one can approximate $\epsilon_\Omega$ by

$$\epsilon_\Omega \approx \frac{M_{\text{gal}}^\text{PIDM}}{M_{\text{gal}}^\text{DM}}$$

(2.22)

with $M_{\text{gal}}^\text{PIDM}$, the PIDM mass in the Milky Way.
Since about one-third of baryonic matter is located in the galactic disk [23], if DDDM concentrates in the same way as baryonic matter (that is DDDM constitutes one-third of PIDM), then one has $M_{\text{PIDM}}^{\text{gal}} \approx 3M_{\text{DDD}}^{\text{disk}}$ which is equivalent to

$$\epsilon_\Omega \approx 3\epsilon$$  \hspace{1cm} (2.23)

which means that about one-third of PIDM is in the disk.

On the other hand, if, as evoked above, PIDM constitutes about 5% of dark matter, one thus obtains that

$$\epsilon_\Omega \approx \epsilon$$  \hspace{1cm} (2.24)

that is, almost all of PIDM is in the disk.

In Chapter 4 we drew our inspiration from the PIDM model and thereby want to determine the characteristics of subdominant dark matter so that it accounts for 5% to 15% of the total dark-matter abundance.
Chapter 3

Relic Density

We want to compute the abundance of dark matter that currently fills our Universe. As stated in Section 1.2.4, the relic abundance arises from the fact that at a given moment, the interaction rate $\Gamma$ is of the same order as the expansion rate $H$, which implies that there is no interactions between the particles in question anymore. The abundance of these particles literally freezes out. However, the transition between the equilibrium situation and the moment when $\Gamma = H$ is not abrupt. Actually, when $\Gamma > H$, the particles are in equilibrium with the thermal plasma so that one has as much annihilation as creation of these particles which means that there is no net production or destruction of particles. Nevertheless, as the Universe expands the temperature and thus the energy of the photons and the particles that are in equilibrium with them diminishes. As a consequence, at some point, the energy of $X$ particles will be inferior to the rest mass energy of the dark-matter particles they used to produce. Starting from this moment the reaction only occurs in one direction: the equilibrium is shifted towards the $X$ particle production. Thereby, the particle number density starts to decrease (so it becomes more and more difficult for a particle to find a partner with which it can interact) until $\Gamma \leq H$ when it remains constant. Thus, in order to describe the evolution of the particle number density in a out-of-equilibrium situation, one has to resort to the Boltzmann equation.

3.1 The Boltzmann equation

In this section we will derive the usual expression for the Boltzmann equation.

The evolution of the phase space distribution function $f(p^\mu, x^\mu)$ is given by the Boltzmann equation \[33\]:

$$\hat{L}[f] = C[f]$$

(3.1)

with $\hat{L}$ the Liouville operator, which describes the variation of $f$, and $C$ the collision operator.

In its traditional non-relativistic form the Liouville operator is expressed as \[33\]

$$\hat{L}_{NR} = \frac{d}{dt} + \frac{\partial}{\partial t} + \frac{d\vec{x}}{dt} \cdot \vec{\nabla}_x + \frac{d\vec{v}}{dt} \cdot \vec{\nabla}_v = \frac{\partial}{\partial t} + \frac{\vec{p}}{m} \cdot \vec{\nabla}_x + \vec{F} \cdot \vec{\nabla}_p$$

(3.2)
with the rest mass $m$ and the force $\vec{F}$ such that $\vec{F} = \frac{d\vec{p}}{dt} = \frac{d(m\vec{v})}{dt}$. In general relativity, the extension of the Liouville operator $\hat{L}_{\text{NR}}$ takes the form (see Appendix A)

$$\hat{L} = p^\alpha \frac{\partial}{\partial x^\alpha} - \Gamma^\alpha_{\beta\gamma} p^\beta \frac{\partial}{\partial p^\alpha}$$ (3.3)

In the FLRW metric (2.2), $f$ does not depend on $x^i$ (homogeneity). Therefore, $f(p^\mu, x^\mu) = f(E,t)$ (or $f(|p^i|, t)$), which means that it is enough to consider only $\alpha = 0$ in the Eq. (3.3). Therefore, the formulation of $\hat{L}$ in this metric is (see Appendix A)

$$\hat{L}[f(E,t)] = E \frac{\partial f}{\partial t} - \frac{\dot{a}}{a} |p|^2 \frac{\partial f}{\partial E}.$$ (3.4)

By definition

$$dn(t) = f(E,t) g \frac{d^3 x d^3 p}{(2\pi)^3}$$ (3.5)

where $n$ is the proper number density of particles and $g$ represents the number of internal degrees of freedom (or equivalently, the number of spin states of the particle).

Thus, knowing that the number of particles is $N = \int dn$, the proper volume is $V = \int d^3 x$ and that the proper number density can be expressed as $n(t) = \frac{N}{V}$, we have

$$n(t) = \frac{1}{V} \int f(E,t) g \frac{d^3 x d^3 p}{(2\pi)^3} = \frac{g}{(2\pi)^3} \int d^3 p f(E,t)$$ (3.6)

We can therefore express the Boltzmann equation in the following way (see Appendix A) for the species of interest $\chi$:

$$\frac{dn_\chi}{dt} + 3\frac{\dot{a}}{a} n_\chi = \frac{g_\chi}{(2\pi)^3} \int \frac{d^3 p_\chi}{E_\chi} C[f]$$ (3.7)

Defining $d\Pi \equiv g \frac{1}{(2\pi)^3} d^3 p$, the right-hand side of (3.7) for the reaction $\chi + a + b + ... \leftrightarrow i + j + ...$, can be written as [33]

$$\frac{g_\chi}{(2\pi)^3} \int \frac{d^3 p_\chi}{E_\chi} C[f] = -\int d\Pi_\chi d\Pi_a d\Pi_b ... d\Pi i d\Pi j ... (2\pi)^4 \delta(4)(p_\chi + p_a + p_b + ... - p_i - p_j - ...) \times \left[ |\mathcal{M}|_{i+j+...\rightarrow \chi+a+b+...}^2 f_a f_b ... f_\chi (1 \pm f_i) (1 \pm f_j) ... 
\right.
\left. - |\mathcal{M}|_{i+j+...\rightarrow \chi+a+b+...}^2 f_i f_j ... (1 \pm f_a) (1 \pm f_b) ... (1 \pm f_\chi) \right]$$ (3.8)

where the Dirac delta function translates the 4-momentum conservation. The “+” sign is for bosons (Bose enhancement) and the “−” sign is for fermions (Pauli exclusion principle).
However these two phenomena can be neglected as explained hereafter, thereby it follows that $1 \pm f \approx 1$.

Then, both invariant amplitudes $f$ in (3.8) can be replaced with $|\mathcal{M}|^2$ by time-reversal invariance. Furthermore, fermions and bosons distributions are supposed to obey Fermi-Dirac and Bose-Einstein statistics respectively but here one will use the Maxwell-Boltzmann distribution to describe the phase space density of both types of particles (thus $f_i(E_i) = e^{-(E_i-\mu)/T}$, with $\mu$ the chemical potential). This assumption is justified by the fact that one focuses only on the study of non-relativistic particles at the decoupling time ($mT \gg 1$).

These hypothesis lead to a new expression for the Boltzmann equation:

$$\dot{n}_\chi + 3Hn_\chi = - \int d\Pi_\chi d\Pi_a d\Pi_b ... d\Pi_i d\Pi_j ... (2\pi)^4 \delta^{(4)}(p_i + p_j ... - p_\chi - p_a - p_b ...) \times |\mathcal{M}|^2 [f_a f_b ... f_\chi - f_i f_j ...]$$

(3.9)

where $n_\chi$ represents the number density of species $\chi$, the dot denotes the derivative with respect to time and $H$, the expansion rate, is defined as $H \equiv \dot{a}/a$.

The second term of the left-hand side of (3.9) has thus a dilution impact which tends to decrease $n_\chi$ because of the expansion of the Universe whereas the right-hand side represents all the collisions between particles (these collisions can lead to an increase or decrease of $n_\chi$).

Next, in order to counter the dilatation $2$ of the proper volume in which $n_\chi$ is measured, one defines the number density of particles $\chi$ per comoving volume:

$$Y \equiv \frac{n_\chi}{s}$$

(3.10)

with $s \equiv \frac{S}{V}$ the entropy density and $S$ the entropy.

Since the entropy per comoving volume is constant ($sa^3 = \text{constant}$), one can show that $\dot{n}_\chi + 3Hn_\chi = s\dot{Y}$. Indeed

$$s\dot{Y} = \dot{n}_\chi - n_\chi \frac{\dot{a}}{a} = \dot{n}_\chi - n_\chi \frac{(a^3)^{\dot{a}}}{a^3} = \dot{n}_\chi + 3n_\chi a^3 a^{-4} \dot{a} = \dot{n}_\chi + 3Hn_\chi$$

(3.11)

Therefore, using the latter relation, the Boltzmann equation (3.9) becomes

$$s\dot{Y} = - \int d\Pi_\chi d\Pi_a d\Pi_b ... d\Pi_i d\Pi_j ... (2\pi)^4 \delta^{(4)}(p_i + p_j ... - p_\chi - p_a - p_b ...) |\mathcal{M}|^2 [f_a f_b ... f_\chi - f_i f_j ...]$$

(3.12)
Then one wants to find a relation between the time \( t \) and the temperature \( T \) in a radiation-dominated Universe. For that, one has to start with the energy density \( \epsilon \). In the same way as one obtained (3.6), one has

\[
\epsilon_i = \frac{g_i}{(2\pi)^3} \int d^3 p_i \ E_i f_i
\]

the energy density of species \( i \).

It can be shown that \( [33] \)

\[
\epsilon_i = \begin{cases} 
\pi^2 g_i T^4 & \text{for bosons} \\
\frac{7}{8} \pi^2 g_i T^4 & \text{for fermions}
\end{cases}
\]

\[
n_i = \begin{cases} 
\zeta(3) g_i T^3 & \text{for bosons} \\
\frac{3}{4} \zeta(3) g_i T^3 & \text{for fermions}
\end{cases}
\]

and

\[
p = \rho/3
\]

in the relativistic limit where \( T \) is the photon temperature and where \( \zeta(3) = 1.20206... \) is the Riemann zeta function \( [54] \)

\[
\zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s}
\]

Thus, for a system of relativistic particles in equilibrium, if one distinguishes bosons from fermions, the energy density of the system is

\[
\epsilon = \sum_i \epsilon_i
\]

\[
= \sum_{i=\text{bosons}} \frac{\pi^2}{30} g_i T^4 + \sum_{i=\text{fermions}} \frac{7}{8} \frac{\pi^2}{30} g_i T^4
\]

\[
= \frac{\pi^2}{30} g_* T^4
\]

(3.15)

with

\[
g_* \equiv \sum_{i=\text{bosons}} g_i \left( \frac{T_i}{T} \right)^4 + \frac{7}{8} \sum_{i=\text{fermions}} g_i \left( \frac{T_i}{T} \right)^4 = \sum_{i=\text{bosons}} g_i + \frac{7}{8} \sum_{i=\text{fermions}} g_i
\]

(3.16)

the effective number of relativistic degrees of freedom \( [22] \) and where the last equality is only valid at the equilibrium.

Then one can utilize the Friedmann equation (2.4) (with \( \epsilon = \rho \simeq \rho_r \) given the relativistic-particle domination) in order to compute \( H \):

\[
\left( \frac{\dot{a}}{a} \right)^2 = H^2 = \frac{8\pi G}{3} \rho = \frac{8\pi G}{3} \frac{\pi^2}{30} g_* T^4
\]

(3.17)
\[ H(T) = \left( \frac{4\pi^3}{45} \right)^{1/2} \frac{g_*^{1/2}}{m_{Pl}} T^2 \simeq 1.66 \frac{g_*^{1/2}}{m_{Pl}} T^2 \]  

(3.18)

with \( m_{Pl} \equiv G^{-1/2} \) the Planck mass.

However during the radiation-dominated epoch, it can be shown that the energy-momentum conservation and the use of Friedmann equations yields that the time \( t \) is related to \( H \) by \( t = \frac{1}{2\pi} \) \( \text{[33]} \). Thus the relation connecting \( t \) and \( T \) is

\[ t = \frac{1}{2} \left( \frac{45}{4\pi^3} \right)^{1/2} \frac{m_{Pl}}{g_*^{1/2}} \frac{T^2}{T^2} \simeq 0.301 \frac{g_*^{-1/2} m_{Pl}}{T^2} = 0.301 \frac{g_*^{-1/2} m_{Pl} \xi^2}{m^2} \]  

(3.19)

where one introduced the dimensionless variable \( \xi \equiv m/T \).

Using (3.19) one finds

\[ dt = 0.602 g_*^{-1/2} \frac{m_{Pl}}{m^2} \xi d\xi \]  

(3.20)

and thus

\[ \dot{Y} = \frac{dY}{dt} = \frac{1}{\xi} \frac{dY}{d\xi} \frac{1}{0.602 g_*^{1/2} \frac{m^2}{m_{Pl}}} \equiv \frac{1}{\xi} \frac{dY}{d\xi} H(m) \]  

(3.21)

where

\[ H(m) \equiv 1.66 g_*^{1/2} \frac{m^2}{m_{Pl}} = H(T) \xi^2 \]  

(3.22)

The latter result, combined with (3.12) yields

\[ \frac{dY}{d\xi} = -\frac{\xi}{H(m) \tilde{m}} \int d\Pi_x d\Pi_y d\Pi_z \cdots (2\pi)^4 \delta^{(4)}(p_i + p_j - p_x - p_y) \times |\mathcal{M}|^2 [f_\chi f_\bar{\chi} - f_x f_{\bar{x}}] \]  

(3.23)

Now one considers the annihilation process of a stable species \( \chi \) into any possible species \( X \) and the reverse one, so \( \chi \bar{\chi} \leftrightarrow X \bar{X} \). Moreover, one considers that there is a symmetry between \( \chi \) and \( \bar{\chi} \), namely one has as many \( \chi \) particles as \( \bar{\chi} \) particles \( \text{[33]} \), thereby \( \mu_\chi = \mu_{\bar{\chi}} = 0 \) \( \text{[33]} \). Thus the phase space density of \( \chi \) and \( \bar{\chi} \) at equilibrium is \( f_{\chi}^{eq} = e^{-E_{\chi}/T} \) and \( f_{\bar{\chi}}^{eq} = e^{-E_{\bar{\chi}}/T} \). The collision term in (3.9) then reduces to

\[ -\int d\Pi_x d\Pi_\chi d\Pi_{\bar{\chi}} d\Pi_{\bar{\chi}} (2\pi)^4 \delta^{(4)}(p_x + p_{\bar{\chi}} - p_{\chi} - p_{\bar{\chi}}) |\mathcal{M}|^2 [f_\chi f_\bar{\chi} - f_x f_{\bar{x}}] \]  

(3.24)

where \( f_x = e^{-(E_{\chi} - \mu_{\chi})/T} \) and \( f_{\bar{x}} = e^{-(E_{\bar{\chi}} - \mu_{\bar{\chi}})/T} \) because one assumed that \( X \) and \( \bar{X} \) are in thermal equilibrium since they can have stronger interaction with other particles than \( \chi \) and \( \bar{\chi} \) \( \text{[33]} \).

Next, due to the delta function, one has the energy conservation \( E_\chi + E_{\bar{\chi}} = E_X + E_{\bar{X}} \) and thus, if one considers \( \mu \ll T \), then \( \mu_\chi \simeq \mu_{\bar{\chi}} \simeq 0 \). Thus one obtains

\[ f_\chi f_{\bar{\chi}} = e^{-(E_{\chi} + E_{\bar{\chi}})/T} = e^{-(E_X + E_{\bar{X}})/T} = f_{\chi}^{eq} f_{\bar{\chi}}^{eq} \]  

(3.25)

which implies that in (3.24), \( [f_\chi f_{\bar{\chi}} - f_x f_{\bar{x}}] = [f_\chi f_{\bar{\chi}} - f_{\chi}^{eq} f_{\bar{\chi}}^{eq}] \).

In addition one has
\[
\frac{n_{\chi}}{n_{eq}} = \frac{f_{\chi}}{f_{eq}} \quad \text{and} \quad \frac{\bar{n}_{\chi}}{\bar{n}_{eq}} = \frac{f_{\bar{\chi}}}{f_{eq}}
\]

Therefore Eq. (3.9) and (3.23) respectively take the following form

\[
\frac{dn_{\chi}}{dt} + 3Hn_{\chi} = -\langle \sigma_{\chi\bar{\chi} \rightarrow XX \nu_{\text{rel}}} \rangle [n_{\chi}^2 - (n_{eq}^\chi)^2]
\]

\[
\frac{dY}{d\xi} = -\xi\langle \sigma_{\chi\bar{\chi} \rightarrow XX \nu_{\text{rel}}} \rangle s \frac{H(m)}{s} (Y^2 - Y_{eq}^2)
\]

with \(n_{\chi}\) the present number density of \(\chi\)'s, \(n_{eq}^\chi\) the number density of \(\chi\)'s when they are in equilibrium, \(Y \equiv n_{\chi}/s = n_{\bar{\chi}}/s\), \(Y_{eq} \equiv n_{eq}^\chi/s = n_{eq}^\bar{\chi}/s\) and where the thermally averaged annihilation cross section is defined as

\[
\langle \sigma_{\chi\bar{\chi} \rightarrow XX \nu_{\text{rel}}} \rangle \equiv (n_{\chi}^{eq})^{-2} \int d\Pi_{\chi} d\Pi_{\bar{\chi}} d\Pi_{X} d\Pi_{\bar{X}} (2\pi)^4 \delta^{(4)}(p_{\bar{\chi}} + p_{\chi} - p_X - p_{\bar{X}}) |\mathcal{M}|^2 e^{-E_{\chi}/T} e^{-E_{\bar{\chi}}/T}
\]

with \(v_{\text{rel}}\) the relative velocity between the interacting particles and \(\langle \rangle\) the thermal average.

Finally, one can note that the final state F is not automatically composed of only two particles. Therefore one can generalize by replacing the previous thermally averaged cross section in (3.26) and (3.27) with \(\langle \sigma_{\chi\bar{\chi} \rightarrow F \nu_{\text{rel}}} \rangle\). Then one can sum over all annihilation channels what results in \(\langle \sigma_{A \nu_{\text{rel}}} \rangle\), the total annihilation cross section. Inserting the latter in (3.26) and (3.27), one obtains

\[
\frac{dn_{\chi}}{dt} + 3Hn_{\chi} = -\langle \sigma_{A \nu_{\text{rel}}} \rangle [n_{\chi}^2 - (n_{eq}^\chi)^2]
\]

\[
\frac{dY}{d\xi} = -\xi\langle \sigma_{A \nu_{\text{rel}}} \rangle s \frac{H(m)}{s} (Y^2 - Y_{eq}^2)
\]

which are the well-known forms of the Boltzmann equation.

### 3.2 Approximate abundance calculation

Let us consider cold relics which are species that decouple when they are non-relativistic. One has

\[
n_{eq} = g \left(\frac{mT}{2\pi}\right)^{3/2} e^{-m/T} = g \left(\frac{\xi T^2}{2\pi}\right)^{3/2} e^{-\xi}
\]

and since the entropy density \(s\) is dominated by that of relativistic particles, one finds

\[
s = \frac{2\pi^2}{45} g_{ss} T^3
\]

where

\[
g_{ss} \equiv \sum_{i=\text{bosons}} g_i \left(\frac{T_i}{T}\right)^3 + \frac{7}{8} \sum_{i=\text{fermions}} g_i \left(\frac{T_i}{T}\right)^3
\]
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is the effective number of degrees of freedom in the entropy [22]. Thus the value of $\xi$ at the decoupling epoch is $\xi_f \gg 1$ and $Y_{eq}$ is given by

$$Y_{eq}(\xi) = \frac{n_{eq}^2}{s} = \frac{45}{(2\pi)^{5/2}} \frac{1}{\pi \, g_v s} \xi^{3/2} e^{-\xi} \approx 0.145 \frac{g_s}{g_v^* s} \xi^{3/2} e^{-\xi}$$

(3.34)

If one uses (3.22), knowing that $\Gamma_A \equiv n_{eq} \langle \sigma_A v_{rel} \rangle$, one can reformulate (3.30) in an interesting way:

$$\frac{dY}{d\xi} = -\frac{\Gamma_A}{n_{eq} H(T) \xi^2} Y_{eq}^2 \left[ \left( \frac{Y}{Y_{eq}} \right)^2 - 1 \right] = -\frac{\Gamma_A}{H(T) \xi} \frac{n_{eq}}{s} \left[ \left( \frac{Y}{Y_{eq}} \right)^2 - 1 \right]$$

(3.35)

$$\Rightarrow \frac{\xi}{Y_{eq}} \frac{dY}{d\xi} = -\frac{\Gamma_A}{H} \left[ \left( \frac{Y}{Y_{eq}} \right)^2 - 1 \right]$$

(3.36)

With this formulation one clearly sees that the variation of species $\chi$ depends on the previously mentioned $\Gamma_A$. Moreover the terms within brackets represent the deviation of $Y$ with respect to its equilibrium value.

In the case of cold dark matter, (3.31) states that $n_{eq} \sim (mT)^{3/2} e^{-m/T}$, thereby $\Gamma$ diminishes because of the exponential in the Maxwell-Boltzmann distribution: $n_{eq}$ is said to be Boltzmann suppressed. However a quick dimensional analysis of (3.36) yields

$$-\frac{\Delta Y}{Y} \sim \frac{\Gamma}{H}$$

(3.37)

As a consequence when $\Gamma \lesssim H$, one concludes that the relative variation of $Y$ has to slow down (since $\Delta Y < 0$) until it becomes negligible when $\Gamma \ll H$.

In an non-relativistic regime, $\langle \sigma_A v_{rel} \rangle$ can be approximated by an expansion in powers of $v^2$ [56]:

$$\langle \sigma_A v_{rel} \rangle = (a + b v^2 + c v^4 + \ldots)$$

$$= a + b \langle v^2 \rangle + c \langle v^4 \rangle + \ldots$$

$$= a + 3b \frac{T}{m} + 15c \left( \frac{T}{m} \right)^2 + \ldots$$

$$= a + 3b \xi^{-1} + 15c \xi^{-2} + \ldots$$

(3.38)

where the calculation of $\langle v^2 \rangle$ and $\langle v^4 \rangle$ is given in Appendix B.

One thus has that each term of $\langle \sigma_A v_{rel} \rangle$ is proportional to $T^n$ where $n = 0$ denotes a $s$-wave annihilation, $n = 1$ denotes a $p$-wave annihilation and so on [57].

After a few steps given in [33] one finds the expression of $\xi_f$ and $Y_\infty$ (defined as $Y(\xi \to \infty)$, the asymptotic value of $Y$):

$$\xi_f = \ln \left[ 0.038(n + 1) \frac{g_s}{g_v^{1/2} m_{Pl}} m \, \sigma_0 \right] - \left( n + \frac{1}{2} \right) \ln \left\{ \ln \left[ 0.038(n + 1) \frac{g_s}{g_v^{1/2} m_{Pl}} m \, \sigma_0 \right] \right\}$$

(3.39)
\[ Y_\infty = \frac{3.79(n + 1)\xi_{n+1}^2}{(g_{ss}/g^*/2)m_{\text{Pl}} m \sigma_0} \] (3.40)

where \( \sigma_0 \) is defined as \( \langle \sigma_A v_{\text{rel}} \rangle \equiv \sigma_0 \left( \frac{T}{m} \right)^n = \sigma_0 \xi^{-n} \) (\( \sigma_0 \) therefore corresponds to the first term in the expansion given in (3.38) which is constant).

The numerical resolution of the Boltzmann equation yields the evolution of the abundance as a function of \( \xi \). This result is depicted in Fig. 3.1.

Using (3.39) and (3.40), one can compute \( Y_\infty \) in the expression of the present number density \( n_\chi = s_0 Y_\infty \), where the subscript 0 denotes the current epoch. Therefore it remains to compute \( s_0 \) which will be done in the following paragraphs.

Because of (3.33) and (3.32), one can compute \( g_{ss,0} \) and \( s_0 \) (with the present photon temperature \( T = 2.73 \text{ K} \simeq 1694.25 \text{ cm}^{-3} \)):

\[
g_{ss,0} = g_{\gamma} + \frac{7}{8} \sum_{\nu} g_{\nu} \left( \frac{T_{\nu}}{T} \right)^3
= 2 + \frac{7}{8} \times 2 \times 3 \times \frac{4}{11}
\approx 3.91
\] (3.41)

where the subscript \( \gamma \) denotes the photon whereas that of neutrinos is indicated by \( \nu \) (with \( \nu = e \) is for electron neutrinos, \( \nu = \mu \) is for muon neutrinos and \( \nu = \tau \) is for tau neutrinos). A photon has two polarization modes, thereby \( g_{\gamma} = 2 \). As for the factor 2 and 3 in the fermion part, they respectively arise from the fact that \( g_{\nu} = 2 \), since neutrinos are spin-\( \frac{1}{2} \) particles, and that one has 3 flavours for the neutrinos. The factor \( \frac{4}{11} \) is the origin of which will be explained just below, results from the conservation of \( sa^3 \), the entropy in a comoving volume in thermal equilibrium, which can be demonstrated via the two first laws of thermodynamics \[33\]. Thus, (3.32) implies

\[ g_{ss} a^3 T^3 \sim \text{constant}. \] (3.42)

while the expansion of the Universe continues.

Around \( T \sim \text{MeV} \), the neutrinos decouple from the thermal bath \[22\]. A short time after that, when \( T \sim m_e \) (\( m_e \) is the electron mass), the photon energy is no longer sufficient to create electron-positron pairs and the equilibrium is then shifted towards photon production. Thus the annihilation process that ensues heats the photons but not the decoupled neutrinos.

---

3. We consider Majorana neutrinos, that is neutrinos which are their own antiparticles.

4. Actually the fermion part of (3.41) should contain \( N_{\text{eff}} \), which is the effective number of neutrinos, instead of the factor 3. Indeed, while the neutrinos decouple, the electrons and positrons start to annihilate despite the fact that the neutrino decoupling is still in process. Therefore a little energy and entropy due to the electron-positron annihilation are provided to the neutrinos. Thereby one obtains \( N_{\text{eff}} = 3.046 \) which implies \( g_{ss,0} = 3.94 \) \[22\].
Indeed one has

\[
\begin{align*}
\text{for } T \gtrsim m_e : & \quad g_{\ast s} = g_\gamma + \frac{7}{8} (g_{e^-} + g_{e^+}) \\
& = 2 + \frac{7}{8} (2 + 2) \\
& = \frac{11}{2} 
\end{align*}
\]

(3.43)

whereas

\[
\begin{align*}
\text{for } T \ll m_e : & \quad g_{\ast s} = g_\gamma \\
& = 2 
\end{align*}
\]

(3.44)

Therefore, using (3.42), one obtains

\[
(aT)^3_{ad} = \frac{11}{4} (aT)^3_{bd} 
\]

(3.45)

where the subscripts \(ad\) and \(bd\) respectively refer to after and before the electron annihilation.

In conclusion, at the present time one has

\[
\left( \frac{T}{T_\nu} \right)^3 = \frac{11}{4} 
\]

(3.46)

since the temperature of the neutrinos has continued to decrease in the same way as the photon temperature would have if the photons were not heated because of the electron annihilation, put another way \(T_\nu \simeq T_{bd}\). Therefore

\[
\begin{align*}
s_0 & = \frac{2 \pi^2}{45} g_{\ast s,0} T^3 \\
& \simeq \frac{2 \pi^2}{45} 3.91 \times 1694.25 \text{ cm}^{-3} \\
& = 2905.83 \text{ cm}^{-3} 
\end{align*}
\]

(3.47)

and then

\[
\begin{align*}
n_{\chi 0} = s_0 Y_\infty & = 2905.83 \text{ Y}_\infty \text{ cm}^{-3} = 1.1013 \times 10^4 \frac{(n + 1) \xi_f^{n+1}}{(g_{\ast s}/g_e^{1/2}) m_{Pl} m(\sigma A v_{rel}) \xi^n} \text{ cm}^{-3} 
\end{align*}
\]

(3.48)

The relic abundance of \(\chi\), \(\Omega_\chi (\rho = mn \text{ in the non-relativistic limit})\) can thus be expressed as

\[
\begin{align*}
\Omega_\chi h^2 = \frac{\rho_{\chi 0}}{\rho_c} h^2 & = \frac{m_n Y_{\nu 0} h^2}{\rho_c} = 1.0467 \times 10^9 \frac{(n + 1) \xi_f^{n+1}}{(g_{\ast s}/g_e^{1/2}) m_{Pl} (\sigma A v_{rel}) \xi^n} \text{ GeV}^{-1} 
\end{align*}
\]

(3.49)

It is interesting to note that the relic abundance is proportional to the inverse of the thermally averaged annihilation cross section, which means that the higher the interaction rate, the lower the relic abundance.
Figure 3.1 – This representation from [58] gives the evolution of $Y$ in terms of $\xi$. When $\xi < 1$ (outside of the graph), the particles are relativistic and thus $n \sim T^3$ which implies $Y \sim \text{constant}$. When $\xi > 1$, one notes that if the particles were still in equilibrium with the thermal bath (solid line), then, as stated before, the abundance would be Boltzmann suppressed (see (3.31)) and thus the current relic abundance would be insignificant. However, in reality, $Y$ deviates (dashed line) from $Y_{\text{eq}}$ when $\Gamma \sim H$ (at the inflection point). Before and after this inflection point one respectively has $\Gamma \gtrsim H$ and $\Gamma \lesssim H$. Furthermore, as one can observe, the relic abundance is lower for increasing $\langle \sigma v_{\text{rel}} \rangle$. Indeed the higher $\langle \sigma v_{\text{rel}} \rangle$, the higher $\Gamma$ thereby, the inflection point is shifted towards the right of the graph. Physically speaking, if the interaction rate is large, then although the Universe expands, the particles can still interact (therefore the annihilation makes the abundance decrease) until the expansion is sufficiently important.
3.2. APPROXIMATE ABUNDANCE CALCULATION

3.2.1 Results

We tested the formula (3.49) to compute the relic abundance of WIMPs, which has to be approximately equal to $\Omega_{\text{CDM}} \simeq 25.89\%$ ($\Omega_{\text{CDM}} h^2 \simeq 11.88\%$). Using $n = 0$ (thus $\langle \sigma_A v_{\text{rel}} \rangle$ is independent of $T$ and then it is also the case for $\Omega_\chi h^2$), $g = 2$ (if WIMPs are fermions for instance) and

$$\langle \sigma_A v_{\text{rel}} \rangle \simeq 3 \cdot 10^{26} \text{cm}^3/\text{s} \simeq 1 \text{ picobarn} = 2.5682 \cdot 10^{-9} \text{GeV}^{-2}.$$  \hfill (3.50)

We obtained the following results for different values of $m$ (see Tab. 3.1 and Tab. 3.2), with $g_*$ and $g_{ss}$ equal at the epoch when the dark-matter particles freeze out (see Fig. 3.2).

![Graph showing the evolution of $g_*$ and $g_{ss}$ as a function of the temperature of the Universe.](image)

Figure 3.2 – Graph from [22] displaying the evolution of $g_*$ and $g_{ss}$ as a function of the temperature of the Universe. One notes that $g_*$ and $g_{ss}$ remain equal until the neutrino decoupling occurs.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\xi_f$</th>
<th>$T_f$</th>
<th>$g_*$</th>
<th>$\Omega_\chi h^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 GeV</td>
<td>22.38</td>
<td>4.47 GeV</td>
<td>86.25</td>
<td>8.05%</td>
</tr>
<tr>
<td>1 TeV</td>
<td>24.64</td>
<td>40.59 GeV</td>
<td>86.25</td>
<td>8.86%</td>
</tr>
<tr>
<td>10 TeV</td>
<td>26.79</td>
<td>373.25 GeV</td>
<td>106.75</td>
<td>8.66%</td>
</tr>
<tr>
<td>100 TeV</td>
<td>29.06</td>
<td>3441.71 GeV</td>
<td>106.75</td>
<td>9.39%</td>
</tr>
</tbody>
</table>

Table 3.1 – Computation of relic abundances in the case of an $s$-wave annihilation.

We notice that the relic abundance remains under the upper limit $\Omega_{\text{CDM}} h^2$ even for the most massive particles. However, in a recent article [59], it is stated that $\xi_f$ is comprised...
between 30 and 40 which suggests that the expression of $\xi_f$ in (3.39) is not adequate in the sense that it may be too approximative. Following these considerations, we obtained the right abundance for the following values of the parameters in a $s$-wave annihilation case (see Tab. 3.3). As for the $p$-wave annihilation case, the values of $\Omega_\chi h^2$ remains still negligible with the new range of $\xi_f$ (see Tab. 3.4).

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\xi_f$</th>
<th>$T_f^*$</th>
<th>$g_*$</th>
<th>$\Omega_\chi h^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 GeV</td>
<td>52.31</td>
<td>1.91 GeV</td>
<td>75.75</td>
<td>4.94·10^{-12}%</td>
</tr>
<tr>
<td>1 TeV</td>
<td>56.74</td>
<td>17.63 GeV</td>
<td>86.25</td>
<td>5.45·10^{-13}%</td>
</tr>
<tr>
<td>10 TeV</td>
<td>67.50</td>
<td>163.45 GeV</td>
<td>96.25</td>
<td>6.00·10^{-14}%</td>
</tr>
<tr>
<td>100 TeV</td>
<td>65.64</td>
<td>1523.54 GeV</td>
<td>106.75</td>
<td>6.55·10^{-15}%</td>
</tr>
</tbody>
</table>

Table 3.2 – Computation of relic abundances in the case of a $p$-wave annihilation.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\xi_f$</th>
<th>$T_f^*$</th>
<th>$g_*$</th>
<th>$\Omega_\chi h^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 GeV</td>
<td>30.95</td>
<td>3.23 GeV</td>
<td>75.75</td>
<td>11.88%</td>
</tr>
<tr>
<td>1 TeV</td>
<td>33.03</td>
<td>30.28 GeV</td>
<td>86.25</td>
<td>11.88%</td>
</tr>
<tr>
<td>10 TeV</td>
<td>36.74</td>
<td>272.17 GeV</td>
<td>106.75</td>
<td>11.88%</td>
</tr>
<tr>
<td>100 TeV</td>
<td>36.74</td>
<td>2721.65 GeV</td>
<td>106.75</td>
<td>11.88%</td>
</tr>
</tbody>
</table>

Table 3.3 – Values of the different parameters in the case of an $s$-wave annihilation.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\xi_f$</th>
<th>$T_f^*$</th>
<th>$g_*$</th>
<th>$\Omega_\chi h^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 GeV</td>
<td>40</td>
<td>2.5 GeV</td>
<td>75.75</td>
<td>2.89·10^{-12}%</td>
</tr>
<tr>
<td>1 TeV</td>
<td>40</td>
<td>25 GeV</td>
<td>86.25</td>
<td>2.71·10^{-13}%</td>
</tr>
<tr>
<td>10 TeV</td>
<td>40</td>
<td>250 GeV</td>
<td>106.75</td>
<td>2.43·10^{-14}%</td>
</tr>
<tr>
<td>100 TeV</td>
<td>40</td>
<td>2500 GeV</td>
<td>106.75</td>
<td>2.43·10^{-15}%</td>
</tr>
</tbody>
</table>

Table 3.4 – Values of the different parameters yielding the abundance that is the closest to 11.88% in the case of an $p$-wave annihilation.

We can remark in Tab. 3.3 that we obtained the same $\xi_f$ for both $m = 10$ TeV and $m = 100$ TeV. This is because these two cases display the same value for $g_*$ thus since it is the only parameter which can induce a change in the value of $\Omega_\chi h^2$ at fixed $\langle \sigma_A v_{\text{rel}} \rangle$, thereby, starting from the moment when $g_*$ does not vary anymore, this also holds true for $\xi_f$. Therefore, even a mass such that $m > 100$ TeV yields the right relic abundance.

In conclusion the WIMP miracle already introduced in Section 2.3, is not so miraculous since although we find the right abundance for a typical weak scale mass (100 GeV - 1000 GeV), we obtain the same result for particle even heavier.
3.3 Beyond leading order

In the previous section, one established the formula for the relic abundance of particles. However, the formalism one developed does not allow to compute the thermally averaged annihilation cross section. Thus Eq. (3.49) can be used only for processes the thermally averaged annihilation cross section of which is already known. Therefore, it would be interesting to derive an exact expression for $\langle \sigma v_{\text{rel}} \rangle$, which is the purpose of this section.

One starts with the following well-known result of the quantum field theory [60]:

$$\sigma_{v_{\text{rel}}} = \frac{1}{4E_1E_2} \int \left( \prod_f \frac{d^3p_f}{(2\pi)^32E_f} \right) |\mathcal{M}(k_1k_2 \rightarrow \{p_f\})|^2(2\pi)^4\delta^{(4)}(k_1 + k_2 - \sum_f p_f)$$

where $1, 2$ and $f$ respectively denote the first incident particle, the second incident particle and the final particles. Moreover, for the average of the matrix element $\mathcal{M}$, one averages $|\mathcal{M}|^2$ over the initial spins and sums over the final spins.

One can also write (3.51) as

$$\sigma_{v_{\text{rel}}} = \frac{1}{4E_1E_2} \int d\text{LIPS} \ |\mathcal{M}|^2$$

where $d\text{LIPS}$ (for Lorentz Invariant Phase Space) is written as

$$d\text{LIPS} = (2\pi)^4\delta^{(4)}(k_1 + k_2 - \sum_f p_f) \prod_f \frac{d^3p_f}{(2\pi)^32E_f}$$

Since $\int d\text{LIPS} \ |\mathcal{M}|^2$ is Lorentz-invariant, one can express it by means of Lorentz invariant variables, the Mandelstam variables (see Appendix C). Next, similarly to (3.28), one can define $\langle \sigma v_{\text{rel}} \rangle$ as

$$\langle \sigma v_{\text{rel}} \rangle \equiv \frac{g^2}{(2\pi)^6n_0^2} \int d^3k_1d^3k_2 \ f(E_1)f(E_2) \frac{1}{E_1E_2} w(s)$$

with $n_0 = \frac{g^2}{(2\pi)^3} \int d^3p \ f(E)$ the particle density at the equilibrium and $w(s)$ defined as

$$w(s) \equiv \frac{1}{4} \int d\text{LIPS} \ |\mathcal{M}|^2 = E_1E_2\sigma_{v_{\text{rel}}}$$

where

$$s = (k_1 + k_2)^2 = (k_1^2 + k_2^2 + 2k_1 \cdot k_2) = 2(M^2 + E_1E_2 - |\vec{k_1}| |\vec{k_2}| \cos \theta)$$

is a Mandelstam variable and $M$ and $\theta$ are respectively the mass of the initial particles and the angle between the 3-momenta of the incoming particles in the lab frame.

Contrary to the previous section, one defines $x \equiv \frac{T}{m} \equiv \xi^{-1}$. However, one still neglects the Pauli blocking and the Bose enhancement, which means that $f(E) = e^{-E/T}$ comes down to the Maxwell-Boltzmann distribution.
For a $2 \to 2$ process, \([3.54]\) becomes

\[
\langle \sigma v_{\text{rel}} \rangle = \frac{g^2}{(2\pi)^6 n_0^2} \int d^3k_1 d^3k_2 \ e^{-E_1/T} e^{-E_2/T} \frac{1}{E_1 E_2} w(s) \quad (3.57)
\]

Thus in spherical coordinates, one has

\[
\langle \sigma v_{\text{rel}} \rangle = \frac{g^2}{(2\pi)^6 n_0^2} \int_0^\infty d|\vec{k}| \int_0^\infty d|\vec{k}_2| \frac{|\vec{k}_1|^2 |\vec{k}_2|^2}{E_1 E_2} e^{-E_1/T} e^{-E_2/T} (2\pi)^2 \int_0^\pi d\Theta \sin \Theta \int_0^\pi d\theta \sin \theta \ w(s)
\]

Then, given $|\vec{k}| = \sqrt{E^2 - k^2} = \sqrt{E^2 - M^2}$, one obtains $|\vec{k}|d|\vec{k}| = E dE$ and thus

\[
\langle \sigma v_{\text{rel}} \rangle = \frac{g^2}{8\pi^4 n_0^2} \int_M^\infty dE_1 dE_2 |\vec{k}_1||\vec{k}_2| e^{-E_1/T} e^{-E_2/T} \int_{-1}^1 d\cos \theta \ w(s) \quad (3.58)
\]

Next, for $E_a$ and $|\vec{k}_a|$, with $a = 1, 2$, one can make a change of variables of the form \([61]\)

\[
E_a = M(1 + xy_a) \Rightarrow dE_a = M \ dx y_a
\]

\[
|\vec{k}_a| = M(2x)^{1/2}(y_a + \frac{1}{2} x y_a)^{1/2} \Rightarrow d|\vec{k}_a| = \frac{1}{2} M(2x)^{1/2}(1 + xy_a)(y_a + \frac{1}{2} x y_a)^{-1/2}
\]

Finally $\langle \sigma v_{\text{rel}} \rangle$ can be written as

\[
\langle \sigma v_{\text{rel}} \rangle = \frac{g^2 M^4 x^3 e^{-2/x}}{4\pi^4 n_0^2} \int_0^\infty dy_1 dy_2 \ (y_1 + \frac{1}{2} x y_2)^{1/2}(y_2 + \frac{1}{2} x y_2)^{1/2} e^{-y_1} e^{-y_2} \int_{-1}^1 d\cos \theta \ w(s) \quad (3.62)
\]

where

\[
n_0 = \frac{g}{(2\pi)^3} \int d^3k \ e^{-E/T}
\]

\[
= \frac{g}{(2\pi)^3} 4\pi \int_0^\infty d|\vec{k}| \ |\vec{k}|^2 e^{-E/T}
\]

\[
geq g(2\pi)^{-2} M^3 (2x)^{3/2} \int_0^\infty dy \ (1 + xy)(y + \frac{1}{2} x y)^{1/2} e^{-\frac{y}{2} - y}
\]

\[
geq g(2\pi)^{-2} (2x)^{3/2} x^{-3} T^3 e^{-1/x} \int_0^\infty dy \ (1 + xy)(y + \frac{1}{2} x y)^{1/2} e^{-y}
\]

\[
= [g(2\pi x)^{-3/2} T^3 e^{-1/x}] 2\pi^{-1/2} \int_0^\infty dy \ (1 + xy)(y + \frac{1}{2} x y)^{1/2} e^{-y}
\]

Thus, injecting the latter result in \([3.62]\), we obtain

\[
\langle \sigma v_{\text{rel}} \rangle = \frac{1}{2M^2} \int_0^\infty dy_1 dy_2 \ (y_1 + \frac{1}{2} x y_2)^{1/2}(y_2 + \frac{1}{2} x y_2)^{1/2} e^{-y_1} e^{-y_2} \int_{-1}^1 d\cos \theta \ w(s)
\]

\[
\left[ \int_0^\infty dy \ (1 + xy)(y + \frac{1}{2} x y)^{1/2} e^{-y} \right]^2
\]

\[
(3.64)
\]
3.3. BEYOND LEADING ORDER

Starting from now, in compliance with \[61\], we will make some approximations through a Taylor expansion of the same type as \((3.38)\) in order to calculate \(\langle \sigma v_{\text{rel}} \rangle\) analytically. Then, after all these calculations, we will compute \(\langle \sigma v_{\text{rel}} \rangle\) numerically in the next chapter and will compare both results with the aim of verifying how precise are the approximations made in this article.

Since \(x\) is small \((x \leq \frac{1}{20} \[61\])\), the Taylor approximation of \(n_0\) around \(x = 0\) yields (see Appendix [A])

\[
\frac{1}{n_0} = 8\pi^3 e^{2/x} \frac{g^2 x^4 M^6}{[1 - \frac{15}{4} x + \frac{285}{32} x^2 - \frac{2115}{128} x^3 + \mathcal{O}(x^4)]} \tag{3.65}
\]

We can therefore inject this result in \((3.62)\) and we obtain

\[
\langle \sigma v_{\text{rel}} \rangle = \frac{2}{\pi M^2} \left[ 1 - \frac{15}{4} x + \frac{285}{32} x^2 - \frac{2115}{128} x^3 + \mathcal{O}(x^4) \right] \times \int_0^\infty dy_1 dy_2 \left( y_1 + \frac{1}{2} x y_1^2 \right)^{1/2} (y_2 + \frac{1}{2} x y_2^2)^{1/2} e^{-y_1} e^{-y_2} \int_{-1}^1 d\cos \theta w(s) \tag{3.66}
\]

The Mandelstam variable \(s\), defined above in \((3.56)\), can be written, using \((3.60)\) and \((3.61)\), as

\[
s = 2 \left( M^2 + M^2(1 + x y_1)(1 + x y_2) - 2 M^2 x (y_1 + \frac{1}{2} x y_1^2)^{1/2} (y_2 + \frac{1}{2} x y_2^2)^{1/2} \cos \theta \right)
\]

\[
= 2 \left( 2M^2 + M^2 x (y_1 + x y_2) + M^2 x y_1 y_2 - 2 M^2 x (y_1 + \frac{1}{2} x y_1^2)^{1/2} (y_2 + \frac{1}{2} x y_2^2)^{1/2} \cos \theta \right)
\]

\[
\Rightarrow \frac{s}{4M^2} = 1 + \frac{1}{2} x (y_1 + x y_2) + \frac{1}{2} x^2 y_1 y_2 - x (y_1 + \frac{1}{2} x y_1^2)^{1/2} (y_2 + \frac{1}{2} x y_2^2)^{1/2} \cos \theta \tag{3.67}
\]

When \(x = 0\), \(\frac{s}{4M^2} = 1\). Therefore, we can make a Taylor expansion of \(w(s)\) around \(\frac{s}{4M^2} = 1\) and we obtain (see Appendix [A])

\[
\langle \sigma v_{\text{rel}} \rangle = \frac{2}{\pi M^2} \left[ 1 - \frac{15}{4} x + \frac{285}{32} x^2 - \frac{2115}{128} x^3 \right] \int_0^\infty dy_1 dy_2 \left( y_1 + \frac{1}{2} x y_1^2 \right)^{1/2} (y_2 + \frac{1}{2} x y_2^2)^{1/2} e^{-y_1} e^{-y_2} \left[ 2 w(s) + w'(s) \left( x (y_1 + x y_2) + x^2 y_1 y_2 \right) + \frac{w''(s)}{2} \left( \frac{x^2}{2} (y_1 + x y_2)^2 \right) \right.
\]

\[
+ \frac{2}{3} x^2 (y_1 + \frac{1}{2} x y_1^2)^2 (y_2 + \frac{1}{2} x y_2^2) + x^3 (y_1 + x y_2) (y_1 y_2) + \frac{w''(s)}{6} \left( \frac{x^3}{4} (y_1 + x y_2)^3 \right) + \left. x^3 (y_1 + x y_2) (y_1 + \frac{1}{2} x y_1^2) (y_2 + \frac{1}{2} x y_2^2) \right) + \mathcal{O}(x^4) \right] \tag{3.69}
\]

where the prime denotes the derivative with respect to \(\frac{s}{4M^2}\).

Then we compute the integrals of the latter equation and after a long computation (see Appendix [A]), we obtain
\[ \langle \sigma v_{\text{rel}} \rangle = \frac{1}{M^2} \left[ w(s) - \frac{3}{2} (2w(s) - w'(s)) x + \frac{3}{8} (16w(s) - 8w'(s) + 5w''(s)) \right. \\
\left. - \frac{5}{16} (30w(s) - 15w'(s) + 3w''(s) - 7w'''(s)) + O(x^4) \right] \] (3.70)

Then one can show that \( w(s) \) can be expressed as [61]

\[ w(s) = \sum_f \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \left[ a_f + b_f x + c_f x^2 + d_f x^3 + O(x^4) \right] \] (3.71)

where \( m_f \) denotes the mass of the final particles, the sum over \( f \) is a sum over the permitted types of final particle-antiparticle pairs and \( C_{0f}, C_{1f} \) and \( C_{2f} \) are constants which have to be calculated for each annihilation process. The factor next to the sum of \( C_f \) is a threshold factor since it implies that \( s \) has to be at least equal to twice the final mass so that the process occurs.

We can then derive the final expression for \( \langle \sigma v_{\text{rel}} \rangle \) by injecting (3.71) in (3.70) and we obtain (see Appendix A)

\[ \langle \sigma v_{\text{rel}} \rangle = \sum_f \frac{1}{M^2} \left( 1 - \frac{m_f^2}{M^2} \right)^{1/2} \left[ a_f + b_f x + c_f x^2 + d_f x^3 + O(x^4) \right] \] (3.72)

where

\[ a_f = C_{0f} + C_{1f} + C_{2f} \] (3.73)

\[ b_f = -\frac{3}{2} (2C_{0f} + C_{1f}) + \frac{3}{4} \beta_f (C_{0f} + C_{1f} + C_{2f}) \] (3.74)

\[ c_f = \frac{3}{4} (8C_{0f} + 4C_{1f} + 5C_{2f}) - \frac{3}{8} \beta_f (9C_{0f} + 4C_{1f} - C_{2f}) \]
\[ - \frac{15}{32} \beta_f^2 (C_{0f} + C_{1f} + C_{2f}) \] (3.75)

\[ d_f = -\frac{15}{16} (10C_{0f} + 5C_{1f} + 2C_{2f}) + \frac{15}{32} \beta_f (21C_{0f} + 5C_{1f} + 3C_{2f}) \]
\[ + \frac{15}{64} \beta_f^2 (15C_{0f} + 8C_{1f} + C_{2f}) + \frac{105}{128} \beta_f^3 (C_{0f} + C_{1f} + C_{2f}) \] (3.76)

with \( \beta_f \equiv \frac{m_f^2}{M^2 - m_f^2} \).

In the next chapter, we will apply what we have derived in the present chapter, namely the equation allowing to compute the relic abundance for a specific species, the approximate expression of the thermally averaged annihilation cross section (3.72) as well as its exact formulation (see Eq. 3.64). The two latter equations (we will utilize the exact formulation...
of the thermally averaged annihilation cross section in numerical treatments) will be used in order to compute the thermally averaged annihilation cross section for one specific process.
Chapter 4

Toy model

In this chapter, we will consider the annihilation process of subdominant dark-matter particles (see PIDM model in the end of Section 2.5) into standard-model particles. The aim will be to determine the different parameters involved in the calculation of the abundance of this subdominant dark matter so that the latter abundance remains comprised between 5% and 15% of $\Omega_{\text{CDM}}$ as stated in Section 2.5.

If we want to calculate $\langle \sigma v_{\text{rel}} \rangle$ with (3.72), we have to know the coefficients $C_0^f$, $C_1^f$ and $C_2^f$. These can be obtained by computing $w(s)$, which is different for each annihilation process, and then by comparing the resulting $w(s)$ with (3.71).

Given (3.55) for a $2 \rightarrow 2$ process, we have

$$w(s) = \frac{1}{4} \int \frac{d^3 p_1}{(2\pi)^3} \int \frac{d^3 p_2}{(2\pi)^3} \frac{E_1}{2E_1} (2\pi)^4 \delta(4) (k_1 + k_2 - p_1 - p_2) |\mathcal{M}|^2$$

$$= \frac{1}{4} \int \frac{d^4 p_1}{(2\pi)^4} \frac{E_1}{2E_1} \frac{d^4 p_2}{(2\pi)^4} (2\pi)^4 \delta(4) (k_1 + k_2 - p_1 - p_2) |\mathcal{M}|^2$$

$$= \frac{1}{4} \int \frac{d^4 p_1}{(2\pi)^4} \int d^4 p_2 \delta^{(4)}(p_2^2 - m_f^2) 2\pi \delta^{(4)}(k_1 + k_2 - p_1 - p_2) |\mathcal{M}|^2$$

where $f$ the same subscript as that in 3.71 and where, in order to obtain the second equality, we used the following property of the Dirac delta function:

$$\int_{-\infty}^{+\infty} dx \ f(x) \delta(g(x)) = \sum_i \frac{f(x_i)}{|\frac{dg}{dx}(x_i)|}$$

Then, if we express (4.1) in spherical coordinates, we obtain

$$w(s) = \frac{1}{4} \int_0^{\infty} \frac{d|\vec{p}_1|}{(2\pi)^2} \frac{|\vec{p}_1|^2}{2E_1} \int d\Omega \ \delta^{(1)} \left((k_1 + k_2 - p_1)^2 - m_f^2\right) |\mathcal{M}|^2$$

Let us compute the expression within the delta function. If we work in the center-of-mass frame we have
\[ k_1 = \left( E_k, 0, 0, |\vec{k}| \right) \]  
\[ k_2 = \left( E_k, 0, 0, -|\vec{k}| \right) \]  
\[ p_1 = \left( E_p, |\vec{p}| \sin \theta' \sin \phi', |\vec{p}| \sin \theta' \cos \phi', |\vec{p}| \cos \theta' \right) \]  
\[ p_2 = \left( E_p, -|\vec{p}| \sin \theta' \sin \phi', -|\vec{p}| \sin \theta' \cos \phi', -|\vec{p}| \cos \theta' \right) \]

where \( E_k, E_p, \theta' \) and \( \phi' \) are the rest energy of the initial particles, the rest energy of the final particles (\( E_1 = E_2 = E_p \)), the angle between the final momenta and the longitude respectively.

Thus the delta function becomes

\[
\delta^{(1)} \left( (2E_k - E_p - |\vec{p}| \sin \theta' \sin \phi', -|\vec{p}| \sin \theta' \cos \phi', -|\vec{p}| \cos \theta')^2 - m_f^2 \right)
\]

\[
= \delta^{(1)} \left( (2E_k - E_p)^2 - |\vec{p}|^2 - m_f^2 \right)
\]

\[
= \delta^{(1)} \left( \left( \sqrt{s} - \sqrt{|\vec{p}|^2 + m_f^2} \right)^2 - |\vec{p}|^2 - m_f^2 \right)
\]

\[
= \delta^{(1)} \left( s + |\vec{p}|^2 + m_f^2 - 2\sqrt{s} \sqrt{|\vec{p}|^2 + m_f^2} - |\vec{p}|^2 - m_f^2 \right)
\]

\[
= \delta^{(1)} \left( s - 2\sqrt{s} \sqrt{|\vec{p}|^2 + m_f^2} \right)
\]

\[
= \frac{1}{2\sqrt{s}} \delta^{(1)} \left( \frac{\sqrt{s}}{2} - \sqrt{|\vec{p}|^2 + m_f^2} \right)
\]

with \( s = (E_k + E_k)^2 \) the Mandelstam variable in the center-of-mass frame.

Therefore, using \(|\vec{p}|d|\vec{p}| = E_p dE_p\), we can write (4.3) as

\[
w(s) = \frac{1}{4} \int_0^\infty \frac{dE_p}{2(2\pi)^2} |\vec{p}| \int d\Omega \frac{1}{2\sqrt{s}} \delta^{(1)} \left( \frac{\sqrt{s}}{2} - \sqrt{|\vec{p}|^2 + m_f^2} \right) |\mathcal{M}|^2
\]

\[
= \int \frac{d\Omega}{64\pi^2} \frac{1}{\sqrt{s}} \left( s - m_f^2 \right)^{1/2} |\mathcal{M}|^2
\]

\[
= \int_0^{2\pi} d\phi' \int_0^\pi d\theta' \sin \theta' \frac{1}{128\pi^2} \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} |\mathcal{M}|^2
\]

\[
= \int_{-1}^{1} d\cos \theta' \frac{1}{64\pi} \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} |\mathcal{M}|^2
\]

Now, in order to derive the expression of \( w(s) \), we need to determine \(|\mathcal{M}|^2\) which will be computed in the following section.

### 4.1 Photon kinetic mixing

Let us consider the annihilation of fermionic dark matter, \( \chi_f \) and \( \bar{\chi}_f \) into standard-model fermions \( f \) and \( \bar{f} \) via a dark photon \( \gamma' \) kinetically mixed with the photon \( \gamma \). This process is depicted in Fig. 4.1.
The Lagrangian density for this model is

\[
\mathcal{L} = \mathcal{L}_{\text{SM}} + \mathcal{L}_{\text{DM}} + \mathcal{L}_{\text{mix}} \\
= i\bar{\psi} \gamma^\mu \partial_\mu \psi - m_f \bar{\psi} \psi - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} - e \bar{\psi} \gamma^\mu A_\mu \psi \\
+ i\bar{\psi}' \gamma^\mu \partial_\mu \psi' - M \bar{\psi}' \psi' - \frac{1}{4} G_{\mu\nu} G^{\mu\nu} - g_D \bar{\psi}' \gamma^\mu B_\mu \psi' \\
+ \frac{1}{2} \epsilon F_{\mu\nu} G^{\mu\nu} - \frac{1}{2} \Lambda^2 B^\mu B_\mu
\]

(4.9)

where \( \mathcal{L}_{\text{SM}} \), \( \mathcal{L}_{\text{DM}} \) and \( \mathcal{L}_{\text{mix}} \) are respectively the Lagrangian density of the visible sector, the Lagrangian density of the dark sector and the kinetically mixed term between the massless (or nearly) \( U(1)_D \) and the \( U(1)_{\text{elm}} \) gauge bosons, the former being a dark photon \( \gamma' \) and the latter being the standard photon \( \gamma \). The mass \( \Lambda \) of this dark photon can be introduced in a gauge-invariant way via the Higgs mechanism. The fermionic fields for standard-model and dark-matter particles are respectively described by \( \psi \) and \( \bar{\psi} = \psi^\dagger \gamma^0 \) with the gamma matrices \( \gamma^\mu \) defined in Appendix C and \( \psi' \) and \( \bar{\psi}' \). The tensor fields \( F_{\mu\nu} \) and \( G_{\mu\nu} \) are respectively defined as \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \) and \( G_{\mu\nu} = \partial_\mu B_\nu - \partial_\nu B_\mu \) with \( A_\mu \) the gauge field of the photon \( \gamma \) and \( B_\mu \) the gauge field of the dark photon \( \gamma' \). The mass of the standard-model particles is \( m_f \) and that of dark-matter particles is \( M \). As for \( e \), \( g_D \) and \( \epsilon \), they respectively denote the charge of the electromagnetic coupling in the visible sector, the charge of the electromagnetic coupling in the dark sector (that is a dark charge) and a dimensionless kinetic mixing parameter. For the calculations, we consider the effective coupling \( g' = \epsilon g_D \).

Figure 4.1 – Feynman diagram for \( \chi_f \bar{\chi}_f \rightarrow \gamma' \rightarrow \gamma \rightarrow f \bar{f} \).
The $|\mathcal{M}|^2_f$ given by the Feynman diagram in Fig. 4.1 is

\[
|\mathcal{M}|^2_f = \left(\frac{1}{2}\right)^2 \left| -ig'\right|^2 - iQ_f e^2 \frac{-ig_{\mu\nu} - ig_{\sigma\nu}}{q^2 - \Lambda^2} \times \text{Tr} \left[ (k_1 \cdot \gamma + M) \cdot \gamma^\nu (-k_2 \cdot \gamma + M) \cdot \gamma^\mu \right] \\
\times \text{Tr} \left[ (p_1 \cdot \gamma + m_f) \cdot \gamma^\nu (-p_2 \cdot \gamma + m_f) \cdot \gamma^\mu \right]
\]

\[
= \frac{Q_f^2 e^2 g^2}{4(q^2 - \Lambda^2)^2} \times 4 \left( -k_1^\mu k_2^\nu - k_1^\nu k_2^\mu + k_1 \cdot k_2 g^\mu\nu + M^2 g^\mu\nu \right) \\
\times \left[ -p_1 \cdot p_2 \right] \\
= \frac{4Q_f^2 e^2 g^2}{(q^2 - \Lambda^2)^2} \left( k_1 \cdot p_2 - k_1 \cdot p_1 \right)^2 + M^2 \left( p_1 \cdot p_2 \right)^2 + 4 \left( p_1 \cdot p_2 \right) M^2 + 4M^2 m_f^2 \right)
\]

\[
= \frac{4Q_f^2 e^2 g^2}{(q^2 - \Lambda^2)^2} \left( 2k_1 \cdot p_2 k_2 \cdot p_1 + 2k_1 \cdot p_1 k_2 \cdot p_2 + 2k_1 \cdot k_2 M^2 + M^2 m_f^2 \right)
\]

where $q$ is the propagator momentum and $e$ and $g'$ are respectively defined as $\alpha = \frac{\mu^2}{4\pi}$ and $\alpha' = \frac{\mu^2}{4\pi}$ with $\alpha$ and $\alpha'$ the coupling constants. The charge of a particle is defined as $Q_f$, thereby $Q_f = -1$ for the electron, $Q_f = \frac{2}{3}$ for the up-quark, $Q_f = -\frac{1}{3}$ for the down-quark, and so on. The charge $g'$ refers to the $\bar{f}\gamma_f\gamma^\prime$-vertex whereas $e$ refers to the $\bar{f}ff$-vertex.

Expressing the latter equation through Mandelstam variables $s = (k_1 + k_2)^2$ and $t = (k_1 - p_1)^2 = (k_2 - p_2)^2$ and $u = (k_1 - p_2)^2 = (k_2 - p_1)^2$, we obtain

\[
s = k_1^2 + k_2^2 + 2k_1 \cdot k_2 = M^2 + M^2 + 2k_1 \cdot k_2 \quad (4.11)
\]
\[
t = k_1^2 + p_1^2 - 2k_1 \cdot p_1 = M^2 + m_f^2 - 2k_1 \cdot p_1 \quad (4.13)
\]
\[
u = k_1^2 + p_1^2 - 2k_1 \cdot p_1 = M^2 + m_f^2 - 2k_1 \cdot p_2 \quad (4.16)
\]

and then

\[
|\mathcal{M}|^2_f = \frac{4Q_f^2 e^2 g^2}{(s - \Lambda^2)^2} \left( 2\left( u - M^2 - m_f^2 \right)^{-1} \left( u - M^2 - m_f^2 \right) \\
+ 2\left( t - M^2 - m_f^2 \right)^{-1} \left( t - M^2 - m_f^2 \right) \\
+ 2\left( s - 2M^2 \right) m_f^2 + 2\left( s - 2m_f^2 \right) M^2 + 4M^2 m_f^2 \right) \quad (4.17)
\]
Next, we use $s + t + u = 2m_f^2 + 2M^2$ (see Appendix C) in order to eliminate $s$ and we find

$$\left|\mathcal{M}\right|^2 = \frac{4Q_f^2e^2g^2}{(s - \Lambda^2)^2} \left[ \frac{1}{2} \left( u^2 + M^4 + m_f^4 - 2uM^2 - 2um_f^2 + 2M^2m_f^2 \right) \right.$$

$$+ \frac{1}{2} \left( t^2 + M^4 + m_f^4 - 2tM^2 - 2tm_f^2 + 2M^2m_f^2 \right)$$

$$+ \left( - um_f^2 - tm_f^2 + m_f^4 - uM^2 - tM^2 + 2M^4 + 4M^2m_f^2 \right) \left. \right]$$

$$= \frac{4Q_f^2e^2g^2}{(s - \Lambda^2)^2} \left( \frac{u^2 + t^2}{2} - 2(u + t)(M^2 + m_f^2) + 3(M^4 + m_f^4) + 6M^2m_f^2 \right)$$

(4.18)

Before injecting the latter expression in (4.8), let us calculate $\frac{u^2 + t^2}{2}$ and $(u + t)$. Given (4.4)-(4.7) we obtain, in the center-of-mass frame of reference,

$$s = (k_1 + k_2)^2 = 2M^2 + 2 k_1 \cdot k_2 = 2M^2 + 2 \left( E_k^2 + |\vec{k}|^2 \right) = 2M^2 + \frac{s}{2} + 2|\vec{k}|^2$$

$$\Rightarrow |\vec{k}| = \frac{1}{2}(s - 4M^2)^{1/2} \quad \text{(4.19)}$$

and

$$s = (p_1 + p_2)^2 = 2m_f^2 + 2 p_1 \cdot p_2 = 2m_f^2 + 2 \left( E_p^2 + |\vec{p}|^2 \right) = 2m_f^2 + \frac{s}{2} + 2|\vec{p}|^2$$

$$\Rightarrow |\vec{p}| = \frac{1}{2}(s - 4m_f^2)^{1/2} \quad \text{(4.20)}$$

Thus

$$t = (k_1 - p_1)^2$$

$$= k_1^2 + p_1^2 - 2 k_1 \cdot p_1$$

$$= M^2 + m_f^2 - 2(E_kE_p - |\vec{k}||\vec{p}| \cos \theta')$$

$$= M^2 + m_f^2 - \frac{s}{2} + \frac{1}{2}(s - 4M^2)^{1/2}(s - 4m_f^2)^{1/2} \cos \theta' \quad \text{(4.21)}$$

Then using $s + t + u = 2M^2 + 2m_f^2$ (see Appendix C) we have

$$u = M^2 + m_f^2 - \frac{s}{2} - \frac{1}{2}(s - 4M^2)^{1/2}(s - 4m_f^2)^{1/2} \cos \theta' \quad \text{(4.22)}$$

Finally, we find

$$\frac{u^2 + t^2}{2} = (M^2 + m_f^2)^2 + \frac{1}{4} \left[ s^2 + (s - 4M^2)(s - 4m_f^2) \cos^2 \theta' \right] - (M^2 + m_f^2)s$$

(4.23)

and

$$u + t = 2(M^2 + m_f^2) - s \quad \text{(4.24)}$$
We can now compute \( w(s) \) by injecting (4.23) and (4.24) in (4.18) and the resulting expression for \( |\mathcal{M}|^2 = \sum_f |\mathcal{M}_f|^2 \) in (4.8). Therefore we have

\[
w(s) = \sum_f \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \int_{-1}^{1} d\cos \theta' \frac{4Q_f^2 e^2 g^2}{64\pi (s - \Lambda^2)^2} \left[ \frac{u^2 + t^2}{2} - 2(u + t)(M^2 + m_f^2) + 3(M^4 + m_f^4) + 6M^2 m_f^2 \right]
\]

\[
= \sum_f \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \frac{Q_f^2 e^2 g^2}{16\pi (s - \Lambda^2)^2} \int_{-1}^{1} d\cos \theta' \left[ (M^2 + m_f^2)^2 + \frac{1}{4} \left( s^2 + (s - 4M^2)(s - 4m_f^2) \cos^2 \theta' \right) - (M^2 + m_f^2)s 
- 4(M^2 + m_f^2)^2 + 2(M^2 + m_f^2)s + 3(M^4 + m_f^4) + 6M^2 m_f^2 \right]
\]

\[
= \sum_f \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \frac{Q_f^2 e^2 g^2}{16\pi (s - \Lambda^2)^2} \frac{2}{3} \left[ s^2 + 2(M^2 + m_f^2)s + 4M^2 m_f^2 \right]
\]

\[
= \sum_f \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \frac{Q_f^2 e^2 g^2}{24\pi} \frac{s^2 + 2(M^2 + m_f^2)s + 4M^2 m_f^2}{(s - \Lambda^2)^2}
\]\n
(4.25)

Then we make a Taylor expansion about \( s = 4M^2 \) of the last quotient of the latter equation up to order two and we obtain (see Appendix A)

\[
w(s) = \sum_f \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \left[ C_{0f} + C_{1f} \frac{s}{4M^2} + C_{2f} \left( \frac{s}{4M^2} \right)^2 \right]
\]

(4.26)

with

\[
C_{0f} = \frac{Q_f^2 e^2 g^2}{24\pi} \frac{4\Lambda^4 M^2 m_f^2 + 128\Lambda^2 M^6 - 64\Lambda^2 M^4 m_f^2 + 640M^8 + 768M^6 m_f^2}{(4M^2 - \Lambda^2)^4}
\]

(4.27)

\[
C_{1f} = \frac{Q_f^2 e^2 g^2}{24\pi} \frac{4M^2 \left( 2\Lambda^4 M^2 + m_f^2 \right) - 128\Lambda^2 M^4 - 24\Lambda^2 M^2 m_f^2 - 96M^6 - 224M^4 m_f^2}{(4M^2 - \Lambda^2)^4}
\]

(4.28)

\[
C_{2f} = \frac{Q_f^2 e^2 g^2}{24\pi} \frac{16M^4 \Lambda^4 + 12\Lambda^2 M^2 + 4\Lambda^2 m_f^2 + 8M^4 + 20M^2 m_f^2}{(4M^2 - \Lambda^2)^4}
\]

(4.29)

Now if we consider the mass of the dark photon to be rigorously zero (i.e. \( \Lambda = 0 \)) as in the next section, the latter coefficients become

\[
C_{0f} = \frac{Q_f^2 e^2 g^2}{48\pi} \frac{5M^2 + 6m_f^2}{M^2}
\]

(4.30)

\[
C_{1f} = -\frac{Q_f^2 e^2 g^2}{48\pi} \frac{3M^2 + 7m_f^2}{M^2}
\]

(4.31)

\[
C_{2f} = \frac{Q_f^2 e^2 g^2}{96\pi} \frac{2M^2 + 5m_f^2}{M^2}
\]

(4.32)
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4.1.1 Results

We computed the thermally averaged annihilation cross section $\langle \sigma v_{\text{rel}} \rangle$ in two ways. First, we calculated it using the approximation (3.72). Second, we determined it exactly numerically using (3.64). The integrals were computed numerically with a precision of 0.1% and via the Romberg method\footnote{See \url{https://people.sc.fsu.edu/~jburkardt/cpp_src/nintlib/nintlib.html}}. In the end, the relative errors between the approximation and the exact solution were about 0.7% (see Fig. 4.2). For this reason, in order to determine the different parameters which yield an abundance comprised between 5% and 15% of $\Omega_{\text{CDM}}$ for the subdominant dark-matter component, we used, for convenience, the analytical formulation we have derived for $\langle \sigma v_{\text{rel}} \rangle$. Indeed we make the different parameters vary in loops nested in other ones. Therefore, since at each iteration we have to compute $\langle \sigma v_{\text{rel}} \rangle_f$ which is then injected in (3.49), the simulation becomes very long if we want to compute the triple integral present in (3.64) with a sufficiently high precision \textit{e.g.} 0.1%.

Actually, the $\langle \sigma v_{\text{rel}} \rangle_f$ we have computed is not the one found in (3.72) because we did not sum over all possible final particles. In fact, in this toy model, whatever the mass of the final fermionic particles, we obtain the same result. Even for the top quark, which has the largest mass in the standard model, we obtain a $\langle \sigma v_{\text{rel}} \rangle_f$ which is only different from that computed for the other fermions by a factor inferior to 1% \textit{(see Fig. 4.3)}. Therefore in this model, since $\langle \sigma v_{\text{rel}} \rangle_f$ is approximately the same for all fermions ($\langle \sigma v_{\text{rel}} \rangle_f = \langle \sigma v_{\text{rel}} \rangle_0$) we have

$$\langle \sigma v_{\text{rel}} \rangle = \sum_f \langle \sigma v_{\text{rel}} \rangle_f \simeq \eta \langle \sigma v_{\text{rel}} \rangle_0$$

with $\eta$ a constant multiplier.

In this model, since we have 3 charged leptons and 6 quarks with three possible colours, we find

$$\eta = 3 \left( Q_u^2 + Q_d^2 + Q_c^2 + Q_s^2 + Q_t^2 + Q_b^2 + Q_e^2 + Q_\mu^2 + Q_\tau^2 \right)$$
$$= 3 \left( \left( \frac{2}{3} \right)^2 + 3 \left( \frac{1}{3} \right)^2 \right) + 3$$
$$= 8$$

(4.34)

Now the purpose is to constrain $\langle \sigma v_{\text{rel}} \rangle$ in order to have the abundance of subdominant dark-matter particles, $\Omega_{\chi_f}$ to be comprised between 5% and 15% of $\Omega_{\text{CDM}}$. By varying the different parameters for this model, namely $M$, $g'$ and $x$ (we consider $\Lambda = 0$ since we work with a massless dark gauge boson)\footnote{\url{https://people.sc.fsu.edu/~jburkardt/cpp_src/nintlib/nintlib.html}} we can obtain some information about the dependence of $\langle \sigma v_{\text{rel}} \rangle$. Even though the value of the charge $e$ changes with the energy scale and thus with the Universe temperature, we consider it as a constant equal to $\sqrt{\frac{4\pi}{137}}$, which is the present value, because it remains rather constant in the temperature range of interest.

1. See \url{https://people.sc.fsu.edu/~jburkardt/cpp_src/nintlib/nintlib.html}
2. $\langle \sigma v_{\text{rel}} \rangle \equiv \sum_f \langle \sigma v_{\text{rel}} \rangle_f$.
3. Since the temperature $T = xM$ varies because of the variation of $x$ and $M$, this also holds true for $g_*$ and $g_{*s}$. Moreover, the presence of a massless dark photon should imply an increase of 2 supplementary relativistic degrees of freedom in $g_*$ and $g_{*s}$ but since the dark photon is coupled to the visible sector very weakly, its contribution to $g_*$ and $g_{*s}$ can be neglected.
Figure 4.2 – Evolution of $\langle \sigma v_{\text{rel}} \rangle_f$ as a function of $x$ for $M = 500$ GeV, $m_f = m_e$, $e = \sqrt{4\pi/e}$ and $g' = 0.9$. The blue dotted curve refers to the approximate $\langle \sigma v_{\text{rel}} \rangle_f$ obtained via (3.72) whereas the red one refers to the exact $\langle \sigma v_{\text{rel}} \rangle_f$ obtained via (3.64). We can observe that both curves have the same trend and that the discrepancies between these curves is quite negligible which means that the analytical formulation of $\langle \sigma v_{\text{rel}} \rangle_f$ is a very good approximation in this toy model.

We therefore obtain the following dependences for $\langle \sigma v_{\text{rel}} \rangle$:

$$\text{if } g' \rightarrow a g', \text{ then } \langle \sigma v_{\text{rel}} \rangle \rightarrow a^2 \langle \sigma v_{\text{rel}} \rangle$$

(4.35)

with $a$ a constant and where the others parameters are fixed.

The dependence on $M$ is such that $\langle \sigma v_{\text{rel}} \rangle$ rapidly decreases when $M$ increases as shown in Fig. 4.4. As for the dependence of $\langle \sigma v_{\text{rel}} \rangle$ on $x$, $\langle \sigma v_{\text{rel}} \rangle$ decreases as a function of $x$ (see Fig. 4.2) in a polynomial way as established in (3.72).

Given that the abundance is inversely proportional to $\langle \sigma v_{\text{rel}} \rangle$ according to Eq. (3.49), in order not to have too high an abundance, the right abundance $\Omega_{X_f}$ will therefore be favoured for low mass $M$, a strong coupling $g'$ and low $x$. On the other hand, the more $T = xM$ increases, the more $g_s$ and $g_{ss}$ are susceptible to increase and thus to yield a
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Figure 4.3 – Evolution of $\langle \sigma v_{\text{rel}} \rangle_f$ as a function of $m_f$ for $M = 500$ GeV, $x = 0.025$, $e = \sqrt{\frac{4\pi}{137}}$ and $g' = 0.9$. The blue dotted curve refers to the approximate $\langle \sigma v_{\text{rel}} \rangle_f$ obtained via (3.72) whereas the red one refers to the exact $\langle \sigma v_{\text{rel}} \rangle_f$ obtained via (3.64). The two curves display the same trend and are rather constant except at high fermion mass where they start to decrease but the discrepancies with respect to the beginning of the curve is negligible.

lower $\Omega_{\chi_f}$ (see Appendix D for a complete inventory of the values of $g_*$ and $g_{ss}$). Another important point to mention is that we should not forget that in the expression of $\Omega_{\chi_f}$ (see Eq. 3.49), there is an $x_f$ in the denominator. The $x_f$ used in (3.49) is equal to the $x$ that gives the value to the $\langle \sigma v_{\text{rel}} \rangle$ we insert in $\Omega_{\chi_f}$ in our simulations. Therefore, when only $x$ is varying we have

$$\Omega_{\chi_f} \sim \frac{1}{x\langle \sigma v_{\text{rel}} \rangle} \quad (4.36)$$

for an s-wave annihilation process.

Therby it is no more obvious that small abundances will be favoured for small values of $x$. Actually it is even the converse since $\langle \sigma v_{\text{rel}} \rangle$ varies more slowly than $x$ when the latter varies. Indeed, $\Omega_{\chi_f}$ decreases with $x$ and small abundances are thus obtained for large values of $x$ (see Fig. 4.5).
Figure 4.4 – Evolution of $\langle \sigma v_{\text{rel}} \rangle_f$ as a function of $M$ for $m_f = m_e$, $x = 0.025$, $e = \sqrt{\frac{4\pi}{137}}$ and $g' = 0.9$. The blue dotted curve refers to the approximate $\langle \sigma v_{\text{rel}} \rangle_f$ obtained via (3.72) whereas the red one refers to the exact $\langle \sigma v_{\text{rel}} \rangle_f$ obtained via (3.64). The two curves are coincident and decrease fast with $M$.

Our simulation yields hundreds of thousands of possible configurations for the parameters so that we obtain $5\% \leq \Omega_{\chi f} \leq 15\%$ (or equivalently $1.29\% \leq \Omega_{\chi f} \leq 3.88\%$). Therefore we only provide some values for these parameters (see Tab. 4.1) as well as the minimal and the maximal possible values we found (see Tab. 4.2).

We can note that given the obtained temperature range in Tab. 4.2, $g_\ast$ and $g_\ast s$ remain constant and are equal to 86.25. It should be noted that for the minimal value of $M$, we could have found a value lower than 500 GeV given what we said earlier but we start our simulation at $M = 500$ GeV in accordance with the various limits provided by LHC data.

Finally, given Tab 4.2, since $e = \sqrt{\frac{4\pi}{137}} \simeq 0.303$, we have $g'_{\min} = 0.47 = 1.54 \, e$ and $g'_{\max} = 0.99 = 3.3 \, e$. Therefore the subdominant dark-matter particles we have considered are clearly too charged since they are more charged than the electron, thereby the interaction between these dark-matter particles and our photon cannot be neglected.

4. We ignore the variation of $g_\ast$ and $g_\ast s$ with the temperature.
4.1. PHOTON KINETIC MIXING

![Graph showing evolution of $\Omega_{\chi_f}$ as a function of $x$ for $M = 500$ GeV, $m_f = m_e$, $e = \sqrt{\frac{4\pi}{137}}$, $g' = 0.9$, $n = 0$ and $\sum p_e = g_{\ast s} = 86.25$.

We see that even if $\langle \sigma v_{\text{rel}} \rangle$ decreases when $x$ increases, it is not automatically the case for $\Omega_{\chi_f}$ which shows a rather fast decrease with $x$.

Moreover, since in the definition of $g' (g' = \epsilon g_D)$ the kinetic mixing parameter $\epsilon$ is such that $\epsilon \ll 1$ [63], it means that $\alpha_D = \frac{g_D^2}{4\pi}$ is larger than 1. In consequence, the annihilation process we considered is a non-perturbative one and therefore, the calculations we have made are not valid anymore. Moreover, the values of $g'$ we obtained are excluded experimentally. However, if we take the annihilation of subdominant dark-matter particles into dark photons into account, the abundance will further decrease and so it could be possible to obtain reasonable parameters values leading to the right abundance.
Table 4.1 – A few values of the different parameters in order to have $1.29\% \leq \Omega_{\chi_f} \leq 3.88\%$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$M$ (GeV)</th>
<th>$g'$</th>
<th>$T$ (GeV)</th>
<th>$g_*$</th>
<th>$\langle \sigma v_{\text{rel}} \rangle$ (pb)</th>
<th>$\Omega_{\chi_f}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.015</td>
<td>500</td>
<td>0.82</td>
<td>7.5</td>
<td>86.25</td>
<td>14.51</td>
<td>3.68</td>
</tr>
<tr>
<td>0.020</td>
<td>500</td>
<td>0.70</td>
<td>10</td>
<td>86.25</td>
<td>10.40</td>
<td>3.85</td>
</tr>
<tr>
<td>0.020</td>
<td>600</td>
<td>0.88</td>
<td>12</td>
<td>86.25</td>
<td>11.41</td>
<td>3.51</td>
</tr>
<tr>
<td>0.025</td>
<td>500</td>
<td>0.64</td>
<td>12.5</td>
<td>86.25</td>
<td>8.54</td>
<td>3.75</td>
</tr>
<tr>
<td>0.025</td>
<td>600</td>
<td>0.94</td>
<td>12.5</td>
<td>86.25</td>
<td>18.43</td>
<td>1.74</td>
</tr>
<tr>
<td>0.025</td>
<td>700</td>
<td>0.94</td>
<td>17.5</td>
<td>86.25</td>
<td>9.40</td>
<td>3.41</td>
</tr>
<tr>
<td>0.030</td>
<td>500</td>
<td>0.58</td>
<td>15</td>
<td>86.25</td>
<td>6.90</td>
<td>3.87</td>
</tr>
<tr>
<td>0.030</td>
<td>600</td>
<td>0.94</td>
<td>18</td>
<td>86.25</td>
<td>6.98</td>
<td>3.82</td>
</tr>
<tr>
<td>0.030</td>
<td>700</td>
<td>0.82</td>
<td>21</td>
<td>86.25</td>
<td>7.04</td>
<td>3.79</td>
</tr>
<tr>
<td>0.030</td>
<td>800</td>
<td>0.94</td>
<td>24</td>
<td>86.25</td>
<td>7.08</td>
<td>3.77</td>
</tr>
<tr>
<td>0.035</td>
<td>500</td>
<td>0.58</td>
<td>17.5</td>
<td>86.25</td>
<td>6.79</td>
<td>3.37</td>
</tr>
<tr>
<td>0.035</td>
<td>500</td>
<td>0.88</td>
<td>17.5</td>
<td>86.25</td>
<td>15.62</td>
<td>1.46</td>
</tr>
<tr>
<td>0.035</td>
<td>600</td>
<td>0.70</td>
<td>21</td>
<td>86.25</td>
<td>6.86</td>
<td>3.33</td>
</tr>
<tr>
<td>0.035</td>
<td>700</td>
<td>0.76</td>
<td>24.5</td>
<td>86.25</td>
<td>5.94</td>
<td>3.85</td>
</tr>
<tr>
<td>0.035</td>
<td>800</td>
<td>0.88</td>
<td>28</td>
<td>86.25</td>
<td>6.10</td>
<td>3.75</td>
</tr>
<tr>
<td>0.040</td>
<td>500</td>
<td>0.52</td>
<td>20</td>
<td>86.25</td>
<td>5.36</td>
<td>3.73</td>
</tr>
<tr>
<td>0.040</td>
<td>500</td>
<td>0.70</td>
<td>20</td>
<td>86.25</td>
<td>15.36</td>
<td>1.30</td>
</tr>
<tr>
<td>0.040</td>
<td>600</td>
<td>0.64</td>
<td>24</td>
<td>86.25</td>
<td>5.64</td>
<td>3.55</td>
</tr>
<tr>
<td>0.040</td>
<td>800</td>
<td>0.82</td>
<td>32</td>
<td>86.25</td>
<td>5.21</td>
<td>3.84</td>
</tr>
<tr>
<td>0.040</td>
<td>900</td>
<td>0.94</td>
<td>36</td>
<td>86.25</td>
<td>5.41</td>
<td>3.70</td>
</tr>
<tr>
<td>0.045</td>
<td>500</td>
<td>0.52</td>
<td>22.5</td>
<td>86.25</td>
<td>5.28</td>
<td>3.37</td>
</tr>
<tr>
<td>0.045</td>
<td>500</td>
<td>0.64</td>
<td>27</td>
<td>86.25</td>
<td>5.55</td>
<td>3.21</td>
</tr>
<tr>
<td>0.045</td>
<td>600</td>
<td>0.94</td>
<td>31.5</td>
<td>86.25</td>
<td>8.80</td>
<td>2.02</td>
</tr>
<tr>
<td>0.045</td>
<td>700</td>
<td>0.82</td>
<td>36</td>
<td>86.25</td>
<td>5.12</td>
<td>3.47</td>
</tr>
<tr>
<td>0.045</td>
<td>800</td>
<td>0.88</td>
<td>40.5</td>
<td>86.25</td>
<td>4.66</td>
<td>3.82</td>
</tr>
<tr>
<td>0.050</td>
<td>500</td>
<td>0.52</td>
<td>25</td>
<td>86.25</td>
<td>5.19</td>
<td>3.09</td>
</tr>
<tr>
<td>0.050</td>
<td>600</td>
<td>0.58</td>
<td>30</td>
<td>86.25</td>
<td>4.48</td>
<td>3.57</td>
</tr>
<tr>
<td>0.050</td>
<td>600</td>
<td>0.94</td>
<td>30</td>
<td>86.25</td>
<td>11.78</td>
<td>1.36</td>
</tr>
<tr>
<td>0.050</td>
<td>700</td>
<td>0.70</td>
<td>35</td>
<td>86.25</td>
<td>4.80</td>
<td>3.34</td>
</tr>
<tr>
<td>0.050</td>
<td>900</td>
<td>0.88</td>
<td>45</td>
<td>86.25</td>
<td>4.59</td>
<td>3.50</td>
</tr>
<tr>
<td>0.050</td>
<td>1000</td>
<td>0.94</td>
<td>50</td>
<td>86.25</td>
<td>4.24</td>
<td>3.78</td>
</tr>
</tbody>
</table>

Table 4.2 – Minimal and maximal values of the different parameters in order to have $1.29\% \leq \Omega_{\chi_f} \leq 3.88\%$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$M$ (GeV)</th>
<th>$g'$</th>
<th>$T$ (GeV)</th>
<th>$g_*$</th>
<th>$\langle \sigma v_{\text{rel}} \rangle$ (pb)</th>
<th>$\Omega_{\chi_f}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>0.0095</td>
<td>500</td>
<td>0.47</td>
<td>4.75</td>
<td>86.25</td>
<td>4.12</td>
</tr>
<tr>
<td>max</td>
<td>0.0500</td>
<td>1078</td>
<td>0.99</td>
<td>53.90</td>
<td>86.25</td>
<td>22</td>
</tr>
</tbody>
</table>
Conclusion

We derived a formalism based on the Boltzmann equation and with the latter we obtained an analytical expression for the relic density leading to compute the present abundance of dark-matter particles. This formula for the relic density required the calculation of the thermally averaged annihilation cross section. Therefore we derived an analytical expression for the latter.

Next we applied what we have derived to a specific case. We considered a PIDM model where dark matter is made of two components: one is made of non-dissipative (collisionless) traditional dark-matter particles like WIMPs whereas the other constituent is made of self-interacting dark-matter particles. However the particularity of this model is that the self-interacting part only accounts for 5% to 15% of the total amount of dark matter. In this thesis we considered a process involving fermionic dark-matter particles which interact with standard-model fermions. Even though dark matter does not interact with the standard photon since it is neutral, its interactions can be mediated via a dark photon. Then this dark photon can kinetically mixes with our photon which allows an interaction between the hidden and the visible sector other than the gravitation.

By computing the invariant amplitude of this annihilation process of dark-matter particles into standard fermions, we could then derive the thermally averaged annihilation cross section for one possible final state. We then calculated this cross section using the approximate formula we derived as well as by computing the integrals present in the exact formula numerically. We then compared both results and concluded that the approximate expression for the thermally averaged annihilation cross section is actually very precise. Indeed, we found a relative error of about 0.7% between the exact and the approximate version of this cross section.

Then, we established the different dependences of the thermally averaged annihilation cross section as a function of its different parameters. From these, we noticed that our simulations for the other possible final states yield the same result as the first one within 1%. Therefore the total thermally averaged annihilation cross section is just the first one we computed but multiplied by a constant factor \( \eta \) (here we found \( \eta = 8 \)). In the end, we obtained that \( \langle \sigma v_{\text{rel}} \rangle_f \) decreases with \( x, m_f, M \) but increases with \( g' \). Thus, given that the relic abundance is inversely proportional to \( \langle \sigma v_{\text{rel}} \rangle \), we have the opposite dependences for \( \Omega_{\chi_f} \) except for its dependence in \( x \) where we showed that it decreased with it. As a consequence, since we searched abundances such that 5% \( \Omega_{\text{CDM}} \leq \Omega_{\chi_f} \leq 15% \) \( \Omega_{\text{CDM}} \), then, in order to obtain such low abundances, it could only be possible for relatively low-mass subdominant dark-matter particles (500 GeV \( \leq M \leq 1078 \) GeV), interacting strongly with the visible sector (0.47 \( \leq g' \leq 0.99 \)) and for subdominant dark-matter particles freezing out at a relatively high temperature (4.75 GeV \( \leq T \leq 53.9 \) GeV).
We can further improve what has been done in this thesis by considering the following remarks. It is a well-known fact that the abundance of baryons computed with the Boltzmann equation is about 9 orders of magnitude lower than what is actually observed. This is because these calculations are made in a baryon-symmetric Universe, that is a Universe composed of as many baryons as antibaryons. However, nowadays we know that almost every antibaryons disappeared. The way we moved from a symmetric Universe where the baryon number was conserved to an asymmetric one where this baryon number is no longer conserved, is realized by means of the hypothetical baryogenesis process. Throughout this thesis, we considered a symmetric dark sector, that is to say our dark-matter model was made of as many particles $\chi$ as antiparticles $\bar{\chi}$. Nevertheless, contrary to the visible sector we have not yet determined the symmetric or asymmetric aspect of the dark sector. As a consequence, the abundances computed in this work are either right values (symmetric dark sector), or minimal values (asymmetric dark sector). Therefore, it might be interesting to consider an asymmetric treatment of dark matter applied to our case.

Furthermore, it should be noted that the abundance we computed only takes the annihilation process $\chi_f \bar{\chi}_f \rightarrow f \bar{f}$ into account. However, as already said, the annihilation in dark photons, $\chi_f \bar{\chi}_f \rightarrow \gamma' \gamma'$ should also be considered because the subdominant dark-matter abundance can further decrease through this process. Moreover, once this subdominant part is decoupled from the standard-model thermal bath, it evolves independently with its own sector but nothing indicates that it should evolve with the same temperature as the visible sector. Therefore, we could consider a two-temperature model in which, after the decoupling between the two worlds, both sectors have their own temperatures, one dictated by the photon temperature for the visible sector while the other one is ruled by the dark photon temperature. We could also consider a three-type dark matter model, along the same lines than the one used in this thesis, but which would differ from the latter by the fact that the subdominant part is composed of two different types of dark matter. The two subdominant components could interact with the same interaction but we could also consider a new dark force, the associated gauge group of which is different from $U(1)_p$, for the new constituent. Therefore, with this two-type subdominant dark-matter model, the question of freeze-out is relevant. Indeed, the decoupling with the standard-model thermal bath and then with the dark thermal bath does not necessarily occur at the same time for the two subdominant dark-matter components.

In this thesis, for our application in Chapter[4] we considered a photon mixing but it might be interesting to study the case of fermionic dark matter interacting with the visible sector through a Higgs-boson mixing, that is a kinetic mixing between the Higgs boson $H$ of the standard model and a Higgs boson $H'$ belonging to the dark sector. Therefore, in this situation, we are no longer forced to choose fermionic dark matter and we could then consider annihilation processes involving other types of dark-matter particles such as scalar or gauge-boson particles. Nevertheless, considering this kind of kinetic mixing implies a non-zero mass for the propagators. The mass of the standard Higgs boson is fixed at about 125 GeV, thereby since we start to vary the initial mass at $M = 500$ GeV, there is no problem. However, for the mass $\Lambda$ of the dark Higgs boson $H'$, as for $M$, $\Lambda$ is a free parameter and as a consequence we could encounter the situation where $2M \simeq \Lambda$. In this case, called resonance, the thermally averaged annihilation cross section would explode, which means that it would be easy to obtain low abundances comprised between
5% \( \Omega_{\text{CDM}} \) and 15% \( \Omega_{\text{CDM}} \). Nonetheless, these values of abundance are obtained near a pole in the cross section and the case of resonance is not considered in this thesis. This is because according to [64], the Taylor expansion of the cross section in terms of \( v_{\text{rel}}^2 \) is not the appropriate treatment, thereby the obtained results should not be valid anymore; the approximate formula for the thermally averaged annihilation cross section breaks down in a presence of resonance.

As a last suggestion, since we treated the case of dark matter charged under a dark \( U(1)_D \) gauge group, we could contemplate the fact that this dark matter forms bound states like dark atoms, in the same manner as protons and electrons combine into hydrogen atoms. In this situation, we therefore need to deal with “dark electrons”. We could even go further by considering molecules, and so on.
CONCLUSION
Appendix A

Explicit calculations

Liouville operator

In the absence of any perturbations, general relativity states that a particle follows a geodesic the equation of which is given by \[22\]

\[
\frac{d^2 x^\alpha}{d\tau^2} + \Gamma^\alpha_{\beta\gamma} \frac{dx^\beta}{d\tau} \frac{dx^\gamma}{d\tau} = 0
\]

(A.1)

where \( \tau = \int_0^t \sqrt{1 - v^2} \) is the proper time of the particle and \( \Gamma^\alpha_{\beta\gamma} \) is an affine connexion symbol also known as the Christoffel symbol.

This equation is equivalent to

\[
\frac{dp^\alpha}{d\tau} + \frac{1}{m} \Gamma^\alpha_{\beta\gamma} p^\beta p^\gamma = 0
\]

(A.2)

since \( p^\alpha = mU^\alpha = m\frac{dx^\alpha}{d\tau} \) with \( U^\alpha \) the 4-velocity and \( m \) the rest mass.

The relativistic version of the Liouville operator is thus

\[
\hat{L}' = \frac{d}{d\tau} = \frac{\partial}{\partial x^\alpha} \frac{dx^\alpha}{d\tau} + \frac{\partial}{\partial p^\alpha} \frac{dp^\alpha}{d\tau} = \frac{1}{m} p^\alpha \frac{\partial}{\partial x^\alpha} - \frac{1}{m} \Gamma^\alpha_{\beta\gamma} p^\beta p^\gamma \frac{\partial}{\partial p^\alpha}
\]

(A.3)

The latter expression can be extended in

\[
\hat{L} = m\hat{L}' = p^\alpha \frac{\partial}{\partial x^\alpha} - \Gamma^\alpha_{\beta\gamma} p^\beta p^\gamma \frac{\partial}{\partial p^\alpha}.
\]

(A.4)

In the FLRW metric we have

\[
g_{\mu\nu} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & -a^2 & 0 & 0 \\
0 & 0 & \frac{1}{1-kr^2} & 0 \\
0 & 0 & 0 & -a^2 r^2 \sin^2 \theta
\end{pmatrix}
\]

(A.5)
and
\[
g^{\mu\nu} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -\frac{1-kr^2}{a^2} & 0 & 0 \\ 0 & 0 & -\frac{1}{a^2} & 0 \\ 0 & 0 & 0 & -\frac{1}{a^2 r^2 \sin^2 \theta} \end{pmatrix} \tag{A.6}
\]

As in [22], let us define \( \gamma_{ij} \) and \( \gamma^{ij} \) such as
\[
\gamma_{ij} = \begin{pmatrix} \frac{1-kr^2}{a^2} & 0 & 0 \\ 0 & r^2 & 0 \\ 0 & 0 & r^2 \sin^2 \theta \end{pmatrix} \tag{A.7}
\]
and
\[
\gamma^{ij} = \begin{pmatrix} \frac{1-kr^2}{a^2} & 0 & 0 \\ 0 & \frac{1}{r^2} & 0 \\ 0 & 0 & \frac{1}{r^2 \sin^2 \theta} \end{pmatrix} \tag{A.8}
\]

We thus have \(-a^2 \gamma_{ij} = g_{ij}\) and \(-\frac{1}{a^2} \gamma^{ij} = g^{ij}\).

Knowing that [22]
\[
\Gamma^\alpha_{\beta\gamma} = \frac{1}{2} g^{\alpha\eta} (g_{\eta\beta,\gamma} + g_{\eta\gamma,\beta} - g_{\beta\gamma,\eta}) \tag{A.9}
\]
where \(g_{\alpha\beta,\gamma} \equiv \frac{\partial g_{\alpha\beta}}{\partial x^\gamma}\), we immediately have
\[
\Gamma^0_{00} = \Gamma^0_{i0} = \Gamma^i_{00} = 0 \tag{A.10}
\]

As for \(\Gamma^0_{ij}\), since the metric is diagonal \(\eta = 0\). Thus we have
\[
\Gamma^0_{ij} = \frac{1}{2} g^{00} (g_{0i,j} + g_{0j,i} - g_{ij,0})
= -\frac{1}{2} \frac{\partial}{\partial t} (-a^2 \gamma_{ij})
= a\dot{a} \gamma_{ij}
= -\frac{\dot{a}}{a} g_{ij} \tag{A.11}
\]

Using (3.3) with \(\alpha = 0\) we obtain
\[
\hat{L}[f(E,t)] = p^0 \frac{\partial}{\partial x^0} f - \Gamma^0_{0i} p^i \frac{\partial}{\partial p^0} f
= p^0 \frac{\partial}{\partial x^0} f - (\Gamma^0_{00} p^0 p^0 + 2 \Gamma^0_{0i} p^i p^0 + \Gamma^0_{ij} p^i p^j) \frac{\partial}{\partial p^0} f
= p^0 \frac{\partial}{\partial x^0} f + \frac{\dot{a}}{a} g_{ij} p^i p^j \frac{\partial}{\partial p^0} f
= E \frac{\partial f}{\partial E} - \frac{\dot{a}}{a} |\vec{p}|^2 \frac{\partial f}{\partial E}. \tag{A.12}
\]

where the last equality arises from \(|\vec{p}|^2 \equiv -g_{ij} p^i p^j\).

1. The Christoffel symbol is symmetric with respect to its lower indices. Thus \(\Gamma^\alpha_{\beta\gamma} = \Gamma^\alpha_{\gamma\beta}\).
Left-hand side of the Boltzmann equation

Combining (3.1) and (3.4), multiplying the result by \( \frac{g}{E(2\pi)^3} \) and then integrating over \( d^3p \), we obtain

\[
\frac{g}{(2\pi)^3} \int \frac{d^3p}{E} \left( E \frac{\partial f}{\partial t} \right) - \frac{g}{(2\pi)^3} \int \frac{d^3p}{E} \left( \frac{\dot{a}}{a} |\vec{p}|^2 \frac{\partial f}{\partial E} \right) = \frac{g}{(2\pi)^3} \int \frac{d^3p}{E} C[f] \tag{A.13}
\]

Knowing that \( |\vec{p}|^2 = E^2 - m^2 \), we have\(^2\) \(|\vec{p}|d|\vec{p}| = EdE \). Thus the left-hand side of (A.13), with the second term expressed in spherical coordinates \( (d^3p = d|\vec{p}| d|\vec{p}| d\Omega) \), becomes

\[
\frac{g}{(2\pi)^3} \frac{\partial}{\partial t} \left( \int d^3p f \right) - \frac{g}{(2\pi)^3} \frac{\dot{a}}{a} \int dEd\Omega \left( E^2 - m^2 \right)^{3/2} \left( \frac{\partial f}{\partial E} \right) \tag{A.14}
\]

Let us integrate the second term of (A.14) by part, we have\(^2\)

\[
\frac{\partial n}{\partial t} - \frac{g}{(2\pi)^3} \frac{\dot{a}}{a} \left( \int d\Omega \left( (E^2 - m^2)^{3/2} f \right) \right)_{-\infty}^{+\infty} - \int dEd\Omega \frac{3}{2} (E^2 - m^2)^{1/2} 2Ef \]

\[
= \frac{\partial n}{\partial t} + \frac{g}{(2\pi)^3} \frac{\dot{a}}{a} \int d^3p f
\]

\[
= \frac{\partial n}{\partial t} + \frac{3 \dot{a}}{a} n \tag{A.15}
\]

Therefore (3.1) is equivalent to

\[
\frac{\partial n}{\partial t} + \frac{3 \dot{a}}{a} n = \frac{g}{(2\pi)^3} \int \frac{d^3p}{E} C[f]. \tag{A.16}
\]

Taylor expansion of \( n_0 \)

Let us start by expanding \( f(x) \equiv (1 + xy)(y + \frac{1}{2} xy^2)^{1/2} \) until the third order around \( x = 0 \). We find

\[
\frac{df}{dx} = y(y + \frac{1}{2} xy^2)^{1/2} + (1 + xy) \frac{1}{2} (y + \frac{1}{2} xy^2)^{-1/2} y^2 \tag{A.17}
\]

\[
\Rightarrow \frac{df}{dx}(0) = yy^{1/2} + \frac{1}{4} yy^{1/2} = \frac{5}{4} yy^{1/2} \tag{A.18}
\]

\[
\frac{d^2f}{dx^2} = \frac{1}{2} y(y + \frac{1}{2} xy^2)^{-1/2} y^2 + \frac{y^3}{4} (y + \frac{1}{2} xy^2)^{-1/2} - \frac{1}{2} y^2 (1 + xy)(y + \frac{1}{2} xy^2)^{3/2} \tag{A.19}
\]

2. Indeed \(|\vec{p}| = \sqrt{E^2 - p^2}\) thus \( d|\vec{p}| = -2EdE |\vec{p}| = \frac{EdE}{|\vec{p}|} \).

3. \( f \) vanishes at \( \pm \infty \) since we assume that one cannot find a particle with an infinite energy.
\begin{align*}
\Rightarrow \frac{d^2 f}{dx^2}(0) &= \frac{1}{4}y^2y^{1/2} + \frac{1}{4}y^2y^{1/2} - \frac{1}{16}y^2y^{1/2} = \frac{7}{16}y^2y^{1/2} \\
(A.20)
\end{align*}

\begin{align*}
\frac{d^3 f}{dx^3} &= -\frac{1}{8}y^3(y + \frac{1}{2}x^2)^{-3/2}y^2 - \frac{1}{8}y^3(y + \frac{1}{2}x^2)^{-3/2}y^2 \\
&\quad - \frac{1}{16}y^4(y + \frac{1}{2}x^2)^{-3/2} + \frac{3}{32}y^4(1 + xy)(y + \frac{1}{2}x^2)^{-5/2}y^2 \\
\Rightarrow \frac{d^3 f}{dx^3}(0) &= -\frac{1}{16}y^3y^{1/2} - \frac{1}{16}y^3y^{1/2} + \frac{3}{64}y^3y^{1/2} = -\frac{9}{64}y^3y^{1/2} \\
(A.21)
\end{align*}

Thereby we obtain

\begin{align*}
f(x) &= f(0) + \frac{df}{dx}(0)x + \frac{1}{2} \frac{d^2 f}{dx^2}(0)x^2 + \frac{1}{6} \frac{d^3 f}{dx^3}(0)x^3 + \mathcal{O}(x^4) \\
&= y^{1/2} + \frac{5}{4}yy^{1/2} - \frac{7}{32}y^2y^{1/2}x^2 - \frac{3}{128}y^3y^{1/2}x^3 + \mathcal{O}(x^4) \\
(A.23)
\end{align*}

and thus, in (3.63), we have

\begin{align*}
\int_0^\infty dy \left(y^{1/2} + \frac{5}{4}yy^{1/2} - \frac{7}{32}y^2y^{1/2}x^2 - \frac{3}{128}y^3y^{1/2}x^3 + \mathcal{O}(x^4)\right) e^{-y} \\
(A.24)
\end{align*}

Before going further we compute \( \int_0^\infty dy \ y^{1/2} e^{-ay} \) with \( r = y^{1/2} \) \((dy = 2rdr)\) as a change of variable:

\begin{align*}
\int_0^\infty dy \ y^{1/2} e^{-ay} &= 2 \int_0^\infty dr \ r^2 e^{-ar^2} = \frac{1}{2a} \left(\frac{\pi}{a}\right)^{1/2} \\
(A.25)
\end{align*}

\begin{align*}
\Rightarrow \int_0^\infty dy \ y^{1/2} e^{-y} &= \frac{1}{2} \pi^{1/2} \\
(A.26)
\end{align*}

where the value of this integral is provided in Appendix [3].

Moreover, we can remark that

\begin{align*}
-\frac{d}{da} \left(y^{1/2} e^{-ay}\right) &= yy^{1/2} e^{-ay} \\
(A.27)
\end{align*}

which means that we have

\begin{align*}
(-1)^n \frac{d^n}{da^n} \left(y^{1/2} e^{-ay}\right) &= y^n y^{1/2} e^{-ay} \\
(A.28)
\end{align*}

Now we compute the three integrals that are needed in (A.24):

\begin{align*}
\int_0^\infty dy \ yy^{1/2} e^{-ay} &= -\frac{d}{da} \int_0^\infty dy \ y^{1/2} e^{-ay} = -\frac{d}{da} \left[ \frac{1}{2a} \left(\frac{\pi}{a}\right)^{1/2} \right] = \frac{3}{4} \pi^{1/2} a^{-5/2} \\
(A.29)
\end{align*}

\begin{align*}
\Rightarrow \int_0^\infty dy \ yy^{1/2} e^{-y} &= \frac{3}{4} \pi^{1/2} \\
(A.30)
\end{align*}
\[ \int_0^\infty dy \, y^2 y^{1/2} e^{-ay} = -\frac{d}{da} \int_0^\infty dy \, y y^{1/2} e^{-ay} = -\frac{d}{da} \left( \frac{3}{4} \pi^{1/2} a^{-5/2} \right) = \frac{15}{8} \pi^{1/2} a^{-7/2} \]  
(A.31)

\[ \Rightarrow \int_0^\infty dy \, y^2 y^{1/2} e^{-y} = \frac{15}{8} \pi^{1/2} \]  
(A.32)

\[ \int_0^\infty dy \, y^3 y^{1/2} e^{-ay} = -\frac{d}{da} \int_0^\infty dy \, y^2 y^{1/2} e^{-ay} = -\frac{d}{da} \left( \frac{15}{8} \pi^{1/2} a^{-7/2} \right) = \frac{105}{16} \pi^{1/2} a^{-9/2} \]  
(A.33)

\[ \Rightarrow \int_0^\infty dy \, y^3 y^{1/2} e^{-y} = \frac{105}{16} \pi^{1/2} \]  
(A.34)

Therefore (A.24) can be written as

\[ \frac{\pi^{1/2}}{2} \left[ 1 + \frac{15}{8} x + \frac{105}{128} x^2 - \frac{315}{1024} x^3 + O(x^4) \right] \]  
(A.35)

and then (3.63) becomes

\[ n_0 = \left[ g(2\pi x)^{-3/2} \Gamma^3 e^{-1/x} \right] \left[ 1 + \frac{15}{8} x + \frac{105}{128} x^2 - \frac{315}{1024} x^3 + O(x^4) \right] \]  
(A.36)

\[ \Rightarrow \frac{1}{n_0^2} = \frac{8\pi^3 e^{2/x}}{g^2 x^4 M^6} \left[ 1 + \frac{15}{8} x + \frac{105}{128} x^2 - \frac{315}{1024} x^3 + O(x^4) \right]^{-2} \]  
(A.37)

In order to compute the latter expression, we make an Taylor expansion of the polynomial within the brackets, namely \( g(x) \equiv \left[ 1 + \frac{15}{8} x + \frac{105}{128} x^2 - \frac{315}{1024} x^3 + O(x^4) \right]^{-2} \), around \( x = 0 \) and up to order three. We thus obtain

\[ \frac{dg}{dx} = -2 \left( 1 + \frac{15}{8} x + \frac{105}{128} x^2 - \frac{315}{1024} x^3 \right)^{-3} \left( \frac{15}{8} + \frac{105}{64} x - \frac{945}{1024} x^2 \right) \]  
(A.38)

\[ \Rightarrow \frac{dg}{dx}(0) = -\frac{15}{4} \]  
(A.39)

\[ \frac{d^2 g}{dx^2} = 6 \left( 1 + \frac{15}{8} x + \frac{105}{128} x^2 - \frac{315}{1024} x^3 \right)^{-4} \left( \frac{15}{8} + \frac{105}{64} x - \frac{945}{1024} x^2 \right)^2 \]  
\[ - 2 \left( 1 + \frac{15}{8} x + \frac{105}{128} x^2 - \frac{315}{1024} x^3 \right)^{-3} \left( \frac{15}{8} + \frac{105}{64} x - \frac{945}{512} x^2 \right) \]  
(A.40)

\[ \Rightarrow \frac{d^2 g}{dx^2}(0) = 6 \frac{225}{64} + 2 \frac{105}{64} = \frac{675}{32} - \frac{105}{32} = \frac{570}{32} \]  
(A.41)

\[ \frac{d^3 g}{dx^3} = -24 \left( 1 + \frac{15}{8} x + \frac{105}{128} x^2 - \frac{315}{1024} x^3 \right)^{-5} \left( \frac{15}{8} + \frac{105}{64} x - \frac{945}{1024} x^2 \right)^3 \]  
\[ + 6 \left( 1 + \frac{15}{8} x + \frac{105}{128} x^2 - \frac{315}{1024} x^3 \right)^{-4} \left( \frac{15}{8} + \frac{105}{64} x - \frac{945}{1024} x^2 \right)^2 \left( \frac{105}{64} - \frac{945}{512} x^2 \right) \]  
\[ + 6 \left( 1 + \frac{15}{8} x + \frac{105}{128} x^2 - \frac{315}{1024} x^3 \right)^{-4} \left( \frac{15}{8} + \frac{105}{64} x - \frac{945}{1024} x^2 \right) \left( \frac{105}{64} - \frac{945}{512} x^2 \right) \]  
\[ + 2 \left( 1 + \frac{15}{8} x + \frac{105}{128} x^2 - \frac{315}{1024} x^3 \right)^{-3} \frac{945}{512} \]  
(A.42)
\[ \frac{d^3 g}{dx^3}(0) = -24 \frac{3375}{512} + 18 \frac{15105}{8} \frac{1}{64} + 945 \frac{256}{256} = -24 \frac{3375}{512} + 18 \frac{15105}{8} \frac{1}{64} + 945 \frac{256}{256} \]

Thus we find
\[ g(x) = g(0) + \frac{dg}{dx}(0)x + \frac{1}{2} \frac{d^2 g}{dx^2}(0)x^2 + \frac{1}{6} \frac{d^3 g}{dx^3}(0)x^3 + \mathcal{O}(x^4) \]

\[ = 1 - \frac{15}{4} x + \frac{285}{32} x^2 - \frac{2115}{128} x^3 + \mathcal{O}(x^4) \quad (A.44) \]

and so,
\[ \frac{1}{n_0^2} = \frac{8\pi^3 c^2}{g^2 x^3 M^6} \left[ 1 - \frac{15}{4} x + \frac{285}{32} x^2 - \frac{2115}{128} x^3 + \mathcal{O}(x^4) \right] \quad (A.45) \]

**Taylor expansion of \( w(s) \)**

The Taylor expansion of \( w(s) \) about \( \frac{s}{4M^2} = 1 \) up to order three is

\[ w(s) \simeq w(s) \bigg|_{\frac{s}{4M^2} = 1} + \frac{dw}{d \left( \frac{s}{4M^2} \right)} \bigg|_{\frac{s}{4M^2} = 1} \left( \frac{s}{4M^2} - 1 \right) \]

\[ + \frac{1}{2} \frac{d^2 w}{d \left( \frac{s}{4M^2} \right)^2} \bigg|_{\frac{s}{4M^2} = 1} \left( \frac{s}{4M^2} - 1 \right)^2 + \frac{1}{6} \frac{d^3 w}{d \left( \frac{s}{4M^2} \right)^3} \bigg|_{\frac{s}{4M^2} = 1} \left( \frac{s}{4M^2} - 1 \right)^3 \]

\[ = w(s) + \frac{1}{4M^2} w'(s) \bigg|_{\frac{s}{4M^2} = 1} (s - 4M^2) + \frac{1}{2(4M^2)^2} w''(s) \bigg|_{\frac{s}{4M^2} = 1} (s - 4M^2)^2 \]

\[ + \frac{1}{6(4M^2)^3} w'''(s) \bigg|_{\frac{s}{4M^2} = 1} (s - 4M^2)^3 \quad (A.46) \]

where the prime refers to the derivative with respect to \( \frac{s}{4M^2} \).

Thus, in \((3.66)\), we have

\[ \int_{-1}^{1} d \cos \theta \left[ w(s) + \frac{1}{4M^2} w'(s) \bigg|_{\frac{s}{4M^2} = 1} (s - 4M^2) + \frac{1}{2(4M^2)^2} w''(s) \bigg|_{\frac{s}{4M^2} = 1} (s - 4M^2)^2 \right. \]

\[ \left. + \frac{1}{6(4M^2)^3} w'''(s) \bigg|_{\frac{s}{4M^2} = 1} (s - 4M^2)^3 \right] \]

\[ (A.47) \]

Thereby, for each term in the latter relation we have

\[ \int_{-1}^{1} d \cos \theta \left. w(s) \right|_{\frac{s}{4M^2} = 1} = w(s) \bigg|_{\frac{s}{4M^2} = 1} \int_{-1}^{1} d \cos \theta = 2w(s) \bigg|_{\frac{s}{4M^2} = 1} \]

\[ (A.48) \]
\[
\int_{-1}^{1} \frac{d \cos \theta}{4M^2} \left. w'(s) \right|_{4M^2=1} = (s - 4M^2)
\]
\[
= \int_{-1}^{1} \frac{d \cos \theta}{4M^2} \left. w'(s) \right|_{4M^2=1} \left( \frac{1}{2} x(y_1 + y_2) + \frac{1}{2} x^2 y_1 y_2 - x(y_1 + \frac{1}{2} xy_1^2)^{1/2}(y_2 + \frac{1}{2} xy_2^2)^{1/2} \cos \theta \right)
\]
\[
= \left. w'(s) \right|_{4M^2=1} \left( x(y_1 + y_2) + x^2 y_1 y_2 - x(y_1 + \frac{1}{2} xy_1^2)^{1/2}(y_2 + \frac{1}{2} xy_2^2)^{1/2} \int_{-1}^{1} d \cos \theta \cos \theta \right)
\]
\[
= \left. w'(s) \right|_{4M^2=1} \left( x(y_1 + y_2) + x^2 y_1 y_2 \right) \quad \text{(A.49)}
\]

\[
\int_{-1}^{1} \frac{d \cos \theta}{2(4M^2)^2} \left. w''(s) \right|_{4M^2=1} = (s - 4M^2)^2
\]
\[
= \int_{-1}^{1} \frac{d \cos \theta}{2(4M^2)^2} \left. w''(s) \right|_{4M^2=1} \left( \frac{1}{2} x(y_1 + y_2) + \frac{1}{2} x^2 y_1 y_2 - x(y_1 + \frac{1}{2} xy_1^2)^{1/2}(y_2 + \frac{1}{2} xy_2^2)^{1/2} \cos \theta \right)^2
\]
\[
= \int_{-1}^{1} \frac{d \cos \theta}{2(4M^2)^2} \left. w''(s) \right|_{4M^2=1} \left( \frac{1}{4} x^2(y_1 + y_2)^2 + x^2(y_1 + \frac{1}{2} xy_1^2)(y_2 + \frac{1}{2} xy_2^2) \cos^2 \theta + 2 \frac{1}{4} x^3 y_1 y_2 y_2 - 2 \frac{x^2}{2}(y_1 + y_2)(y_1 + \frac{1}{2} xy_1^2)^{1/2}(y_2 + \frac{1}{2} xy_2^2)^{1/2} \cos \theta \right)
\]
\[
= \left. w''(s) \right|_{4M^2=1} \left( \frac{x^2}{2}(y_1 + y_2)^2 + \frac{2}{3} x^2(y_1 + \frac{1}{2} xy_1^2)(y_2 + \frac{1}{2} xy_2^2) + x^3(y_1 + y_2) y_1 y_2 + \mathcal{O}(x^4) \right) \quad \text{(A.50)}
\]

\[
\int_{-1}^{1} \frac{d \cos \theta}{6(4M^2)^3} \left. w'''(s) \right|_{4M^2=1} = (s - 4M^2)^3
\]
\[
= \int_{-1}^{1} \frac{d \cos \theta}{6(4M^2)^3} \left. w'''(s) \right|_{4M^2=1} \left( \frac{1}{2} x(y_1 + y_2) + \frac{1}{2} x^2 y_1 y_2 - x(y_1 + \frac{1}{2} xy_1^2)^{1/2}(y_2 + \frac{1}{2} xy_2^2)^{1/2} \cos \theta \right)^3
\]
\[
= \int_{-1}^{1} \frac{d \cos \theta}{6(4M^2)^3} \left. w'''(s) \right|_{4M^2=1} \left( \frac{1}{8} x^3(y_1 + y_2)^3 - x^3(y_1 + \frac{1}{2} xy_1^2)^{3/2}(y_2 + \frac{1}{2} xy_2^2)^{3/2} \cos^3 \theta \right)
\]
\[
= \left. w'''(s) \right|_{4M^2=1} \left( \frac{x^3}{4}(y_1 + y_2)^3 + x^3(y_1 + y_2)(y_1 + \frac{1}{2} xy_1^2)(y_2 + \frac{1}{2} xy_2^2) + \mathcal{O}(x^4) \right) \quad \text{(A.51)}
\]

where we expressed \((s - 4M^2)\) using (3.68).
One can therefore write \( \langle \sigma v_{\text{rel}} \rangle \) as
\[
\langle \sigma v_{\text{rel}} \rangle = \frac{2}{\pi M^2} \left[ 1 - \frac{15}{4} x + \frac{285}{32} x^2 - \frac{2115}{128} x^3 \right] \int_0^\infty dy_1 dy_2 \left( y_1 + \frac{1}{2} x y_1^2 \right)^{1/2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{1/2} 
\times e^{-y_1} e^{-y_2} \left[ 2w(s) + w'(s) \left( x(y_1 + y_2) + x^2 y_1 y_2 \right) + \frac{w''(s)}{2} \left( \frac{x^2}{2} (y_1 + y_2)^2 \right) 
+ \frac{2}{3} x^2 (y_1 + \frac{1}{2} x y_1^2)(y_2 + \frac{1}{2} x y_2^2) + x^3 (y_1 + y_2) y_1 y_2 \right] 
+ \frac{w'''(s)}{6} \left( \frac{x^3}{4} (y_1 + y_2)^3 + x^3 (y_1 + y_2) \left( y_1 + \frac{1}{2} x y_1^2 \right) \left( y_2 + \frac{1}{2} x y_2^2 \right) \right] \]
\( x, y = \frac{\pi M}{2} \) (A.52)

Integrals in the thermally averaged annihilation cross section

In order to compute
\[
\int_0^\infty dy_1 dy_2 \left( y_1 + \frac{1}{2} x y_1^2 \right)^{1/2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{1/2} e^{-y_1} e^{-y_2} \left[ 2w(s) + w'(s) \left( x(y_1 + y_2) + x^2 y_1 y_2 \right) 
+ \frac{w''(s)}{2} \left( \frac{x^2}{2} (y_1 + y_2)^2 \right) 
+ \frac{2}{3} x^2 (y_1 + \frac{1}{2} x y_1^2)(y_2 + \frac{1}{2} x y_2^2) + x^3 (y_1 + y_2) y_1 y_2 \right] 
+ \frac{w'''(s)}{6} \left( \frac{x^3}{4} (y_1 + y_2)^3 + x^3 (y_1 + y_2) \left( y_1 + \frac{1}{2} x y_1^2 \right) \left( y_2 + \frac{1}{2} x y_2^2 \right) \right] \]
\( x, y = \frac{\pi M}{2} \) (A.53)

we have to make a Taylor expansion in \( x \) (around zero) of each integrand. Again we stop at the third order. Here, for the purpose of not being too cumbersome, we will use a prime for the derivative with respect to \( x \), thereby, it is not related to the primes utilized for the derivatives of \( w(s) \).

First integral

Let us compute
\[
\int_0^\infty dy_1 dy_2 \left( y_1 + \frac{1}{2} x y_1^2 \right)^{1/2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{1/2} e^{-y_1} e^{-y_2} \]
\( x, y = \frac{\pi M}{2} \) (A.54)

We can define \( h_1(x) \equiv \left( y_1 + \frac{1}{2} x y_1^2 \right)^{1/2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{1/2} \) and so we have
\[
h_1'(x) = \frac{1}{2} \left( y_1 + \frac{1}{2} x y_1^2 \right)^{-1/2} \frac{y_1^2}{2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{1/2} 
+ \left( y_1 + \frac{1}{2} x y_1^2 \right)^{1/2} \frac{1}{2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{-1/2} \frac{y_2^2}{2} \]
\( \Rightarrow h_1'(0) = \frac{1}{4} y_1^{-1/2} y_1 y_2^{1/2} + \frac{1}{4} y_1^{1/2} y_2^{-1/2} y_2 = \frac{1}{4} (y_1 + y_2) y_1^{1/2} y_2^{1/2} \)
\( x, y = \frac{\pi M}{2} \) (A.55)
\[ h''_1(x) = -\frac{y_1^2}{8} \left( y_1 + \frac{1}{2} x y_1^2 \right)^{-3/2} \frac{y_1}{2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{1/2} \]
\[ + \frac{y_1^2}{8} \left( y_1 + \frac{1}{2} x y_1^2 \right)^{-1/2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{-1/2} \frac{y_2}{2} \]
\[ + \frac{y_2^2}{8} \left( y_1 + \frac{1}{2} x y_1^2 \right)^{-1/2} \frac{y_2}{2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{-1/2} \]
\[ - \frac{y_2^2}{8} \left( y_1 + \frac{1}{2} x y_1^2 \right)^{1/2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{-3/2} \frac{y_2}{2} \]
\[ (A.57) \]
\[ \Rightarrow h''_1(0) = -\frac{y_1^4}{16} y_1^{-3/2} y_2^{1/2} + \frac{y_1^2}{16} y_2^{-1/2} y_2^{-1/2} + \frac{y_2^2}{16} y_1^{-1/2} y_2^{-1/2} - \frac{y_1^2}{16} y_1 y_2^{-3/2} \]
\[ = -\frac{1}{16} \left( y_1^2 - 2 y_1 y_2 + y_2^2 \right) y_1^{1/2} y_2^{1/2} \]  
\[ (A.58) \]
\[ h'''_1(x) = \frac{3y_1^4}{32} \left( y_1 + \frac{1}{2} x y_1^2 \right)^{-5/2} \frac{y_1}{2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{1/2} \]
\[ - \frac{y_1^2}{32} \left( y_1 + \frac{1}{2} x y_1^2 \right)^{-3/2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{-1/2} \frac{y_2}{2} \]
\[ - \frac{1}{16} y_1^2 y_2 \left( y_1 + \frac{1}{2} x y_1^2 \right)^{-3/2} \frac{y_1}{2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{-1/2} \]
\[ - \frac{1}{16} y_1 y_2^2 \left( y_1 + \frac{1}{2} x y_1^2 \right)^{-1/2} \frac{y_1}{2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{-3/2} \frac{y_2}{2} \]
\[ - \frac{y_1^2}{32} \left( y_1 + \frac{1}{2} x y_1^2 \right)^{-1/2} \frac{y_1}{2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{-3/2} \frac{y_2}{2} \]
\[ + \frac{3y_2^4}{32} \left( y_1 + \frac{1}{2} x y_1^2 \right)^{1/2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{-5/2} \frac{y_2}{2} \]
\[ (A.59) \]
\[ \Rightarrow h'''_1(0) = \frac{3y_1^4}{64} y_1^{-5/2} y_2 y_2^{1/2} - \frac{1}{64} y_1^4 y_1^{-3/2} y_2^{-1/2} y_2^{1/2} - \frac{1}{32} y_1^2 y_2^{-3/2} y_1 y_2^{1/2} \]
\[ - \frac{1}{32} y_1^2 y_2^{-1/2} y_2^{-3/2} y_2^{1/2} - \frac{y_1^4}{64} y_1^{-1/2} y_2^{-1/2} y_2^{-3/2} + \frac{3y_2^4}{64} y_1 y_2^{-5/2} y_2^{1/2} \]
\[ = \frac{1}{64} \left( 3y_1^3 - y_1^2 y_2 - 2 y_1^2 y_2 - 2 y_1 y_2 - y_1 y_2 + y_2^2 \right) y_1^{1/2} y_2^{1/2} \]
\[ = \frac{3}{64} \left( y_3 - y_1 y_2 - y_1 y_2 + y_2^2 \right) y_1^{1/2} y_2^{1/2} \]  
\[ (A.60) \]

Thus
\[ h_1(x) = h_1(0) + h'_1(0)x + \frac{1}{2} h''_1(0)x^2 + \frac{1}{6} h'''_1(0)x^3 + \mathcal{O}(x^4) \]
\[ = y_1^{1/2} y_2^{1/2} + \frac{1}{4} y_1^{1/2} y_2^{1/2} (y_1 + y_2)x - \frac{1}{32} y_1^{1/2} y_2^{1/2} \left( y_1^2 - 2 y_1 y_2 + y_2^2 \right) x^2 \]
\[ + \frac{1}{128} y_1^{1/2} y_2^{1/2} \left( y_1^3 - y_1^2 y_2 - y_1 y_2 - y_2^2 + y_2^2 \right) x^3 + \mathcal{O}(x^4) \]  
\[ (A.61) \]

and then \([A.54]\) becomes
\[ \int_0^\infty dy_1 y_1^{1/2} e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} e^{-y_2} + \frac{1}{4} \left( \int_0^\infty dy_1 y_1^{1/2} e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} e^{-y_2} \right) \]
Second integral

where we used (A.26), (A.30), (A.32) and (A.34).

(Appendix A. Explicit Calculations)

\[ + \int_0^\infty dy_1 y_1^{1/2} e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} e^{-y_2} \left[ x - \frac{1}{32} \left[ \int_0^\infty dy_1 y_1^{1/2} y_1^{2} e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} e^{-y_2} \right] \right] \]

\[- 2 \int_0^\infty dy_1 y_1^{1/2} e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} e^{-y_2} + \int_0^\infty dy_1 y_1^{1/2} e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} e^{-y_2} \right] x^2 \]

\[ + \frac{1}{128} \left[ \int_0^\infty dy_1 y_1^{1/2} y_1^{3} e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} e^{-y_2} - \int_0^\infty dy_1 y_1^{1/2} y_1^{2} e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} e^{-y_2} \right] x^3 \]

\[ + O(x^4) \]

\[ = \frac{x^{1/2}}{2} \left( \frac{3}{4} x^{1/2} + \frac{\pi}{4} \right) - \frac{1}{4} \left[ \frac{3 \pi^{1/2}}{2} \frac{1}{2} + \frac{\pi^{1/2}}{2} \right] \frac{1}{2} x \]

\[ + \frac{1}{128} \left[ \int_0^\infty dy_1 y_1^{1/2} y_1^{3} e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} e^{-y_2} - \int_0^\infty dy_1 y_1^{1/2} y_1^{2} e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} e^{-y_2} \right] x^3 \]

\[ + O(x^4) \]

\[ = \frac{x^{1/2}}{4} \left( 1 \frac{3}{4} x - \frac{3}{32} x^2 + \frac{15}{128} x^3 + O(x^4) \right) \]

where we used (A.26), (A.30), (A.32) and (A.34).

Second integral

Now we calculate

\[ \int_0^\infty dy_1 dy_2 \left( y_1 + \frac{1}{2} x y_1^2 \right)^{1/2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{1/2} e^{-y_1} e^{-y_2} \left( x (y_1 + y_2) + x^2 y_1 y_2 \right) \]

In order to do that, we can define \( h_{2,1}(x) \equiv \left( y_1 + \frac{1}{2} x y_1^2 \right)^{1/2} \left( y_2 + \frac{1}{2} x y_2^2 \right)^{1/2} x (y_1 + y_2) \)

\[ = h_1(x) x (y_1 + y_2) \]. Thus, making a Taylor expansion, we obtain

\[ h_{2,1}'(x) = (y_1 + y_2) \left[ h_1'(x) x + h_1(x) \right] \]

\[ \Rightarrow h_{2,1}'(0) = (y_1 + y_2) h_1(0) = (y_1 + y_2) y_1^{1/2} y_2^{1/2} \]

\[ h_{2,1}''(x) = (y_1 + y_2) \left[ h_1''(x) x + h_1'(x) + h_1'(x) \right] \]

\[ \Rightarrow h_{2,1}''(0) = (y_1 + y_2) 2 h_1'(0) = \frac{1}{2} (y_1 + y_2)^2 y_1^{1/2} y_2^{1/2} \]

\[ h_{2,1}'''(x) = (y_1 + y_2) \left[ h_1'''(x) x + h_1''(x) + 2 h_1''(x) \right] \]

\[ \Rightarrow h_{2,1}'''(0) = (y_1 + y_2) 3 h_1''(0) = (y_1 + y_2) \left[ -3 \frac{1}{16} \left( y_1^2 - 2 y_1 y_2 + y_2^2 \right) \right] y_1^{1/2} y_2^{1/2} \]

Therefore

\[ h_{2,1}(x) = h_{2,1}(0) + h_{2,1}'(0) x + \frac{1}{2} h_{2,1}''(0) x^2 + \frac{1}{6} h_{2,1}'''(0) x^3 + O(x^4) \]
\[
= y_1^{1/2} y_2^{1/2} (y_1 + y_2) \left[ x + \frac{1}{4} (y_1 + y_2) x^2 - \frac{1}{32} (y_1^2 - 2y_1 y_2 + y_2^2) x^3 + \mathcal{O}(x^4) \right] \tag{A.70}
\]

Then we define \( h_{2,2}(x) \equiv (y_1 + \frac{1}{2} x y_1^{1/2})^{1/2} (y_2 + \frac{1}{2} x y_2^{1/2})^{1/2} x^2 y_1 y_2 = h_1(x) x^2 y_1 y_2 \) and thereby we find

\[
h_{2,2}'(x) = y_1 y_2 \left[ h_1'(x) x^2 + 2 x h_1(x) \right] \tag{A.71}
\]

\[
\Rightarrow h_{2,2}'(0) = 0 \tag{A.72}
\]

\[
h_{2,2}''(x) = y_1 y_2 \left[ h_1''(x) x^2 + 2 x h_1'(x) + 2 h_1(x) + 2 x h_1'(x) \right] \tag{A.73}
\]

\[
\Rightarrow h_{2,2}''(0) = y_1 y_2 2 h_1(0) = 2 y_1 y_2 y_1^{1/2} y_2^{1/2} \tag{A.74}
\]

\[
h_{2,2}'''(x) = y_1 y_2 \left[ h_1'''(x) x^2 + 2 x h_1''(x) + 4 h_1'(x) + 4 x h_1''(x) + 2 h_1'(x) \right] \tag{A.75}
\]

\[
\Rightarrow h_{2,2}'''(0) = y_1 y_2 6 h_1'(0) = \frac{3}{2} y_1 y_2 (y_1 + y_2) y_1^{1/2} y_2^{1/2} \tag{A.76}
\]

So

\[
h_{2,2}(x) = h_{2,2}(0) + h_{2,2}'(0) x + \frac{1}{2} h_{2,2}''(0) x^2 + \frac{1}{6} h_{2,2}'''(0) x^3 + \mathcal{O}(x^4)
\]

\[
= y_1^{1/2} y_2^{1/2} y_1 y_2 \left[ x^2 + \frac{1}{4} (y_1 + y_2) x^3 + \mathcal{O}(x^4) \right] \tag{A.77}
\]

We thus obtain

\[
h_2(x) \equiv h_{2,1}(x) + h_{2,2}(x)
\]

\[
= y_1^{1/2} y_2^{1/2} (y_1 + y_2) x + y_1^{1/2} y_2^{1/2} \frac{1}{4} (y_1^2 + 6 y_1 y_2 + y_2^2) x^2
\]

\[
- y_1^{1/2} y_2^{1/2} \frac{1}{32} (y_1^3 - 9 y_1 y_2^2 - 9 y_1^2 y_2 + y_2^3) x^3 + \mathcal{O}(x^4) \tag{A.78}
\]

Therefore, we can express \([A.63]\) as

\[
\left[ \int_0^\infty dy_1 y_1^{1/2} y_1 e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} e^{-y_2} + \int_0^\infty dy_1 y_1^{1/2} e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} y_2 e^{-y_2} \right] x
\]

\[
+ \frac{1}{4} \left[ \int_0^\infty dy_1 y_1^{1/2} y_1^2 e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} e^{-y_2} + 6 \int_0^\infty dy_1 y_1^{1/2} y_1 e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} y_2 e^{-y_2} \right.
\]

\[
+ \int_0^\infty dy_1 y_1^{1/2} e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} y_2^2 e^{-y_2} \right] x^2 - \frac{1}{32} \left[ \int_0^\infty dy_1 y_1^{1/2} y_1^3 e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} e^{-y_2} \right.
\]

\[
- 9 \int_0^\infty dy_1 y_1^{1/2} y_1^2 e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} y_2 e^{-y_2} - 9 \int_0^\infty dy_1 y_1^{1/2} y_1 e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} y_2^2 e^{-y_2} \right]
\]

\[
+ \int_0^\infty dy_1 y_1^{1/2} e^{-y_1} \int_0^\infty dy_2 y_2^{1/2} y_2^3 e^{-y_2} \right] x^3 + \mathcal{O}(x^4)
\]
Here, the integral to compute is
\[
\text{Third integral}
\]
where we used (A.26), (A.30), (A.32) and (A.34).

Next we define
\[
\text{Next we define (A.82)}
\]
\[
\text{Next we define (A.83)}
\]
\[
\text{Next we define (A.84)}
\]
\[
\text{Next we define (A.85)}
\]
\[
\text{Next we define (A.86)}
\]
which implies that
\[
\text{Next we define (A.87)}
\]
Next we define \(h_{3.2}(x) \equiv \left( y_1 + \frac{1}{2}x y_1^2 \right)^{\frac{1}{2}} \left( y_2 + \frac{1}{2}x y_2^2 \right)^{\frac{1}{2}} \frac{\varphi^2}{2}(y_1 + y_2)^2 = h_1(x) \frac{\varphi^2}{2}(y_1 + y_2)^2 \) and compute its derivatives:
We can then define

\[ h'_{3, 2}(x) = 3h_1^2(x)h_1'(x) \frac{2}{3} x^2 + h_1^3(x) \frac{4}{3} x \]

\Rightarrow h'_{3, 2}(0) = 0 \quad (A.88)

\[ h''_{3, 2}(x) = 4h_1(x)(h_1')^2(x)x^2 + 2h_1^2(x)h_1''(x)x^2 + 4h_1^3(x)h_1'(x)x + 4h_1^3(x)h_1'(x) + \frac{4}{3} h_1^3(x) \]

\Rightarrow h''_{3, 2}(0) = \frac{4}{3} h_1^3(0) = \frac{4}{3} y_1 y_2 y_1^{1/2} y_2^{1/2} \quad (A.90)

\[ h'''_{3, 2}(x) = 4(h_1')^3(x)x^2 + 8h_1(x)h_1'(x)h_1''(x)x^2 + 8h_1(x)(h_1')^2(x)x + 4h_1(x)h_1'(x)h_1''(x)x^2 + 2h_1^2(x)h_1'''(x)x^2 + 4h_1^3(x)h_1''(x)x + 16h_1(x)(h_1')^2(x)x + 8h_1^2(x)h_1''(x)x 
+ 8h_1^3(x)h_1'(x) + 4h_1^3(x)h_1'(x) \]

\Rightarrow h'''_{3, 2}(0) = 12h_1^2(0)h_1'(0) = 3y_1 y_2 (y_1 + y_2) y_1^{1/2} y_2^{1/2} \quad (A.92)

and thus

\[ h_{3, 2}(x) = h_{3, 2}(0) + h'_{3, 2}(0)x + \frac{1}{2} h''_{3, 2}(0)x^2 + \frac{1}{6} h'''_{3, 2}(0)x^3 + O(x^4) \]

\[ = y_1^{1/2} y_2^{1/2} y_1 y_2 \left[ \frac{2}{3} x^2 + \frac{1}{2} (y_1 + y_2) x^3 + O(x^4) \right] \quad (A.94) \]

We can then define \( h_{3, 3}(x) \equiv (y_1 + \frac{1}{2}x y_1^2)^{1/2} (y_2 + \frac{1}{2}x y_2^2)^{1/2} x^3 (y_1 + y_2) y_1 y_2 = h_1(x) x^3 (y_1 + y_2) y_1 y_2 \) and we have

\[ h'_{3, 3}(x) = (y_1 + y_2)y_1 y_2 \left[ h_1'(x) x^3 + h_1(x) 3x^2 \right] \]

\Rightarrow h'_{3, 3}(0) = 0 \quad (A.95)

\[ h''_{3, 3}(x) = (y_1 + y_2)y_1 y_2 \left[ h_1''(x) x^3 + h_1'(x) 3x^2 + h_1'(x) 3x^2 + h_1(x) 6x \right] \]

\Rightarrow h''_{3, 3}(0) = 0 \quad (A.97)

\[ h'''_{3, 3}(x) = (y_1 + y_2)y_1 y_2 \left[ h_1'''(x) x^3 + h_1''(x) 3x^2 + 2h_1''(x) 3x^2 + 2h_1'(x) 6x \right. \]
\[ \left. \quad + h_1'(x) 6x + 6h_1(x) \right] \]

\Rightarrow h'''_{3, 3}(0) = (y_1 + y_2)y_1 y_2 6h_1(0) = 6(y_1 + y_2)y_1 y_2 y_1^{1/2} y_2^{1/2} \quad (A.99)

Thus

\[ h_{3, 3}(x) = h_{3, 3}(0) + h'_{3, 3}(0)x + \frac{1}{2} h''_{3, 3}(0)x^2 + \frac{1}{6} h'''_{3, 3}(0)x^3 + O(x^4) \]

\[ = y_1^{1/2} y_2^{1/2} (y_1 + y_2)y_1 y_2 x^3 + O(x^4) \quad (A.100) \]
and then
\[ h_3(x) \equiv h_{3,1}(x) + h_{3,2}(x) + h_{3,3}(x) \]
\[ = y_1^{1/2} y_2^{1/2} \frac{1}{6} \left( 3y_1^2 + 10y_1y_2 + 3y_2^2 \right) x^2 \]
\[ + y_1^{1/2} y_2^{1/2} \frac{1}{8} \left( y_1^3 + 15y_1y_2 + 15y_1^2 + y_2^3 \right) x^3 + \mathcal{O}(x^4) \]  
(A.102)

It follows that (A.80) can be written as

\[
\frac{1}{6} \left[ 3 \int_0^\infty dy_1 \, y_1^{1/2} y_1^{1/2} e^{-y_1} \int_0^\infty dy_2 \, y_2^{1/2} e^{-y_2} + 10 \int_0^\infty dy_1 \, y_1^{1/2} y_1^{1/2} e^{-y_1} \int_0^\infty dy_2 \, y_2^{1/2} e^{-y_2} \right] x^2 + \frac{1}{8} \left[ \int_0^\infty dy_1 \, y_1^{1/2} y_1^{1/2} e^{-y_1} \int_0^\infty dy_2 \, y_2^{1/2} e^{-y_2} \right] x^3 + \mathcal{O}(x^4)
\]
\[
= \frac{1}{6} \left( 3 \frac{15\pi^{1/2} \pi^{1/2}}{8} + 10 \frac{3\pi^{1/2} \pi^{1/2}}{4} + \frac{3\pi^{1/2} 15\pi^{1/2}}{2} \right) x^2
\]
\[
+ \frac{1}{8} \left( \frac{105\pi^{1/2} \pi^{1/2}}{16} + 15 \frac{15\pi^{1/2} \pi^{1/2}}{8} + \frac{15\pi^{1/2} 15\pi^{1/2}}{4} + \frac{\pi^{1/2} 105\pi^{1/2}}{2} \right) x^3 + \mathcal{O}(x^4)
\]
\[
= \frac{15\pi}{32} \left( 4x^2 + 13x^3 + \mathcal{O}(x^4) \right) \]  
(A.103)

where we used (A.26), (A.30), (A.32) and (A.34).

**Fourth integral**

Finally, we deal with the last part of (A.53), namely

\[
\int_0^\infty dy_1 dy_2 \, \left( y_1 + \frac{1}{2} xy_1^2 \right)^{1/2} \left( y_2 + \frac{1}{2} xy_2^2 \right)^{1/2} e^{-y_1} e^{-y_2}
\]
\[ \times \left( \frac{x^3}{4} (y_1 + y_2)^3 + x^3 (y_1 + y_2) \left( y_1 + \frac{1}{2} xy_1^2 \right) \left( y_2 + \frac{1}{2} xy_2^2 \right) \right) \]  
(A.104)

To calculate this integral, we define \( h_{4,1} \equiv \left( y_1 + \frac{1}{2} xy_1^2 \right)^{1/2} \left( y_2 + \frac{1}{2} xy_2^2 \right)^{1/2} \frac{x^3}{4} (y_1 + y_2)^3 \)

\[ = h_1(x) \frac{x^3}{4} (y_1 + y_2)^3. \]  
We then obtain

\[
h_{4,1}'(x) = \frac{1}{4} (y_1 + y_2)^3 \left[ h_1'(x)x^3 + h_1(x)3x^2 \right]
\]
\[ \Rightarrow h_{4,1}'(0) = 0 \]  
(A.105)
Thus

\[ h''_{4,1}(x) = \frac{1}{4} (y_1 + y_2)^3 \left[ h''_1(x)x^3 + h'_1(x)3x^2 + h_1(x)6x \right] \]

\Rightarrow h''_{4,1}(0) = 0 \tag{A.107}

\[ h''_{4,1}(x) = \frac{1}{4} (y_1 + y_2)^3 \left[ h''_1(x)x^3 + h'_1(x)3x^2 + 2h''_1(x)3x^2 + 2h'_1(x)6x + h_1(x)6x + 6h_1(x) \right] \]

\Rightarrow h''_{4,1}(0) = \frac{3}{2} (y_1 + y_2)^3 h_1(0) = \frac{3}{2} (y_1 + y_2)^3 y_1^{1/2} y_2^{1/2} \tag{A.109}

Thus

\[ h_{4,1}(x) = h_{4,1}(0) + h'_{4,1}(0)x + \frac{1}{2} h''_{4,1}(0)x^2 + \frac{1}{6} h'''_{4,1}(0)x^3 + \mathcal{O}(x^4) \]

\[ = y_1^{1/2} y_2^{1/2} \frac{1}{4} (y_1 + y_2)^3 x^3 + \mathcal{O}(x^4) \tag{A.111} \]

We now define \( h_{4,2} \equiv (y_1 + \frac{1}{3} xy_1^2)^{1/2} \left( y_2 + \frac{1}{3} xy_2^2 \right)^{1/2} x^3 (y_1 + y_2) \left( y_1 + \frac{1}{3} xy_1^2 \right) \left( y_2 + \frac{1}{3} xy_2^2 \right) = h_{4,1}(x)x^3(y_1 + y_2) \) that we derive:

\[ h'_{4,2}(x) = (y_1 + y_2) \left[ 3h''_1(x)h'_1(x)x^3 + h''_1(x)3x^2 \right] \]

\Rightarrow h'_{4,2}(0) = 0 \tag{A.112}

\[ h''_{4,2}(x) = (y_1 + y_2) \left[ 6h_1(x)(h'_1)^2(x)x^3 + 3h''_1(x)h''_1(x)x^3 + 3h''_1(x)h'_1(x)3x^2 \right. \]

\[ + 3h''_1(x)h'_1(x)3x^2 + h''_1(x)6x \] \]

\Rightarrow h''_{4,2}(0) = 0 \tag{A.114}

\[ h'''_{4,2}(x) = (y_1 + y_2) \left[ 6(h'_1)^3(x)x^3 + 12h_1(x)(h'_1)^2(x)x^3 + 6h_1(x)(h''_1(x)3x^2 \right. \]

\[ + 6h_1(x)(h'_1)^2(x)h''_1(x)x^3 + 3h''_1(x)h''_1(x)x^3 + 3h''_1(x)(h'_1)^2(x)3x^2 \]

\[ + 12h_1(x)(h'_1)^2(x)3x^2 + 6h''_1(x)h''_1(x)3x^2 + 6h_1(x)(h''_1(x)h'_1(x)6x \right. \]

\[ + 3h''_1(x)h'_1(x)6x + 6h''_1(x) \]

\Rightarrow h'''_{4,2}(0) = 6(y_1 + y_2)h''_1(0) = 6(y_1 + y_2)y_1^{1/2} y_2^{1/2} \tag{A.116} \]

Thereby

\[ h_{4,2}(x) = h_{4,2}(0) + h'_{4,2}(0)x + \frac{1}{2} h''_{4,2}(0)x^2 + \frac{1}{6} h'''_{4,2}(0)x^3 + \mathcal{O}(x^4) \]

\[ = y_1^{1/2} y_2^{1/2} y_1 y_2 (y_1 + y_2)x^3 + \mathcal{O}(x^4) \tag{A.118} \]

At the end, we find

\[ h_4(x) \equiv h_{4,1}(x) + h_{4,2}(x) = \frac{1}{4} y_1^{1/2} y_2^{1/2} \left( y_1^2 + 7y_1 y_2 + 7y_1 y_2^2 + y_2^2 \right) x^3 + \mathcal{O}(x^4) \tag{A.119} \]
Therefore (A.104) can be expressed as

\[
\frac{1}{4} \left[ \int_{0}^{\infty} dy_1 y_1^{1/2} y_2^{1/2} e^{-y_1} \int_{0}^{\infty} dy_2 y_2^{1/2} e^{-y_2} + 7 \int_{0}^{\infty} dy_1 y_1^{1/2} y_2^{1/2} e^{-y_1} \int_{0}^{\infty} dy_2 y_2^{1/2} y_2 e^{-y_2} \right]^3 + O(x^4)
\]

\[
= \frac{1}{4} \left( \frac{105 \pi^{1/2}}{16} x^3 + O(x^4) \right)
\]

where (A.26), (A.30), (A.32) and (A.34) were used.

We can eventually compute (A.53):

\[
\frac{2 w(s) \pi}{4} \left( 1 + \frac{3}{4} x - \frac{3}{32} x^2 + \frac{15}{128} x^3 \right) + w'(s) \frac{3 \pi}{128} \left( 32x + 56x^2 + 25x^3 \right) + \frac{w''(s) 15 \pi}{32} (4x^2 + 13x^3) + \frac{w'''(s) 105 \pi}{6} x^3 + O(x^4)
\]

Thus, injecting the latter result in (3.69) we obtain

\[
\langle \sigma_{\text{rel}} \rangle = \frac{2}{\pi M^2} \left[ 1 - \frac{15}{4} x + \frac{285}{32} x^2 - \frac{2115}{128} x^3 \right] \left[ \frac{2 w(s) \pi}{4} \left( 1 + \frac{3}{4} x - \frac{3}{32} x^2 + \frac{15}{128} x^3 \right) + w'(s) \frac{3 \pi}{128} (32x + 56x^2 + 25x^3) + \frac{w''(s) 15 \pi}{32} (4x^2 + 13x^3) + \frac{w'''(s) 105 \pi}{6} x^3 \right] + O(x^4)
\]

\[
= \frac{1}{M^2} \left[ \left( 1 + \frac{3}{4} x - \frac{3}{32} x^2 + \frac{15}{128} x^3 - \frac{15}{4} x - 45 \frac{x^3}{16} + 45 \frac{x^3}{128} + 285 \frac{x^2}{32} + 855 \frac{x^3}{128} \right) w(s) + \left( 60 \frac{x^2}{32} + 195 \frac{x^3}{32} - 900 \frac{x^3}{128} \right) w'(s) + \frac{35}{16} x^3 w''(s) + O(x^4) \right] \bigg|_{3m^2 = 1}
\]

\[
= \frac{1}{M^2} \left[ w(s) + \left( -3 w(s) + \frac{3}{2} w'(s) \right) x + \left( 6 w(s) - 3 w'(s) + \frac{15}{8} w''(s) \right) x^2 + \left( -\frac{75}{8} w(s) + \frac{75}{16} w'(s) - \frac{15}{16} w''(s) + \frac{35}{16} w'''(s) \right) x^3 + O(x^4) \right] \bigg|_{3m^2 = 1}
\]
\[
= \frac{1}{M^2} \left[ w(s) - \frac{3}{2} (2w(s) - w'(s)) x + \frac{3}{8} (16w(s) - 8w'(s) + 5w''(s)) - \frac{5}{16} (30w(s) - 15w'(s) + 3w''(s) - 7w'''(s)) + O(x^4) \right]_{x^M = 1} \tag{A.124}
\]

**Final form of the thermally averaged annihilation cross section**

Let us compute the derivatives of

\[
w(s) = \sum_f \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \left[ C_{0f} + C_{1f} \frac{s}{4M^2} + C_{2f} \left( \frac{s}{4M^2} \right)^2 \right] \tag{A.125}
\]

First of all we have

\[
w(s) \bigg|_{s^M = 1} = \sum_f \left( 1 - \frac{m_f^2}{M^2} \right)^{1/2} \left( C_{0f} + C_{1f} + C_{2f} \right)
= \sum_f K_f \left( C_{0f} + C_{1f} + C_{2f} \right)
= \sum_f K_f a_f \tag{A.126}
\]

where we have defined \( K_f \equiv \left( 1 - \frac{m_f^2}{M^2} \right)^{1/2} \) for convenience.

**First derivative**

Here we calculate the three first derivatives of \(w(s)\):

\[
\left[ \frac{d}{d \frac{s}{4M^2}} \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \right]_{\frac{s}{4M^2} = 1} = 4M^2 \left[ \frac{1}{2} \left( 1 - \frac{4m_f^2}{s} \right)^{-1/2} \right]_{\frac{s}{4M^2} = 1}
= K_f \frac{1}{2} \frac{m_f^2}{M^2} \left( 1 - \frac{m_f^2}{M^2} \right)^{-1}
= K_f \frac{m_f^2}{2 \left( M^2 - m_f^2 \right)} \tag{A.127}
\]

\[
\left[ \frac{d}{d \frac{s}{4M^2}} \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \frac{s}{4M^2} \right]_{\frac{s}{4M^2} = 1} = K_f \frac{m_f^2}{2 \left( M^2 - m_f^2 \right)} + K_f
= K_f \left( \frac{m_f^2}{2 \left( M^2 - m_f^2 \right)} + 1 \right) \tag{A.128}
\]
\[
\left[ \frac{d}{d\frac{s}{4M^2}} \left( \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \right) \right]_{\frac{s}{4M^2}=1} = K_f \frac{m_f^2}{2(M^2 - m_f^2)} + 2K_f
\]

\[
= K_f \left( \frac{m_f^2}{2(M^2 - m_f^2)} + 2 \right) \tag{A.129}
\]

Therefore

\[
\left. w'(s) \right|_{\frac{s}{4M^2}=1} = \sum_f K_f \left[ \frac{m_f^2}{2(M^2 - m_f^2)} C_{0f} + \left( \frac{m_f^2}{2(M^2 - m_f^2)} + 1 \right) C_{1f} \right. \\
+ \left. \left( \frac{m_f^2}{2(M^2 - m_f^2)} + 2 \right) C_{2f} \right]
\]

\[
= \sum_f K_f \left[ \beta f C_{0f} + \left( \beta f^2 + 1 \right) C_{1f} + \left( \beta f^2 + 2 \right) C_{2f} \right] \tag{A.130}
\]

with \( \beta_f \equiv \frac{m_f^2}{M^2 - m_f^2} \).

**Second derivative**

Now we can compute the three second derivatives of \( (A.125) \):

\[
\left[ \frac{d^2}{d\left( \frac{s}{4M^2} \right)^2} \left( \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \right) \right]_{\frac{s}{4M^2}=1} = \left[ \frac{(4M^2)^2 4m_f^2}{2} \left( 1 - \frac{4m_f^2}{s} \right)^{-1/2} - \frac{2}{s^2} \left( \frac{4M^2}{2} 4m_f^2 - \frac{1}{2} 4m_f^2 \right) \left( 1 - \frac{4m_f^2}{s} \right)^{-3/2} \right]_{\frac{s}{4M^2}=1}
\]

\[
= K_f \left[ - \frac{(4M^2)^2 4m_f^2}{(4M^2)^3} \left( 1 - \frac{m_f^2}{M^2} \right)^{-1} - \frac{1}{4} \frac{(4M^2)^2 (4m_f^2)^2}{(4M^2)^2} \left( 1 - \frac{m_f^2}{M^2} \right)^{-2} \right]
\]

\[
= K_f \frac{-m_f^2}{M^2} \left( 1 - \frac{m_f^2}{M^2} \right)^{-1} \left[ 1 + \frac{m_f^2}{4M^2} \left( 1 - \frac{m_f^2}{M^2} \right)^{-1} \right]
\]

\[
= K_f \frac{-m_f^2}{\left( M^2 - m_f^2 \right)} \left[ 1 + \frac{m_f^2}{4 \left( M^2 - m_f^2 \right)} \right] \tag{A.131}
\]

Then, using

\[
\frac{d^n}{dx^n} (fg)(x) = \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} d^{n-k} f d^k g
\]

\[
(A.132)
\]
we obtain

\[
\left[ \frac{d^2}{d (\frac{s}{4M^2})^2} \left( \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \frac{s}{4M^2} \right) \right]_{\frac{s}{4M^2} = 1} = \] \
\[
\left[ \frac{d^2}{d \left( \frac{s}{4M^2} \right)^2} \left( \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \frac{s}{4M^2} \right) \right]_{\frac{s}{4M^2} = 1} + 2 \left[ \frac{d}{d \left( \frac{s}{4M^2} \right)} \left( \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \frac{s}{4M^2} \right) \right]_{\frac{s}{4M^2} = 1} = K_f \left[ \frac{-m_f^2}{M^2 - m_f^2} \left[ 1 + \frac{m_f^2}{4(M^2 - m_f^2)} \right] + 2K_f \left( \frac{m_f^2}{2(M^2 - m_f^2)} \right) \right] = K_f \left[ \frac{-m_f^2}{M^2 - m_f^2} \frac{m_f^2}{4(M^2 - m_f^2)} \right] \quad (A.133) \]

and

\[
\left[ \frac{d^2}{d \left( \frac{s}{4M^2} \right)^2} \left( \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \left( \frac{s}{4M^2} \right)^2 \right) \right]_{\frac{s}{4M^2} = 1} = \] \
\[
\left[ \frac{d^2}{d \left( \frac{s}{4M^2} \right)^2} \left( \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \frac{s}{4M^2} \right) \right]_{\frac{s}{4M^2} = 1} + 2 \left[ \frac{d}{d \left( \frac{s}{4M^2} \right)} \left( \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \frac{s}{4M^2} \right) \right]_{\frac{s}{4M^2} = 1} = K_f \left[ \frac{-m_f^2}{M^2 - m_f^2} \left[ 1 + \frac{m_f^2}{4(M^2 - m_f^2)} \right] + 2K_f \left( \frac{m_f^2}{2(M^2 - m_f^2)} + 1 \right) \right] = K_f \left[ 2 - \frac{m_f^2}{M^2 - m_f^2} \left( -1 + \frac{m_f^2}{4(M^2 - m_f^2)} \right) \right] \quad (A.134) \]

Thus we have

\[
w''(s) \biggm|_{\frac{s}{4M^2} = 1} = \sum_f K_f \left[ \frac{-m_f^2}{M^2 - m_f^2} \left[ 1 + \frac{m_f^2}{4(M^2 - m_f^2)} \right] C_{0f} - \frac{1}{4} \left( \frac{m_f^2}{M^2 - m_f^2} \right)^2 C_{1f} \right. \]
\[
\left. + \left( 2 - \frac{m_f^2}{M^2 - m_f^2} \left( -1 + \frac{m_f^2}{4(M^2 - m_f^2)} \right) \right) C_{2f} \right] = \sum_f K_f \left[ -\beta_f \left( 1 + \frac{\beta_f}{4} \right) C_{0f} - \frac{\beta_f^2}{4} C_{1f} + \left( 2 - \beta_f \left( -1 + \frac{\beta_f}{4} \right) \right) C_{2f} \right] \quad (A.135)\]
APPENDIX A. EXPLICIT CALCULATIONS

Third derivative

In this part we deal with the last set of three derivatives:

\[
\left[ \frac{d^3}{d(\frac{s}{4M^2})^3} \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \right] \left. \right|_{\frac{s}{4M^2} = 1}
\]

\[
= \left( (4M^2)^3 \right) \left( \frac{4m_f^2}{s} \right)^{-1/2} \frac{3}{s^4} \left( 1 - \frac{4m_f^2}{s} \right)^{-3/2} \frac{4m_f^2}{s^2}
\]

\[
+ \left( \frac{(4M^2)^3}{4} \right) \left( 1 - \frac{4m_f^2}{s} \right)^{-3/2} \frac{4}{s^5} \left( \frac{4m_f^2}{s} \right)^{3} \left( 1 - \frac{4m_f^2}{s} \right)^{-5/2} \frac{4m_f^2}{s^2}
\]

\[
= K_f \left( \frac{3m_f^2}{M^2 - m_f^2} \right) \left( 1 + \frac{m_f^2}{2(M^2 - m_f^2)} \right) \frac{m_f^4}{8(M^2 - m_f^2)^2}
\]

\[
- 3K_f \left( \frac{m_f^2}{M^2 - m_f^2} \right) \left( 1 + \frac{m_f^2}{4(M^2 - m_f^2)} \right)
\]

\[
= K_f \left( \frac{3m_f^2}{M^2 - m_f^2} \right) \left( \frac{m_f^2}{4(M^2 - m_f^2)} \right) + \frac{m_f^4}{8(M^2 - m_f^2)^2} \quad (A.136)
\]

\[
\left[ \frac{d^3}{d(\frac{s}{4M^2})^3} \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \left( \frac{s}{4M^2} \right) \right] \left. \right|_{\frac{s}{4M^2} = 1}
\]

\[
= \left[ \frac{d^3}{d(\frac{s}{4M^2})^3} \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \right] \left. \right|_{\frac{s}{4M^2} = 1} + 3 \left[ \frac{d^2}{d(\frac{s}{4M^2})^2} \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \right] \frac{d}{d(\frac{s}{4M^2})} \left( \frac{s}{4M^2} \right) \left. \right|_{\frac{s}{4M^2} = 1}
\]

\[
= K_f \left( \frac{3m_f^2}{M^2 - m_f^2} \right) \left( 1 + \frac{m_f^2}{2(M^2 - m_f^2)} \right) \frac{m_f^4}{8(M^2 - m_f^2)^2}
\]

\[
- 3K_f \left( \frac{m_f^2}{M^2 - m_f^2} \right) \left( 1 + \frac{m_f^2}{4(M^2 - m_f^2)} \right)
\]

\[
= K_f \left( \frac{3m_f^2}{M^2 - m_f^2} \right) \left( \frac{m_f^2}{4(M^2 - m_f^2)} \right) + \frac{m_f^4}{8(M^2 - m_f^2)^2} \quad (A.137)
\]

\[
\left[ \frac{d^3}{d(\frac{s}{4M^2})^3} \left( \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \left( \frac{s}{4M^2} \right) \right) \right] \left. \right|_{\frac{s}{4M^2} = 1}
\]
Finally, by injecting (A.126), (A.130), (A.135) and (A.139) in

$$\begin{align*}
\frac{d^3}{d \left( \frac{s}{4M^2} \right)^3} \left( \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \frac{s}{4M^2} \right) \frac{s}{4M^2} \bigg|_{4m_f^2=1} \\
+ 3 \frac{d^2}{d \left( \frac{s}{4M^2} \right)^2} \left( \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \frac{s}{4M^2} \right) \frac{d}{d \left( \frac{s}{4M^2} \right)} \left( \frac{s}{4M^2} \right) \bigg|_{4m_f^2=1}
\end{align*}$$

we obtain

$$K_f \frac{3m_f^2}{M^2 - m_f^2} \left( \frac{m_f^2}{4 (M^2 - m_f^2)} + \frac{m_f^4}{8 (M^2 - m_f^2)^2} \right) - 3K_f \frac{m_f^4}{4 (M^2 - m_f^2)^2}$$

Thereby, we have

$$w''(s) \bigg|_{4m_f^2=1} = \sum_f K_f \left[ \frac{3m_f^2}{M^2 - m_f^2} \left( 1 + \frac{m_f^2}{2 (M^2 - m_f^2)} + \frac{m_f^4}{8 (M^2 - m_f^2)^2} \right) C_{0f} \\
+ \frac{3m_f^2}{M^2 - m_f^2} \left( \frac{m_f^2}{4 (M^2 - m_f^2)} + \frac{m_f^4}{8 (M^2 - m_f^2)^2} \right) C_{1f} \\
+ \frac{3m_f^2}{M^2 - m_f^2} \left( \frac{m_f^4}{8 (M^2 - m_f^2)^2} \right) C_{2f} \right]$$

Finally, by injecting (A.126), (A.130), (A.135) and (A.139) in

$$\begin{align*}
\frac{1}{M^2} \left[ w(s) - \frac{3}{2} (2w(s) - w'(s)) x + \frac{3}{8} (16w(s) - 8w'(s) + 5w''(s)) x^2 \\
- \frac{5}{16} (30w(s) - 15w'(s) + 3w''(s) - 7w'''(s)) x^3 \right] \bigg|_{4m_f^2=1}
\end{align*}$$

we obtain

$$-\frac{3}{2} (2w(s) - w'(s)) = -\frac{3}{2} \sum_f K_f \left[ 2C_{0f} + 2C_{1f} + 2C_{2f} - \frac{\beta_f}{2} C_{0f} - \frac{\beta_f}{2} C_{1f} - C_{1f} \right. \right.$$

$$\left. - \frac{\beta_f}{2} C_{2f} - 2C_{2f} \right]$$

$$= \sum_f K_f \left[ -\frac{3}{2} (2C_{0f} + C_{1f}) + \frac{3}{4} \beta_f (C_{0f} + C_{1f} + C_{2f}) \right]$$

$$= \sum_f K_f b_f$$

(A.141)
\[ \frac{3}{8}(16w(s) - 8w'(s) + 5w''(s)) = \frac{3}{8} \sum_f K_f \left( 16C_{0f} + 16C_{1f} + 16C_{2f} - 4\beta_f C_{0f} - 4\beta_f C_{1f} ight. \\
\left. - 8C_{1f} - 4\beta_f C_{2f} - 16C_{2f} - 5\beta_f C_{0f} - \frac{5}{4}\beta_f^2 C_{0f} \\
\left. - \frac{5}{4}\beta_f^2 C_{1f} + 10C_{2f} + 5\beta_f C_{2f} - \frac{5}{4}\beta_f^2 C_{2f} \right) \]

\[ = \sum_f K_f \left[ \frac{3}{4}(8C_{0f} + 4C_{1f} + 5C_{2f}) \\
- \frac{3}{8} \beta_f(9C_{0f} + 4C_{1f} - C_{2f}) \\
- \frac{15}{32} \beta_f^2(C_{0f} + C_{1f} + C_{2f}) \right] \]

\[ = \sum_f K_f c_f \] (A.142)

\[ - \frac{5}{16}(30w(s) - 15w'(s) + 3w''(s) - 7w'''(s)) \]

\[ = - \frac{5}{16} \sum_f K_f \left( 30C_{0f} + 30C_{1f} + 30C_{2f} - \frac{15}{2} \beta_f C_{0f} - \frac{15}{2} \beta_f C_{1f} - 15C_{1f} - \frac{15}{2} \beta_f C_{2f} \\
- 30C_{2f} - 3\beta_f C_{0f} - \frac{3}{4} \beta_f^2 C_{0f} - \frac{3}{4} \beta_f^2 C_{1f} + 6C_{2f} + 3\beta_f C_{2f} - \frac{3}{4} \beta_f^2 C_{2f} \\
- 21\beta_f C_{0f} - \frac{21}{2} \beta_f^2 C_{0f} - \frac{21}{8} \beta_f^2 C_{0f} - \frac{21}{8} \beta_f^2 C_{2f} - \frac{21}{8} \beta_f^2 C_{2f} \right) \]

\[ = \sum_f K_f \left[ - \frac{15}{16}(10C_{0f} + 5C_{1f} + 2C_{2f}) + \frac{15}{32} \beta_f(21C_{0f} + 5C_{1f} + 3C_{2f}) \\
+ \frac{15}{64} \beta_f^2(15C_{0f} + 8C_{1f} + 2C_{2f}) + \frac{105}{128} \beta_f^3(C_{0f} + C_{1f} + C_{2f}) \right] \]

\[ = \sum_f K_f d_f \] (A.143)

**Expression of the coefficients in \( w(s) \)**

In this section, we will compute the coefficients \( C_{0f}, C_{1f} \) and \( C_{2f} \) of the \( \chi_f \chi_f \rightarrow \gamma'\gamma \rightarrow f \bar{f} \) process.

Let us start with

\[ w(s) = \sum_f \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \frac{Q_f^2 e^2 g^2 s^2}{24\pi} \left( \frac{2(M^2 + m_f^2)s + 4M^2m_f^2}{(s - \Lambda^2)^2} \right) f_1(s) \]

\[ = \sum_f \left( 1 - \frac{4m_f^2}{s} \right)^{1/2} \frac{Q_f^2 e^2 g^2}{24\pi} f_1(s) \] (A.144)
Then we expand $f_1(s)$ about $s = 4M^2$ up to order two:

$$f_1(4M^2) = \frac{16M^4 + 8M^4 + 8M^2 m_f^2 + 4M^2 m_f^2}{(4M^2 - \Lambda^2)^2} = 12 \frac{2M^4 + M^2 m_f^2}{(4M^2 - \Lambda^2)^2}$$  \hspace{1cm} (A.145)

$$\frac{df_1}{ds}(s) = \frac{2s + 2(M^2 + m_f^2)}{(s - \Lambda^2)^2} - 2 \frac{s^2 + 2(M^2 + m_f^2)s + 4M^2 m_f^2}{(s - \Lambda^2)^3}$$  \hspace{1cm} (A.146)

$$\Rightarrow \frac{df_1}{ds}(4M^2) = \frac{8M^2 + 2M^2 + 2m_f^2}{(4M^2 - \Lambda^2)^3} (4M^2 - \Lambda^2) - 2 \frac{16M^4 + 8M^4 + 8M^2 m_f^2 + 4M^2 m_f^2}{(4M^2 - \Lambda^2)^3}$$

$$= \frac{40M^4 + 8M^2 m_f^2 - 10\Lambda^2 M^2 - 2\Lambda^2 m_f^2 - 48M^4 - 24M^2 m_f^2}{(4M^2 - \Lambda^2)^3}$$

$$= -2 \frac{(5M^2 + m_f^2)\Lambda^2 + 4M^4 + 8M^2 m_f^2}{(4M^2 - \Lambda^2)^3}$$  \hspace{1cm} (A.147)

$$\frac{d^2 f_1}{ds^2}(s) = \frac{2}{(s - \Lambda^2)^2} - 2 \frac{2s + 2(M^2 + m_f^2)}{(s - \Lambda^2)^3} - 2 \frac{2s + 2(M^2 + m_f^2)}{(s - \Lambda^2)^3}$$

$$+ 6 \frac{s^2 + 2(M^2 + m_f^2)s + 4M^2 m_f^2}{(s - \Lambda^2)^4}$$

$$\Rightarrow \frac{d^2 f_1}{ds^2}(4M^2) = \frac{2(4M^2 - \Lambda^2)^2 - 4(8M^2 + 2M^2 + 2m_f^2)(4M^2 - \Lambda^2)}{(4M^2 - \Lambda^2)^4}$$

$$+ \frac{6(16M^4 + 8M^4 + 8M^2 m_f^2 + 4M^2 m_f^2)}{(4M^2 - \Lambda^2)^4}$$

$$= \frac{32M^4 + 2\Lambda^4 - 16\Lambda^2 M^2 - 160M^4 + 40\Lambda^2 M^2}{(4M^2 - \Lambda^2)^4}$$

$$+ \frac{-32M^2 m_f^2 + 8\Lambda^2 m_f^2 + 144M^4 + 72M^2 m_f^2}{(4M^2 - \Lambda^2)^4}$$

$$= \frac{2\Lambda^4 + 4(3M^2 + m_f^2)\Lambda^2 + 8M^4 + 20M^2 m_f^2}{(4M^2 - \Lambda^2)^4}$$  \hspace{1cm} (A.148)

Therefore we have

$$f_1(s) = f_1(4M^2) + \frac{df_1}{ds}(4M^2)(s - 4M^2) + \frac{1}{2} \frac{d^2 f_1}{ds^2}(4M^2)(s - 4M^2)^2 + O(s^3)$$

$$= 12 \frac{2M^4 + M^2 m_f^2}{(4M^2 - \Lambda^2)^2} - 2 \frac{(5M^2 + m_f^2)\Lambda^2 + 4M^4 + 8M^2 m_f^2}{(4M^2 - \Lambda^2)^3} (s - 4M^2)$$

$$+ \frac{\Lambda^4 + 4(3M^2 + m_f^2)\Lambda^2 + 8M^4 + 20M^2 m_f^2}{(4M^2 - \Lambda^2)^4} (s - 4M^2)^2 + O(s^3)$$

$$= \frac{384M^8 + 24\Lambda^4 M^4 - 192\Lambda^2 M^6 + 192M^6 m_f^2 + 12\Lambda^4 M^2 m_f^2 - 96\Lambda^2 M^4 m_f^2}{(4M^2 - \Lambda^2)^4}$$

$$+ \frac{-40\Lambda^2 M^4 s + 10\Lambda^4 M^2 s - 8\Lambda^2 M^2 m_f^2 s + 2\Lambda^4 m_f^2 s - 32M^6 s + 8\Lambda^2 M^4 s}{(4M^2 - \Lambda^2)^4}$$

$$+ \frac{-64M^4 m_f^2 s + 16\Lambda^2 M^2 m_f^2 s + 160\Lambda^2 M^6 - 40\Lambda^4 M^4 + 32\Lambda^2 M^4 m_f^2}{(4M^2 - \Lambda^2)^4}$$
\[ \begin{align*}
&+ \left( -8 \Lambda^4 M^2 m_f^2 + 128 M^8 - 32 \Lambda^2 M^6 + 256 M^6 m_f^2 - 64 \Lambda^2 M^4 m_f^2 \right) \\
&\quad \left( 4 M^2 - \Lambda^2 \right)^4 \\
&+ \frac{\Lambda^4 s^2 + 12 \Lambda^2 M^2 s^2 + 4 \Lambda^2 m_f^2 s^2 + 8 M^4 s^2 + 20 M^2 m_f^2 s^2 + 16 \Lambda^4 M^4}{\left( 4 M^2 - \Lambda^2 \right)^4} \\
&+ \frac{192 \Lambda^2 M^6 + 64 \Lambda^2 M^4 m_f^2 + 128 M^8 + 320 M^6 m_f^2 - 8 \Lambda^4 M^2}{\left( 4 M^2 - \Lambda^2 \right)^4} \\
&- \frac{96 \Lambda^2 M^4 s - 32 \Lambda^2 M^2 m_f^2 s - 64 M^6 s - 160 M^4 m_f^2 s}{\left( 4 M^2 - \Lambda^2 \right)^4} + O(s^3) \\
&= \frac{4 \Lambda^4 M^2 m_f^2 + 128 \Lambda^2 M^6 - 64 \Lambda^2 M^4 m_f^2 + 640 M^8 + 768 M^6 m_f^2}{\left( 4 M^2 - \Lambda^2 \right)^4} \\
&+ \frac{s}{4 M^2} \left( 4 \Lambda^4 (M^2 + m_f^2) - 128 \Lambda^2 M^4 - 24 \Lambda^2 M^2 m_f^2 - 96 M^6 - 224 M^4 m_f^2 \right) \\
&+ \left( \frac{s}{4 M^2} \right)^2 16 \Lambda^4 + 12 \Lambda^2 M^2 + 4 \Lambda^2 m_f^2 + 8 M^4 + 20 M^2 m_f^2 + O(s^3) \\
&= A_{0f} + A_{1f} \frac{s}{4 M^2} + A_{2f} \left( \frac{s}{4 M^2} \right)^2 + O(s^3) \\
\end{align*} \]

Thus, we finally obtain

\[ w(s) = \sum_f \left( 1 - \frac{4 m_f^2}{s} \right)^{1/2} Q_f^2 e^2 g^2 \frac{g^2}{24 \pi} \left( A_{0f} + A_{1f} \frac{s}{4 M^2} + A_{2f} \left( \frac{s}{4 M^2} \right)^2 + O(s^3) \right) \]

\[ = \sum_f \left( 1 - \frac{4 m_f^2}{s} \right)^{1/2} \left( C_{0f} + C_{1f} \frac{s}{4 M^2} + C_{2f} \left( \frac{s}{4 M^2} \right)^2 + O(s^3) \right) \]

with

\[ C_{0f} = \frac{Q_f^2 e^2 g^2}{24 \pi} A_{0f} \]

\[ = \frac{Q_f^2 e^2 g^2}{24 \pi} \frac{4 \Lambda^4 M^2 m_f^2 + 128 \Lambda^2 M^6 - 64 \Lambda^2 M^4 m_f^2 + 640 M^8 + 768 M^6 m_f^2}{\left( 4 M^2 - \Lambda^2 \right)^4} \]

\[ C_{1f} = \frac{Q_f^2 e^2 g^2}{24 \pi} A_{1f} \]

\[ = \frac{Q_f^2 e^2 g^2}{24 \pi} \frac{4 \Lambda^4 (M^2 + m_f^2) - 128 \Lambda^2 M^4 - 24 \Lambda^2 M^2 m_f^2 - 96 M^6 - 224 M^4 m_f^2}{\left( 4 M^2 - \Lambda^2 \right)^4} \]

\[ C_{2f} = \frac{Q_f^2 e^2 g^2}{24 \pi} A_{2f} \]

\[ = \frac{Q_f^2 e^2 g^2}{24 \pi} \frac{16 M^4 \Lambda^4 + 12 \Lambda^2 M^2 + 4 \Lambda^2 m_f^2 + 8 M^4 + 20 M^2 m_f^2}{\left( 4 M^2 - \Lambda^2 \right)^4} \]
Appendix B

Useful integrals

Let us derive the general way to compute integrals of the following form [65]:

\[ I_n = \int_0^\infty x^n e^{-ax^2} \, dx \]  \hspace{1cm} (B.1)

We note that

\[ \frac{\partial}{\partial \alpha} \int_0^\infty x^n e^{-ax^2} \, dx = \int_0^\infty x^n \frac{\partial}{\partial \alpha} e^{-ax^2} \, dx = - \int_0^\infty x^{n+2} e^{-ax^2} \, dx = -I_{n+2} \]  \hspace{1cm} (B.2)

\[ \Rightarrow I_{n+2} = -\frac{\partial}{\partial \alpha} I_n \]  \hspace{1cm} (B.3)

We therefore need to compute \( I_0 \) and \( I_1 \). For \( I_0 \) we know that it is equal to half the Gaussian integral, that is

\[ I_0 = \frac{1}{2} \int_{-\infty}^{\infty} e^{-\alpha x^2} \, dx = \frac{1}{2} \sqrt{\frac{\pi}{\alpha}} \]  \hspace{1cm} (B.4)

As for \( I_1 \) we have

\[ I_1 = \int_0^\infty x e^{-ax^2} \, dx = -\frac{1}{2\alpha} \int_0^\infty \frac{d}{dx} e^{-ax^2} \, dx = -\frac{1}{2\alpha} \left[ e^{-ax^2} \right]_0^\infty = \frac{1}{2\alpha} \]  \hspace{1cm} (B.5)

Using (B.3), we can easily compute the next \( I_n \) by induction and we obtain

\[ I_2 = \frac{1}{4\alpha \sqrt{\frac{\pi}{\alpha}}} , \quad I_3 = \frac{1}{2\alpha^2} , \quad I_4 = \frac{3}{8\alpha^2 \sqrt{\frac{\pi}{\alpha}}} , \quad I_5 = \frac{1}{\alpha^3} , \quad I_6 = \frac{15}{16\alpha^3 \sqrt{\frac{\pi}{\alpha}}} \]  \hspace{1cm} (B.6)

Thus we can now compute \( \langle v \rangle \), \( \langle v^2 \rangle \) and \( \langle v^4 \rangle \). It can be shown that [65]

\[ \langle v \rangle = \frac{1}{\rho} \int_0^\infty v g(v) \, dv = 4\pi \left( \frac{m}{2\pi T} \right)^{3/2} \int_0^\infty v^3 e^{-\frac{mv^2}{2T}} \, dv \]  \hspace{1cm} (B.7)

where \( \rho \) is the particle number density and \( g(v) \, dv \) is the number of particles the magnitude of the velocity of which is comprised between \( v \) and \( v + dv \). The latter is such that

\[ g(v) \, dv = 4\pi \rho \left( \frac{m}{2\pi T} \right)^{3/2} v^2 e^{-\frac{mv^2}{2T}} \, dv \]  \hspace{1cm} (B.8)
Therefore we have
\[
\langle v \rangle = 4\pi \left( \frac{m}{2\pi T} \right)^{3/2} \frac{1}{2} \left( \frac{2T}{m} \right)^2 = \sqrt{\frac{8T}{\pi m}}.
\] (B.9)

\[
\langle v^2 \rangle = 4\pi \left( \frac{m}{2\pi T} \right)^{3/2} \int_0^\infty v^4 e^{-\frac{mv^2}{2T}} \, dv
\]
\[
= 4\pi \left( \frac{m}{2\pi T} \right)^{3/2} \frac{3}{8} \left( \frac{2T}{m} \right)^2 \sqrt{\frac{2\pi T}{m}}
\]
\[
= \frac{3}{m} \frac{T}{m}
\] (B.10)

and

\[
\langle v^4 \rangle = 4\pi \left( \frac{m}{2\pi T} \right)^{3/2} \int_0^\infty v^6 e^{-\frac{mv^2}{2T}} \, dv
\]
\[
= 4\pi \left( \frac{m}{2\pi T} \right)^{3/2} \frac{15}{16} \left( \frac{2T}{m} \right)^3 \sqrt{\frac{2\pi T}{m}}
\]
\[
= 15 \left( \frac{T}{m} \right)^2
\] (B.11)
Appendix C

Feynman diagrams

Mandelstam variables

Let us consider the following $2 \rightarrow 2$ scattering process:

\[ \begin{array}{c}
A \\
\oplus \\
B \\
\otimes \\
D \end{array} \]

The Mandelstam variables $s$, $t$ and $u$ defined as

\[ s = (p_A + p_B)^2 = (p_C + p_D)^2 \quad (C.1) \]

\[ t = (p_A - p_C)^2 = (p_B - p_D)^2 \quad (C.2) \]

\[ u = (p_A - p_D)^2 = (p_B - p_C)^2 \quad (C.3) \]

are Lorentz-invariant.

Moreover, $s$ is the square of the center-of-mass energy and $t$ the square of the 4-momentum transfer. If all the four 4-momenta were oriented inward, then $p_C$ and $p_D$ will gain a minus sign and so, there will be only plus signs in the three definitions above.

We can derive the following relation between these three variables, using the conservation of 4-momentum ($p_A + p_B = p_C + p_D$) and knowing that $p^2 = m^2$:

\[ s + t + u = p_A^2 + p_B^2 + 2p_A p_B + p_A^2 + p_C^2 - 2p_A p_C + p_A^2 + p_D^2 - 2p_A p_D \]

\[ = 3p_A^2 + p_B^2 + p_C^2 + p_D^2 - 2p_A (-p_B + p_C + p_D) \]
\[ \begin{align*}
&= 3p_A^2 + p_B^2 + p_C^2 + p_D^2 - 2p_A^2 \\
&= p_A^2 + p_B^2 + p_C^2 + p_D^2 \\
&= m_A^2 + m_B^2 + m_C^2 + m_D^2 \\
&= \sum m_{ext}^2 
\end{align*} \tag{C.4} \]

with \( m_{ext} \) the mass attached to an external line of a Feynman diagram.

### Gamma matrices

The gamma matrices \( \gamma^\mu \) are defined as \( [60] \)

\[
\begin{align*}
\gamma^0 &= \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}, & \gamma^1 &= \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}, \\
\gamma^2 &= \begin{pmatrix}
0 & 0 & 0 & -i \\
0 & 0 & i & 0 \\
i & 0 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}, & \gamma^3 &= \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0
\end{pmatrix}
\end{align*} \tag{C.5}
\]

in the Weyl representation.

Let us state some results of trace computations \( [60] \):

\[
\begin{align*}
\text{Tr} \left[ \text{odd number of } \gamma \right] &= 0 & \text{(C.6)} \\
\text{Tr} \left[ \gamma^\mu \gamma^\nu \right] &= 4g^{\mu\nu} & \text{(C.7)} \\
\text{Tr} \left[ \gamma^\mu \gamma^\nu \gamma^\rho \gamma^\sigma \right] &= 4 \left( g^{\mu\nu}g^{\rho\sigma} - g^{\mu\rho}g^{\nu\sigma} + g^{\mu\sigma}g^{\nu\rho} \right) & \text{(C.8)}
\end{align*}
\]

### Vertices

The vertices in the Feynman diagram presented in Chapter 4 correspond to the interaction between two standard-model fermions \( f \) and \( \bar{f} \) and a photon \( \gamma \) and to the interaction between two fermionic dark-matter particles \( \chi_f \) and \( \bar{\chi}_f \) and a dark photon \( \gamma' \). These vertices are depicted in Fig. \( C.1 \) and in Fig. \( C.2 \).
\[ \bar{f} \gamma f = iQ_f e^{\gamma \mu} \]

Figure C.1 – $ff\gamma$ vertex.

\[ \delta \chi_f \gamma' \chi_f = ig_D \gamma^\mu \]

Figure C.2 – $\chi_f \bar{\chi}_f \gamma'$ vertex.
Appendix D

Complements about degrees of freedom

The degrees of freedom of the standard-model particles are given in Tab. D.1.

<table>
<thead>
<tr>
<th>Bosons</th>
<th>Fermions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{\gamma} = 2$</td>
<td>$gt = g_{tb} = g_{c\bar{c}} = g_{s\bar{s}} = g_{u\bar{u}} = g_{d\bar{d}} = 2 \times 2 \times 3$</td>
</tr>
<tr>
<td>$g_{g} = 2 \times 8 = 16$</td>
<td>$g_{t} = 2 \times 2 \times 3 \times 6 = 72$</td>
</tr>
<tr>
<td>$g_{W^+W^-} = 3 \times 2 = 6$</td>
<td>$g_{\tau^-\tau^+} = g_{\mu^-\mu^+} = g_{e^-e^+} = 2 \times 2$</td>
</tr>
<tr>
<td>$g_{Z^0} = 3$</td>
<td>$g_{l} = 2 \times 2 \times 3 = 12$</td>
</tr>
<tr>
<td>$g_{H^0} = 1$</td>
<td>$g_{\nu_e\bar{\nu_e}} = g_{\nu_\mu\bar{\nu_\mu}} = g_{\nu_\tau\bar{\nu_\tau}} = 2 \times 2$</td>
</tr>
<tr>
<td>$g_{\pi^+\pi^-} = 1 \times 2$</td>
<td>$g_{\mu} = 2 \times 1 \times 3 = 6$</td>
</tr>
<tr>
<td>$g_{\pi^0} = 1$</td>
<td>$g_{f} = 90$</td>
</tr>
</tbody>
</table>

Table D.1 – Degrees of freedom.

with

\[
\begin{align*}
  g_{q} & = \frac{2}{\text{spin}} \times \frac{2}{\text{antiparticle}} \times \frac{3}{\text{colour}} \times \frac{6}{\text{flavour}} = 72 \\
  g_{l} & = \frac{2}{\text{spin}} \times \frac{2}{\text{antiparticle}} \times \frac{3}{\text{generation}} = 12 \\
  g_{\nu} & = \frac{2}{\text{spin}} \times \frac{1}{\text{antiparticle (Majorana)}} \times \frac{3}{\text{generation}} = 6
\end{align*}
\]

and where $\gamma =$ photon, $g =$ gluon, $W^\pm = W^\pm$ gauge boson, $Z^0 = Z^0$ gauge boson, $H =$ standard-model Higgs boson, $\pi =$ pion, $t =$ top-quark, $b =$ bottom-quark, $c =$ charm-quark, $s =$ strange-quark, $u =$ up-quark, $d =$ down-quark, $\tau =$ tauon, $\mu =$ muon, $e =$ electron, $\nu_\tau =$ tau neutrino, $\nu_\mu =$ muon neutrino and $\nu_e =$ electron neutrino. Bosons, fermions, quarks, charged leptons and neutrinos are respectively denoted by $b$, $f$, $q$, $l$ and $\nu$.

At $T \sim 150$ MeV, the QCD phase transition (QCDPT) occurs. The quarks are no longer free and are trapped in baryons ($p^+, n^0,...$) and mesons ($\pi^\pm$, $\pi^0,...$). However, the sole relativistic hadron left below 150 MeV is the pion [22]. Therefore this is the only composite
particle which has to be taken into account in $g_s$ and $g_{ss}$. The remaining elementary particles are $\mu^-$, $\mu^+$, $e^-$, $e^+$, $\nu_\tau$, $\bar{\nu}_\tau$, $\nu_\mu$, $\bar{\nu}_\mu$, $\nu_e$, $\bar{\nu}_e$ and $\gamma$. With these considerations, we can obtain the evolution of $g_s$ and $g_{ss}$ during the thermal history of the Universe (see Tab. D.2).

<table>
<thead>
<tr>
<th>Temperature</th>
<th>$g_s$</th>
<th>$g_{ss}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T \geq m_t$</td>
<td>$28 + \frac{7}{8}90 = 106.75$</td>
<td>$106.75$</td>
</tr>
<tr>
<td>$m_t &gt; T \geq m_H$</td>
<td>$28 + \frac{7}{8}78 = 96.25$</td>
<td>$96.25$</td>
</tr>
<tr>
<td>$m_H &gt; T \geq m_Z$</td>
<td>$27 + \frac{7}{8}78 = 95.25$</td>
<td>$95.25$</td>
</tr>
<tr>
<td>$m_Z &gt; T \geq m_W$</td>
<td>$24 + \frac{7}{8}78 = 92.25$</td>
<td>$92.25$</td>
</tr>
<tr>
<td>$m_W &gt; T \geq m_b$</td>
<td>$18 + \frac{7}{8}78 = 86.25$</td>
<td>$86.25$</td>
</tr>
<tr>
<td>$m_b &gt; T \geq m_\tau$</td>
<td>$18 + \frac{7}{8}66 = 75.75$</td>
<td>$75.75$</td>
</tr>
<tr>
<td>$m_\tau &gt; T \geq m_c$</td>
<td>$18 + \frac{7}{8}62 = 72.25$</td>
<td>$72.25$</td>
</tr>
<tr>
<td>$m_c &gt; T \geq \text{QCDPT}$</td>
<td>$18 + \frac{7}{8}50 = 61.75$</td>
<td>$61.75$</td>
</tr>
<tr>
<td>QCDPT $&gt; T \geq m_{\pi^\pm}$</td>
<td>$5 + \frac{7}{8}14 = 17.25$</td>
<td>$17.25$</td>
</tr>
<tr>
<td>$m_{\pi^\pm} &gt; T \geq m_{\pi^0}$</td>
<td>$3 + \frac{7}{8}14 = 15.25$</td>
<td>$15.25$</td>
</tr>
<tr>
<td>$m_{\pi^0} &gt; T \geq m_\mu$</td>
<td>$2 + \frac{7}{8}14 = 14.25$</td>
<td>$14.25$</td>
</tr>
<tr>
<td>$m_\mu &gt; T \geq m_e$</td>
<td>$2 + \frac{7}{8}10 = 10.75$</td>
<td>$10.75$</td>
</tr>
</tbody>
</table>

neutrino decoupling

\[
\begin{align*}
  m_e > T \geq m_\nu & \quad 2 + \frac{7}{8}6 \left( \frac{T_\nu}{T_e} \right)^4 \simeq 3.36 \\
  m_\nu > T \geq 0 & \quad 2 + \frac{7}{8}6 \left( \frac{T_\nu}{T_e} \right)^3 \simeq 3.91
\end{align*}
\]

Table D.2 – Evolution of $g_s$ and $g_{ss}$ in the standard model as a function of the temperature of the Universe.
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