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Abstract

CubeSats are one of the main projects for the present and future in space, specially in
academic environments. Due to their low price, these nanosatellite are the perfect means for
students to get involved in space missions and develop satellites from scratch. This is the
case of OUTFI-Next (Orbital Utility For Thermal Imaging), the new CubeSat promoted by
the University of Liege and the Centre Spatial de Liège.

After the success of OUFTI-1 (Orbital Utility For Telecommunication Innovation) which
was launched in 2016 with the goal of providing support with D-STAR communication and
the widely advanced OUFTI-2, which is expected to outperform OUFTI-1 characteristics,
OUFTI-Next was conceived. The objective of this 3U CubeSat (30cm x 10cm x 10cm) is
to provide a smart irrigation strategy of agricultural fields around the world. This will be
carried out by measuring hydric stresses in crops, detecting lack of water in the plants by
monitoring the leaf surface temperature with an infrared camera.

Now, in its third year of development, it has been thought about converting the demon-
strator into a dual-band imager, working in Middle Wave Infra-Red (MWIR) and Long Wave
Infra-Red (LWIR). The purpose of this document is to report the feasibility of this concept.
To do so, the radiometric budget of the satellite in both bands, MWIR and LWIR, will be
analyzed, as well as the Signal to Noise Ratio, considering the optics and the different types
of detectors available.
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1 | Introduction

First of all, the scientific motivation of the project will be presented in order to explain
how the technology employed works and the potential applications that the demonstrator
could generate, giving a step forward towards the solution of problems related with limiting
the amount of water wasted and improving the productivity of agricultural fields. After that,
OUFTI-Next mission will be introduced, detailing the base idea and the main characteristics
of the satellite. Finally, the requirements and constraints of the spacecraft and its orbit will
be stated by informing about the work already carried out for other students in their master’s
thesis.

1.1 Scientific purpose

Without any doubt, food and agriculture industries are the two biggest consumers of water
as they require two orders of magnitude more of it than what it is consumed for personal
needs.

It is possible to roughly calculate global water requirements for food crops through the
specific needs for one adult based on their caloric intake per day, which is approximately
2800 kcal [12]. This would mean 1000 m3 of water per year to produce the necessary [13].
If one assumes that the world population is about 6 billion people, the amount of water would
be 6000 km3 to feed the globe.

The majority of water entailed with agriculture comes directly from rainfall and, although
it varies depending on climate conditions and the development of irrigation infrastructure
(see Figure 1.1), it can be assumed that, as a global average, only 15% comes from irrigation.
However, up to almost 70% of drinkable water obtained from rivers, lakes and aquifers is
withdrawn to irrigate agricultural fields [13]. Consequently, irrigation, based on this theory,
would need 900 km3 of water per year for food production. In addition, only about 40%
of freshwater effectively contributes to crop production due to evaporation and losses in the
irrigation system. Therefore, the current global water allocated for irrigation is estimated as
2500 km3 per year, which supposes a huge amount of water.

In order to improve that digit, water-saving technologies have been created over the last
century, such as underground drip irrigation. Nowadays, new and amazing technologies are
developing, some of them related with space.

Through these technologies, daily monitoring of crops has passed from an ideal dream to
a soon reality. To do so, water stress, also known as hydric or osmotic stress, is measured.

1



1.1. SCIENTIFIC PURPOSE

Figure 1.1: Irrigation percentage per country

Water stress is defined by biologists as the stress that a plant undergoes in environmental
conditions where the quantity of water transpired by the plant is higher than the quantity that
it absorbs [14]. In other words, well when the transpiration rate becomes intense, or well
when the plant demands more water than available or the quality of water absorbed is not
enough to palliate the necessities of the crop in a certain period of time.

This stress is normally provoked by drought, but it may also appear as a result of an in-
crease in salinity, chemical toxicity, oxidative stress or extreme temperature periods. Stresses
happen every year in many crops all over the world, disrupting agriculture and food supply
with terrible consequences.

To control stress conditions, plants are subjected to morphological, physiological, bio-
chemical and molecular changes that adversely affect their growth and productivity.

With the aim of surviving, plants have developed through time several methods to with-
stand this lack of water. Since water stress reduces water content and turgor 1, plants close
their stomatas, some pores in their leaves, to compensate these adverse effects which implies
other issues like limiting gaseous exchange, reducing transpiration and arresting carbon as-
similation rates. These events eventually entail a negative impact on mineral nutrition and a
rise in leaves temperature that suppose a decrease in productivity and growth. The increase
of stomatal resistance under stress levels indicates the efficiency of a species to conserve
water and many plants have developed a huge resistance. Nevertheless, the majority of these
plants are not crops and anyway, to put the plant through this state does not involve anything
positive.

In fact, the average yields might be reduced by more than 50% because of hydric stresses
[16]. This is due to the fact that water, which comprises 80-90% of the biomass of non-

1Turgor pressure is the force within the cell that pushes the plasma membrane against the cell wall. [15]

2 CHAPTER 1. INTRODUCTION



1.2. OUFTI-NEXT

woody plants (like crops) is the primary molecule in all their physiological processes as it is
the major means for transporting nutrients.

For this reason, having a good understanding of the water content in the crop could be
considered as a primordial factor from an agricultural yield point of view since not only
water save would be greater but also the productivity would rise considerably.

1.2 OUFTI-Next

Taking into account the previous arguments and since the land covered by a crop field
is huge, one can think about a satellite to monitor the fields, it is here where OUFTI-Next
makes its appearance.

This 3U2 CubeSat, whose dimensions are 30cm x 10cm x 10cm (it could be a 6U, 30cm
x 20cm x 10cm depending on the room required to install the dual band optical system),
is a technological demonstrator conceived and developed by the Space Center of Liege a
research center of the University of Liege. The satellite, designed from scratch by students
on their last academic year under the supervision of professors and experts in the matter of
the center, will provide information of changes in the temperature of the crop in order to get
an early warming about water stress in the plants.

As plants are heated by the Sun, they release water through the stomatas on their leaves
in the transpiration process, cooling themselves down. Nonetheless, if there is not enough
water available in the surrounding, they close these pores to conserve water, increasing their
temperature as already mentioned. They use these same pores to take up carbon dioxide from
the atmosphere and do the photosynthesis (process through which they produce their food).
If plants continue to experience water stress, they finally overheat or starve, and die. This
must be specially avoided in irrigated agricultural fields. So that, monitoring the temperature
can allow to know the water content.

The goal could be achieved in the visible spectrum, looking for regions where plants are
so stressed that they have turned brown. However, this would be too late since it uses to
mean that the plants are already or almost dead. For that reason, it is necessary to equip the
spacecraft with an infrared camera in order to measure thermal IR radiation coming from the
crop. So, plants struggling to stay cool and conserve water will be localized while they are
still healthy enough to survive. Thanks to this data, agricultural managers will have time to
act providing the quantity of water required.

Moreover, since we cannot avoid needing to eat and, besides, global population do not
stop growing, it is compulsory a better track of how much water our crops need because of
water save is becoming more and more vital.

This idea has already been introduced by NASA with ECOSTRESS (ECOsystem Space-
borne Thermal Radiometer Experiment on Space Station) [17]. Nevertheless, as it is said in
its name, the system is installed in the Space Station thus, it only covers one orbit. If OUFTI-
Next performs good results, owing to the facility that CubeSats show to form a constellation
(low development cost), they could allow a global coverage in real time one day.

21U = 10cm x 10cm x 10cm

CHAPTER 1. INTRODUCTION 3



1.3. PAYLOAD

Figure 1.2: ECOSTRESS first light image. Taken the night of July 9 over Egypt. Yellow and
red indicate higher temperatures. The marked red square is the River Nile [1].

1.3 Payload

The payload is the fundamental part of the spacecraft as it contains the devices that allow
to fulfill the mission. If the payload does not work, although the satellite is still on orbit and
with the rest of subsystems functioning, the mission cannot be carried out.

The payload can vary a lot depending on the mission, communication, surveillance, sci-
entific goals, etc. In this case, the goal is the observation of the ground in IR. Therefore, a
thermal camera conforms the payload needed. This camera is formed by an optical system
that collects the electromagnetic radiation in form of photons that arrives to the satellite in
the IR and by a detector that converts the electromagnetic power into an electronic signal
and transfer the associated information to a device to produce the image.

The optical system is normally composed by lenses and/or mirrors, which adequate the
rays to adapt the beam for the detector to work properly. In regards to the detector, it is
formed by pixels, which are square portions that integrate a particular ray each and it is
made from a semiconductor material, which is a material with an electrical conductivity that
can drastically change with external stimulus, in this case, electromagnetic radiation.

Figure 1.3: IR detector.

4 CHAPTER 1. INTRODUCTION



1.4. PREVIOUS WORK

1.4 Previous work

After two years of development, OUFTI-Next is still in the design phase. Whereas OUFTI-
1 took less time to be operative, the current mission is more complex and so, it requires more
time. Observation is not an easy task, everything must be studied to the very small detail in
order to get good results and images. The payload and the communication systems should
be analysed very carefully, but, besides, there are several inputs to these two subsystems
which have to be taken into account such as the orbit, the power, the thermal control, etc.
everything is connected in a spacecraft.

This project was started with two master’s thesis about the feasibility study of the pay-
load in MWIR [18], in which a simple radiometric and signal to noise ratio analyses were
performed, and about the platform [19], where the mission was assessed. After that, several
works were documented studying the lenses (reflective, refractive and Fresnel lens [20], [21],
[22]) and the system [23], but specially two master’s theses are of relevant importance for
the current document. The one related with the thermal control [3] and the one reporting the
study of the orbit and attitude of the satellite [24].

From all these master’s theses several outputs have been obtained. First of all, the dimen-
sions of a CubeSat 3U must be introduced.

Figure 1.4: Dimensions [mm] of a 3U CubeSat according to the CubeSat Design Specifica-
tion [2].

Next, numerous orbits were studied to get the most suitable one for this mission. Among
all of the available orbits, two were analysed in detail, the orbit of the ISS and a SSO, nearly
polar, at around 700 km. Each orbit presents its characteristics, advantages and inconve-
niences. SSO parameters can be designated in order to cover almost entirely both hemi-
spheres. The main advantage of the SSO is the fact that the satellite passes over the same
place at the same local time. Crops are producing their maximum transpiration at midday
(max emission), between 12 and 14 h, therefore, a SSO represents a huge pro to perform the
observation. However, it is not possible to study the diurnal cycle of the plants. Furthermore,
the gain of lifetime on SSO could be up to 2 years, nevertheless, this is not very useful since
OUFTI-Next is a technological demonstrator and so, with a few months operating should be
sufficient to obtain the desired measures. On the other hand, with the ISS orbit, the cross
time over a specific latitude is different at every passage, however, the ISS orbit is lower and
therefore, the resolution achieved is better. Moreover, eclipse time are similar in both orbits
(∼ 30 min) [24]. Also, variables such as launch costs and revisit period must be taken into
account for the final decision. For this study, SSO is considered.

CHAPTER 1. INTRODUCTION 5



1.4. PREVIOUS WORK

About the resolution reached on these orbits, it was desired, at a first moment, to be around
25 m of spatial resolution. However, after a few calculations the GSD is expected to be
around 100 m in MWIR. Through this document, it will be seen how depending on the band
studied, the resolution can vary a lot.

Inside the spacecraft, 1.5U is destined to the payload along the Z axis in Figure 1.4, in-
dependently if the satellite is a 3U or a 6U CubeSat. Besides, the aperture of the payload is
planned to be in the −Z face regardless of the configuration of the solar panels, which are
used to provide the quantity of power that the satellite needs, around the external structure,
which is not precise yet. Three configurations have been studied depending on the amount
of power required by the subsystems (Figure 1.5). The first configuration, known as body
mounted or standard, is with the solar panels placed on faces +X , +Y and +Z. If more power
is required, the other two configurations are more useful, with four 3U solar panels mounted
either on the top of the spacecraft, Face +Z, which is also covered, called cross configura-
tion, or either two 3U deployable solar panels attached to face +X , which corresponds to
table configuration.

Figure 1.5: OUFTI-Next’s configurations [3].

In regards to the structure, it will be a modular 3U CubeSat structure supplied by ISIS
[25]. This type of structure allows to collocate easily the spacecraft’s components. The solar
panels employed, in this case, are Ultra Triple Junction cells with 28% efficiency [26].

Besides, on the exterior of the satellite, two antennas will be placed. One is a GPS and the
other one a S-band patch antenna. Communication with the satellite will be through UHF
for commands (1.2 kpbs uplink) and VHF for telemetry (9.6 kpbs downlink). The S-band
will be used to download images (1 Mbps) [24].

The interior of the satellite is composed by units, see Figure 1.6. The top of these units is
where the PCB stack is located, which contains the circuit boards required for the spacecraft’s
bus. The upper component is the EPS-battery bundle that compound the power subsystem.
After that, one can find the on-board computer. The lower two boards are the transceivers
for the VHF/UHF and the S-band, respectively. Below the transceivers and for a standard
configuration, the VHF/UHF dipole antenna module is positioned. The component over the
payload is the ADCS module, which controls the attitude of the satellite, formed by three
orthogonal reaction wheels and a star tracker.

One main input as it will be seen latter is the temperature of the payload. This value
is obtained for the thermal control study realized in [3], where an analysis of the nominal
temperatures of the different elements of the satellite with their uncertainties was carried out.
It was concluded that the payload would be approximately between 200-260 K.
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Figure 1.6: OUFTI-Next’s interior [3].

For the thermal control of the optic system, two ideas have been considered. The first
one consists of a passive cooling through a radiator which expels heat to the space. The
second one is more complex and requires a considerable space of the payload, it includes a
cryocooler to achieve a lower temperature in the camera’s module.

Lastly, the satellite changes its attitude in function of the activity to perform. There are
three modes or orientations. When the detector is taking the data, acquisition/imaging phase,
the payload’s face points towards nadir. After taking the images, it is necessary to download
them with the S-band antenna, this is the communication phase. Therefore, this antenna,
which is on face −X , must be pointing towards the Earth in this mode. The rest of the time,
when the satellite is not carrying out any task, it is found in idle phase, which corresponds to
a constant Sun pointing to charge the batteries with telemetry communication via UHF.

Moreover, it must be pointed that the radiometric budget and study of the signal and noise
from [18], are taken as the basis or main reference of the current work.
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This master’s thesis reports the continuation of OUFTI-Next mission. After all consider-
ations and work carried out in the previous section, the design team has decided to consider
the option of turning the original MWIR mission into a dual band, so, MWIR and LWIR
bands will be the main topic throughout this study.

Each band presents different characteristics, all of them will be seen in the current docu-
ment. To introduce them, for example, MWIR produces a better optical resolution and the
dimensions of the optics are smaller, but in LWIR it is possible to obtain a higher sensitivity
and a clearer signal.

If this action is accomplished, it will procure several benefits. The availability of the optic
system would be greater as there would be two bands to measure the temperature in crops.
Moreover, introducing a LWIR camera would allow to obtain measures during the night
cycle, because of the higher sensitivity of this band that allows to measure bodies at low
temperature. In addition, thanks to the dual band, measures under different environmental
conditions (humidity, haze, etc) could be performed.

However, some drawbacks will have to be overcome. The dual band observation means,
a priori, more room required inside the payload to allocate the optics. Besides, it could also
purport thermal issues that would have to be addressed.

To analyse the viability of this idea, the following patterns will be completed in this re-
search:

• Establishment of the thermal and radiative concepts used in the model and statement
of assumptions.

• Complete study of the radiometric budget for the fluxes that arrive to the spacecraft in
both bands.

• Analysis of the optical dimensions and properties obtained depending on the band.

• Study of the Signal to Noise Ratio in function of the characteristics of the detector and
the band.

• Representation and analysis of the actual output signal that the detector will produce
as the convolute composition of the input signal coming from ground and the response
time of the detector.

• Summary with the conclusions achieved and definition of new tasks for future devel-
opment.
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Figure 2.1: Block diagram of the model to perform.
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3 | Elementary concepts about radiation

In this chapter the main concepts about radiation from a theoretical point of view will be
presented in order to understand and explain the physics behind the studied problem. Firstly,
black body theory, which will be the basis of the whole radiative model, is introduced. After
that, the characterization of materials from a radiative perspective is indicated.

3.1 Black body radiation

There are three modes through which it is possible to transfer thermal energy from one
source to a receiver.

Convection is the study of heat transport processes effected by the flow of fluids [27]. It is
a gravity-driven phenomena as heat is transferred by relative motion of portions of the heated
body so that, in space, where planetary gravity is the only force acting on a body, with no
contact forces, this transfer does not occur.

Conduction, in which heat passes through the substance of the body itself [28], will be
paramount for the thermal design carried out by several master’s thesis [3] and [29]. How-
ever, it will be ignored for this study.

Radiation, in which heat is directly transferred between distant elements by electromag-
netic radiation hence, it is not required a medium between them to happen. The propagation
can be conceived from two points of view: electromagnetic wave theory and quantum me-
chanics, being photons the carrier particles. The photon concept includes simplifications that
allow the treatment of radiation in simple terms, even though, the equations from the elec-
tromagnetic theory, which envisages the radiation as waves that propagate with the speed of
light in vacuum, are simpler and make it possible to solve engineering problems [4]. Both
theories are important for this research.

To better explain heat transfer by radiation is crucial to introduce the concept of black
body. A black body is a hypothetical object, which emits the maximum amount of energy
on any given wavelength, this is fully determined by its temperature. It is a perfect emitter
and absorber and provides a reference to express radiative characteristics of actual objects at
a certain temperature.

The propagation of radiation coming from a black body can be measured in terms of the
intensity, which is independent of the direction of the emission. It can be assumed that
a black body radiates in a spherical distribution. The spectral radiance dependency with
temperature and wavelength is obtained from Planck’s equation:
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Le =
2hc2

λ 5(e
hc

λkT −1)

[
W

sr ·m3

]
(3.1)

Where h is Planck’s constant (h= 6.626 ·10−34 J ·s), c is the speed of light (c= 3 ·108 m/s)
and k is the Boltzmann’s constant (k = 1.38 ·10−23 J/K), just as a reminder J = m2kg

s2 .

EMR is spectral in nature, specified for a given frequency or wavelength, so that, it is
usual to classify it as a function of this property (Fig 3.1).

Figure 3.1: Spectrum of EMR in function of the wavelength [4].

The curve that represents Planck’s equation shows a peak which variates in function of the
temperature and shifts toward longer wavelengths as black body’s temperature is reduced.
The way this variation is produced can be determined by Wien’s displacement law, which
comes from the differentiation of Equation 3.1 with respect to λT :

λmaxT =
hc
k

5(1− e−
hc
k

λmaxT )

−→ λmaxT = 2898 µm ·K (3.2)

Figure 3.2: Wien’s displacement law representation

CHAPTER 3. ELEMENTARY CONCEPTS ABOUT RADIATION 11



3.2. RADIOMETRIC PROPERTIES

This effect, appreciated in Figure 3.2, allows to conclude two statements. Firstly, the peak
produced by the radiation of the Sun, considered as a black body at a temperature of 5800 K,
is in the visible spectrum, around 0.5 µm, however, its radiation extends until the IR before
being negligible. In addition, the peak of radiation emitted from a black body at around 300
K, such as the Earth can be considered, is found in the IR, around 9-10 µm. This will have
its relevance, as it will be showed in the next chapter.

3.2 Radiometric properties

When a surface or medium receives an incident radiant flux, three processes occur: ab-
sorption, reflection (scattered or unscattered) and transmission, which are characterized by
three ratios with respect to the incident radiation. All of them are normally dependent of
the wavelength (spectral properties), although they can also be presented as weighted by a
source function [30].

Transmittance, τ , is the fraction of transmitted power. Transmission is the process by
which part of incident power is transmitted or passes through a surface.

Reflectance, ρ , is the ratio of reflected power. Reflection is the process produced when part
of the radiant flux is returned into the same hemisphere from which it arrived. Reflection can
be specular, if each ray is reflected with the same angle to the surface normal as the incident
ray and in the same plane, but on the opposing side of the surface normal, diffuse, if the rays
are scattered at many angles to the surface normal or a combination of both.

Absorptance, α , is the ratio of absorbed power. Absorption is the way by which a fraction
of the incident radiation stays in the medium and is transformed into other type of energy,
usually into heat.

Figure 3.3: Radiative processes of a beam through a surface

Radiative properties of actual materials are mainly described by these three ratios. Since
energy must be conserved, the sum of transmissivity, reflectivity and absorptivity of radiant
flux that crosses a surface has to be equal to 1:

τ +ρ +α = 1 (3.3)
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It might be useful for any optical material with very low reflectivity to link the internal
transmittance with its absorption coefficient, neglecting the reflectance losses. This can be
done through Lambert-Bouguer-Beer law:

τλ = e−α ′
λ

d (3.4)

Where α ′
λ

is the spectral absorption coefficient, normally expressed in cm−1 at the respec-
tive wavelength and d is the thickness of the material. The product of this two variables is
usually called optical thickness.

As one might observe, the radiative properties that have been seen until this moment are
all related with the incident radiant flux, nevertheless, bodies with a temperature above 0 K,
hence all real objects, radiate, so emission must also be taken into account to study radiation.

Emissivity, ε , is defined as the ratio of the radiant flux emitted by a body to that of a black
body at the same temperature [31]. It can be assumed as the capability for thermal radiation
by an object. The values for emissivity range between 0, for a body at absolute zero, and 1
for a black body. Moreover, this characteristic depends on the wavelength and the direction
but, when the radiation emitted by an object is considered as independent of the wavelength,
the material is often called a gray body.

Finally, emissivity is linked to earlier properties through absorptivity in Kirchhoff’s law:

αλ ,θ = ελ ,θ (3.5)
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4 | Radiometric budget

The radiometric budget is a key parameter to know the signal that the satellite receives
and from which source it comes. What is wanted to measure is the IR radiation of the crops
in order to obtain their temperature, the rest of signals are perturbing the desired one since
the detector is not able to discriminate the source. Hence, a study of the spectral radiance
that the satellite perceives from each source is essential to know which waveband is more
feasible to fulfill the mission.

This chapter dives in the radiometric budget of the satellite. The research starts with
a presentation of the thermal infrared spectrum, subdivided in MWIR and LWIR bands.
Next, the environment surrounding the spacecraft will be assessed, introducing the fluxes
that could reach the detector and separating them in function of their origin. Finally, after
the radiometric budget analysis, a comparison between the components involved is yielded.

4.1 Thermal infrared

The entire infrared spectrum covers the range from 0.7 µm, where red visible light is
found, up to 1 mm, where radar waves start. It is subdivided in five main bands: Near-
infrared (0.75-1.4 µm) Short-Wavelength Infrared (1.4-3 µm), Mid-Wavelength Infrared (3-
8 µm), Long-Wavelength Infrared (8-15 µm) and Far infrared (15-1000 µm) [32].

Although each band shows its own advantages and it is useful to carry out a precise study
for a particular target, in this project the loupe will be placed on both, MWIR and LWIR.
These two bands compose the thermal infrared, in which the temperature of an object can be
derived from its thermal emission.

A comparison between the two bands could be useful to appreciate the advantages and
drawbacks of each:

About MWIR, it must be outlined that diffraction effects have less influence and the de-
tector is less perturbed by satellite’s own radiation, a very relevant issue. In addition, clarity
(contrast) and stability (drift) are better [33]. Besides, for the same optics it is possible to
work with lower pixel size and obtain lower GSD. However, the detector could pose some
issues depending on the type implemented, photodetector or bolometer. If the first one is
employed the detector will need to be cooled down at very low temperature, between 150
K and 90 K, something impossible for a passive cooling so that, an active cooling system
would be required which is not currently planned for room reasons.
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On the other hand, LWIR systems perform better at lower ambient temperatures. For that
reason, it can be employed during night cycle, where plants are not doing the photosynthesis
and present a lower temperature. It also operates better at lower relative humidities and under
worse environmental conditions (fog and dust). Relative humidity is the ratio of the partial
pressure of water vapor to the equilibrium vapor pressure of water at a given temperature
[31]. Therefore, in cool air the same amount of water vapor results in higher RH than in
warm air. What is more, the cost of LWIR cameras is much lower (between 3 and 4 times)
and they do not require a cooling system to operate.

4.2 Fluxes

The radiation to which a satellite is exposed varies highly depending on the mission. A
spacecraft orbiting the Earth, like OUFTI-Next, experiences an environment completely dif-
ferent from the one of an interplanetary orbiter and evaluating it, is a paramount point for the
adequate development of the mission.

The main goal is to obtain the radiant flux from the crop (nominal or scientific flux) that
arrives to the detector, but also the radiant flux from other sources that affect the signal
received from the first one. So, only the acquisition phase will be analyzed. For this project,
several sources of radiation are thought to influence in the radiometric budget.

Firstly, one can think about the direct radiation of the main emitter of the solar system, the
Sun, a black body emitting at 5800 K [34]. Although Sun’s peak of radiation is found in the
visible range, see Figure 4.1a, its thermal IR radiation is important enough to be considered.
However, the detector will be only operating during acquisition phase, when the payload is
pointing towards the Earth hence, it is expected that the detector will be barely affected by
Sun’s direct radiation, reason why this flux has been ignored.

Figure 4.1: Figure a (left) shows the spectral radiance of a black body at different tempera-
tures in function of the wavelength. Figure b (right) shows a zoomed version of this spectral
radiance.

Nevertheless, Sun’s radiation cannot be completely neglected, part of Sun’s radiation that
reaches the Earth is reflected back to the space by the atmosphere and the ground. This is
called albedo and will have an effect on the observation due to the fact that if the power
coming from this source is greater than the one from the crops, the taken image will be
completely perturbed by this flux, impeding to know the state of the plants.
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Of course, Earth’s emission is paramount. Earth is usually conceived as a black body at a
temperature around 255 K [35]. This value comes from Earth’s surface temperature multi-
plied by a certain emissivity, which will depend on the surface material and the wavelength
and it will be higher in IR as it will be demonstrated latter in this report. As one can observe
from Figure 4.1b, the peak of radiation of a black body at 288 K is in the middle of the LWIR
band, around 10 µm.

Next, the satellite itself is also an emitter that must be taken into account for the radiomet-
ric budget since its temperature is expected to be in the range 200-260 K [3].

Despite of observing in Figure 4.1 that Sun’s term is much greater than the other two, it
must be pointed that this is not exactly the albedo component. To be so, this curve, which
represents what the Sun emits, ought to be multiplied by a factor that reproduces the amount
of radiation from the Sun seen by the Earth and by the portion reflected by it.

Finally, Cosmic Microwave Background, which is electromagnetic radiation as a remnant
from an early stage of the universe, considering a black body known as Deep Space at a
temperature of 3 K is completely negligible in comparison with the rest of terms.

So, Figure 4.2 could be a good approximation of the fluxes considered.

Figure 4.2: Incoming fluxes to the detector during acquisition phase.

It is possible to separate the fluxes from their origin. Albedo and Earth components will
be analyzed as external fluxes to the satellite, whereas satellite’s radiation as internal.

4.3 External radiometric budget

To study the external radiometric budget, a crucial feature must be characterized firstly,
the atmospheric transmittance or fraction of radiation that the atmosphere allows to pass
through.
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4.3.1 Atmospheric transmittance

Earth’s atmosphere is composed by several gases or constituents (Table 4.1) and a certain
amount of water vapor, which govern the atmospheric transmission. Atomic gases (like Ar
or Ne) and diatomic gases of the same atomic species (N2 or O2) do not absorb IR radiation
in the thermal IR range. Nevertheless, molecules constituted by two or more different atomic
species (NO, CO, CO2 or H2O) are capable of absorbing IR radiation [36].

Constituent Symbol Content of volume (%)
Nitrogen N2 78.084
Oxygen O2 20.948
Argon Ar 0.934

Carbon dioxide CO2 0.0314
Neon Ne 1.818×10−3

Methane CH4 0.2×10−3

Hydrogen H2 5×10−5

Nitrogen monoxide N2O 5×10−5

Ozone O3 7×10−6

Table 4.1: Composition of dry air.

Because of these constituents, there are only several bands available for the thermal in-
frared in which observation can be performed since at certain wavelengths the atmosphere
becomes completely opaque to IR radiation.

Figure 4.3: Absorption IR bands of the different constituents of the atmosphere.
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It is possible to observe in Figure 4.3 that the constituent which more affects the atmo-
spheric transmittance is H2O. It presents two main absorption bands, one between 2.7-3.3
µm, separating SWIR from MWIR and the other one, which separates MWIR from LWIR,
between 5.5-7.5 µm. The first one is also produced by the absorption of CO2.

Another important absorption band can be found between 3.6-4.2 µm produced by two
molecules, N2O and CO2. CO2 also results in a big absorption band beyond 14 µm, while
N2O with CH4 impede transmission after H2O second gap, up to 8µm. Finally, O3 absorption
is important enough to generate a considerable gap in LWIR, around 9.5 µm.

In order to apply this knowledge to the study it is necessary to develop a model of the
atmospheric transmittance. This model is implemented in Matlab, based on observations
obtained at the Gemini Observatory [37].
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Figure 4.4: Atmospheric transmittance in MWIR [5].
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Figure 4.5: Atmospheric transmittance in LWIR [5].
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One aspect must be distinguished before commenting these graphs. Transmission depends
on the concentration of gas species. Although concentrations are constant for the majority of
gases, water vapor concentration can greatly vary spatially and temporally, so its value must
be clearly defined.

The results in Figure 4.4 and Figure 4.5 are obtained from Mauna Kea Observatory (Hawaii),
one of the two observatories coordinated by Gemini association, with a precision of 5 nm,
for a water vapor column of 1.0 mm and an air mass of 1.0.

The air mass coefficient defines the direct optical path length through the atmosphere,
expressed as a ratio relative to the path length vertically upwards at the zenith [38]. As the
satellite is thought to take images of the ground looking towards nadir, an air mass of 1 is
considered. This value corresponds to the spectrum travelling through the atmosphere to sea
level directly vertical, known as AM1.

For its part, water vapor column is a measure of the total gaseous water contained in a
vertical column of atmosphere. This value should not be mistaken with relative humidity,
which is the amount of water vapor in air relative to the amount of water vapor the air is
capable of holding [39]. A value of 1 mm has been chosen arbitrarily.

Vertical transmission has values below 100% not only due to absorption losses but also
due to scattering. When the particles are small relative to the wavelength, scattering fulfills
the equation:

σ ∝
a

λ 4 (4.1)

Where a is the particle size [40]. This is called Rayleigh scattering. So, there are several
particles that affect transmission because of this effect. The molecules that conform the
atmospheric gases which have a small size, around 1 Å 1 [41], provoke the blue colour in
the sky, but their produced scattering show a rapid falloff as the wavelength increases. Also,
different type of aerosols, not considered in the model, such as smoke, fog or dust, included
in a major group, haze particles with a size around 0.1 µm, which perturb IR image, although
it still enhances the results obtained in VIS. Due to the greater wavelength in LWIR, this band
achieves better results than MWIR under bad weather conditions as the ones just mentioned.
Whereas MWIR outperforms LWIR in high humidity conditions.

Moreover, it must be pointed that the model does not include the effect of clouds in trans-
mission, which are opaque objects in the IR that could completely hide the surface of the
Earth and therefore, the crop. This event is caused by scattering once again, since cloud
droplets are large enough particles to affect IR wavelengths, around 10 µm. So that, it is
considered a clear sky for the calculations.

4.3.2 Albedo component

Once the atmospheric model is well determined it is possible to start with the first compo-
nent of the radiometric budget, the one that accounts Sun’s radiation reflected by the Earth.
As it has already been commented, Sun is a black body at 5800 K. Therefore, using Planck’s

11 Å = 10−10 m
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equation (Equation 3.1) one obtains the spectral radiance represented in Figure 4.1. This
curve represents the amount of power along the spectrum per unit of area and steradian.

Before continuing, it is necessary to introduce the concept of solid angle and steradian.
If one considers spectral radiance, which spreads homogeneously in a sphere, propagating
along a given direction and inciting on a small control volume, this energy would be confined
in a conical region, the solid angle, whose vertex would be the radiative source [4]. The solid
angle defines the quantity of the visual field occupied by an object.

Figure 4.6: Solid angle in an hemisphere for a given direction.

The solid angle is similar to a planar angle, but is given in three dimensional space and
its unit is the steradian, sr, defined as the solid angle that, having its vertex in the centre of
a sphere, cuts off an area of the surface of the sphere equal to that of a square with sides of
length equal to the radius of the sphere [42]. Based on Figure 4.6, the integral over all angles
of a hemisphere yields:

∫ ∫
dΘ =

∫
π/2

θ=0

∫ 2π

φ=0
sinθdθdφ = 2π [sr] (4.2)

In order to apply this concept in the current problem, the distance Sun-Earth is big enough
to consider the Earth as a point in space, so that it is possible to calculate the solid angle
between the Sun and the Earth knowing the distance Sun-Earth, 149,597,870 km, and Sun’s
radius, 695,510 km.

θ = 2sin−1
(

Rsun

dsun−earth

)
= 0.5328° (4.3)

Θ = 2π

(
1− cos

θ

2

)
= 6.7906×10−5 sr (4.4)
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Figure 4.7: Solid angle Earth-Sun.

Now, if one multiplies the spectral radiance of the Sun by this value, the spectral irradiance
that reaches the top of Earth’s atmosphere is yielded. In the model, the slight daily and annual
variations due to Earth’s rotation around its own axis and the star are discarded. So, the solid
angle Earth-Sun is assumed to remain constant.

In order to reach the ground, the irradiance must pass through the atmosphere where, ap-
plying the atmospheric model, only a part of it is transmitted to the ground. That portion of
radiation arriving to the surface suffers the same processes, but with a different quantity, a
part of it is transmitted, another reflected and another absorbed. The interesting irradiance
is the portion reflected back by the Earth. This quantity is estimated through the albedo, as
already mentioned. However, albedo is not an easy variable to estimate. Though a global av-
erage is a value of 0.3, it can vary a lot depending on the surface reached, but also depending
on the wavelength (up to 0.6 for ice in VIS [43]).

To approximate the albedo it has been used the data from the ECOSTRESS Spectral Li-
brary [44], which is a compilation of over 2400 spectra of natural and man made materials
developed as part of the ASTER and ECOSTRESS projects by the JPL, JHU and USGS-
Reston. ECOSTRESS Spectral Library groups the materials from their origin. There are 7
categories and from each, several representative materials have been chosen for the study:

• Man-made materials: construction concrete, black gloss paint, pine wood, construction
asphalt and aluminium roof.

• Rock: dolomite, carbonate, limestone, quartzite, siltstone and sandstone.

• Non-photosynthetic vegetation: misc leaf litter, misc grass litter, barks and branches.

• Soil2: reddish and brown alfisols (silty loam), entisol (sand) and mollisol (silty clay).

• Water: water, ice and snow.

• Vegetation: grass/crops, shrubs and trees.
2These soils were chosen according to suitability for crops [45]
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The curves that represent the reflectivity of these surfaces can be found in Appendix A.
To apply them to the model, two approaches have been carried out. The first one was simply
computing the average albedo of all the studied materials. The second one was to apply
a weight factor model. This model consists on giving values to each of the 7 groups, but
the different types of vegetation that are separated, in function of their importance, which
is defined by the amount of time that the satellite is expected to observe these materials.
Following this method, the order of importance and the weight factors would be:

Crops = Shrubs >Water = Trees = Soils = Rocks = Non− living plants > Man made

Crops 1 2 2 2 2 2 3 14/75
Shrubs 1 2 2 2 2 2 3 14/75
Water 1 1 1 1 1 1 2 8/75
Trees 1 1 1 1 1 1 2 8/75
Soils 1 1 1 1 1 1 2 8/75
Rocks 1 1 1 1 1 1 2 8/75

Non-living 1 1 1 1 1 1 2 8/75
Man-made 1 1 1 1 1 1 1 7/75

Table 4.2: Weight factors of the different materials studied in albedo.

Crops and shrubs are expected to be the elements that the satellite perceive most of the
time and so, they have the major relative importance. Man made materials are not thought
to be normally present, reason why the have the less relative importance. In Table 4.2 the
process is as follows. Each element is compared with the rest. If it has the same importance
as the other it sums a 1, if it is more important it sums a 2 and if it is much more important
it sums a 3 while the compared one sums always 1. After performing this with all materials,
the numbers are summed. The weight factor (right column) of each element is obtained by
dividing its corresponding sum per the total sum of all materials. Eventually, each weight
factor has to be multiplied by the reflectivity of the corresponding material.
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Figure 4.8: Albedo vs wavelength models in MWIR.
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Figure 4.9: Albedo vs wavelength models in LWIR.

As one can notice in Figure 4.8 and Figure 4.9 the albedo of the Earth in IR is around the
order of 0.1. The curves described by the two models show a similar shape, the difference lies
in the values, being higher for the first approximation. This is due to the fact that vegetation
presents lower reflectivity than the rest of materials, especially compared with man-made
materials. Despite being the first approach more restrictive as it represents the worst case, it
is thought that the second one depicts in a better way the real situation of the spacecraft and
it will be implemented in the calculations.

It should be outlined just for scientific purposes that against what could be considered as
a popular thought, frost and snow do not show a super high reflectivity in IR. It is true that
their albedo is around 0.8 in the VIS domain, but it decreases rapidly as the wavelength rises,
see Figure 4.10.
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Figure 4.10: Albedo vs wavelength for snow and frost.
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To reach the top of the atmosphere the irradiance reflected by the ground needs to trans-
verse again the atmospheric layer, with the consequent loss of irradiance that this entails.
Assuming that only half of the Earth is receiving sunlight, while the other hemisphere is at
night, the irradiance must by divided by the solid angle of an hemisphere (Equation 4.2),
arriving to the following equation that describes the spectral radiance at the top of the atmo-
sphere produced by Earth’s albedo.

Lalb =
Le(λ ,Tsun) · τ2(λ ) ·a(λ ) ·Θ

2π
(4.5)

In the model, it has been considered clear sky again. However, albedo of a surface is a
function of cloud cover. This occurs because of the same reason why IR cannot pass through
clouds. Cloud droplets scatter radiation from the Sun in all directions and an important part
of it is reflected back to space. In fact, up to 70% out of the total that the Earth reflects it
comes from the clouds [46]. Normally, the diffuse component due to solar reflection from
clouds is added to the clear sky albedos for unshaded surface. Contribution of clouds to
albedo is represented in Figure 4.11 as a function of the optical thickness of the cloud layer,
which can be approximated as twice the sum of the cross-sectional area of all drops in a unit
area column [47].

Figure 4.11: Cloud albedo vs optical thickness.

The albedo rises with the optical thickness, something expected as if there is more cloud,
there are more droplets for the particles to collide with. Nonetheless, as it was commented
before, clouds are opaque elements in the IR range, so there is no other alternative but making
the observations when there are no clouds.

Furthermore, there have been dismissed another factors that might affect this flux. Firstly,
rainfall can change the albedo, especially accumulations of less than 1.0 cm, which can
produce up to 30% of variation in LWIR [48]. Eventually, aerosol effects have been again
not considered, nevertheless, their atmospheric heating rate has been found to be many times
larger than that due to CO2 and about one-third that contributed by water vapor. It reduces
downward solar irradiance by 9% and improves the diffuse solar fluxes at the surface by a
factor 3 to 10 [49].
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4.3.3 Ground component

Unlike the Sun, Earth’s emission only have relevance in the IR domain, that is the reason
why it cannot be seen by the human eye and only special detector and cameras are able to
perceive it. Earth can be conceived also as a black body radiating at a certain temperature,
the temperature of the ground, which for the project will be varying between 270-310 K. So,
using again Planck’s equation (Equation 3.1), one would obtain the spectral radiance of the
Earth.

Moreover, Earth is not a perfect black body, it only emits with a certain unitless emissivity.
The value of this emissivity depends on the surface and it must be calculated if one desires
to know the true spectral radiance coming from Earth’s ground emittance.

The emissivity of the majority of natural surfaces is between 0.6 and 1.0. Emissivities
lower to 0.85 are only typical from deserts and semi-arid areas, while vegetation, water and
ice use to have the higher emissivities, above 0.95 [50].

However, in order to get a precise model, approximating the whole emissivity by just one
value could result not enough accurate. Instead, a piecewise function is applied, so, the
emissivity of the ground turns into a wavelength-dependent function.

The different types of ground considered are the ones established by the IGBP as the
global land cover types, there are 18 [51]. Though only a few will be interesting for the
development of this research, the emissivity of the rest of surfaces can be found in Appendix
B. In summary, the definitions of the cover lands matter of study are:

• Closed shrublands: Surface consists of shrub (evergreen or deciduous) coverage over
60% and vegetation with a height lower than 2 meters.

• Grasslands: Surface covered by herbaceous types. Tree and shrub are present in less
than 10%.

• Permanent Wetlands: Surface consists of a permanent mixture of water and herbaceous
or woody vegetation.

• Croplands: Surface composed by temporary crops followed by harvest and a bare soil
period.

• Natural Vegetation Mosaics: Surface consists of a mixture of forest, shrublands, grass-
lands and croplands with none component comprising more than 60% of the landscape.

The following calculation will be computed considering cropland soil, though this could
be changed whether the actual land viewed suits more with another cover land definition.
Moreover, the same considerations made for the albedo component about clear sky are taken.
Therefore, the equation that allows to calculate the spectral radiance coming from Earth’s
ground at the top of the atmosphere is:

Lgr = Le(λ ,Tearth) · τ(λ ) · εgr(λ ) (4.6)
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Figure 4.12: Emissivity vs wavelength for studied cover lands [6].

4.4 Internal radiometric budget

The internal radiometric budget is only due to the radiative flux coming from the satellite
itself and so, it does not depend on the atmosphere.

4.4.1 Payload component

The spacecraft itself is also a radiator that cannot be lightly dismissed. The spectral radi-
ance produced by the satellite as a black body can be again calculated from Planck’s equation
(Equation 3.1), multiplied by a certain emissivity. Based on previous works [3] and [29], the
spacecraft is expected to have a temperature range between 200-260 K. The satellite will be
approximated as a grey body, so its emissivity is independent of the wavelength.

To approach the flux that the detector perceives, the payload is assumed to be perfectly
isolated from the rest of the satellite. So that the detector only sees the radiation coming
through the payload aperture and none from the walls that surround the optic system, thanks
to the coating applied. The type of coating was evaluated in [3], where it was decided to
imply coated metal plates, in this case, aluminium coated with gold, achieving an emissivity
of 0.02, considered as negligible in this study. This insulator was selected instead of the usual
multi-layer insulation (MLI), since its emissivity would be approximately 0.1 and could
cause contamination problems of outgassing because of the small dimensions of OUFTI-
Next.

So, the radiative source from the satellite will only be the different lenses. In fact, what
is called the payload aperture in Figure 4.13 is also a lens. Therefore it is essential to know
their emissivity. To do so, it is paramount to define two properties of the lenses, the material
and the thickness.
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Figure 4.13: Payload scheme.

Thickness is expected to be between 5 and 10 mm [52]. For this study it will be supposed
a 10 mm lens, as it represents the worst case. About the material employed a more in depth
view is required.

There are several suitable materials for the lenses in the thermal IR. It exists a complete
master’s thesis discussing the theme of the optical materials [8]. Therefore, only the essential
topics about them from a radiometric perspective, this is, to estimate their emissivity, are
treated on this document.

Perhaps the most common optical material in IR is Germanium (Ge), which is a crystalline
material that is able to operate in both MWIR and LWIR bands. Its major characteristic is
the highest refractive index between all IR materials, which allows a great aberration control.
The refractive index is the ratio of the speed of light in vacuum and the phase velocity of light
in the medium, so it defines how fast light propagates through the material as it determines
how much the path of light is bent when it enters the material, the higher the index, the more
the rays are bent. Another very common crystalline material is Silicon (Si), it is characterized
for showing a considerable reduction of transmissivity in LWIR, reason why it can only be
used in MWIR [53]. Transmission of these two material in function of the wavelength is
shown in Figure 4.14.

Figure 4.14: Transmission vs wavelength for Si and Ge, d is the thickness of the material [7].
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Chalcogenide materials such as Zinc Sulfide (ZnS) and Zinc Selenide (ZnSe) are widely
used. They are both employed in MWIR and LWIR bands and they have very similar proper-
ties. The main differences are that ZnSe has a higher refractive index and a lower structural
strength and absorption coefficient [53].

Furthermore, IRG27, a material created by SCHOTT [54], based on a classic chalcogenide
glass, arsenic trisulfide (As2S3), presents very interesting optical properties in thermal IR
band, with a raw transmission about 0.65 [55]. In fact, this material is thought to compound
the last lens of the optics system.

It is important to know that the transmission of raw materials, such as the one plotted
in Figure 4.14, includes reflection losses. However, companies apply antireflective coatings
(ARC) 3 to the lenses in order to obtain a significantly higher transmittance, reducing in most
of the cases reflectivity to less than 1%. For that reason, it is possible to use Equation 3.4 to
calculate the emissivity of the materials. Table 4.3 illustrates the most relevant mean optical
properties of the materials studied.

Material
Refractive Absorption coefficient [cm−1] τ [%] ε [%]

index MWIR LWIR MWIR LWIR MWIR LWIR

Ge 4 0.005 @ 4µm
0.027 @ 10.6µm

0.995
0.973

0.005
0.027

0.1 @ 12µm 0.905 0.095
Si 3.42 0.01 @ 3µm 1.5 @ 10.4µm 0.99 0.223 0.001 0.777

ZnS 2.25 0.02 @ 3.8µm 0.24 @ 10.6µm 0.98 0.787 0.02 0.213
ZnSe 2.4 0.0004 @ 3.8µm 0.0005 @ 10.6µm 0.9996 0.9995 0.0004 0.0005

IRG27 2.4
0.0151 @ 3µm 0.0356 @ 8µm 0.985 0.965 0.015 0.035
0.1381 @ 4µm 0.947 @ 10µm 0.871 0.388 0.129 0.612
0.005 @ 5µm 2.1371 @ 12µm 0.995 0.118 0.005 0.882

Table 4.3: Optical properties of IR materials [8] [9] [10] [11].

Regarding the optical properties of the materials, one can realize that, just from a radio-
metric point of view, for MWIR all the materials are suitable, although careful attention
must be paid if finally IRG27 is implemented, as it reduces considerably its transmissivity
at around 4 µm. On the other hand, for LWIR, only some materials can be used, Si (as it
was advanced) and IRG27 are absolutely discarded as they can even be considered opaque
in LWIR. The most interesting two for this band are Ge and ZnSe, however, they are both
very expensive, specially ZnSe.

So, based on Table 4.3 results, which significantly varies with the wavelength and the
material of the lenses, something not yet completely specified at this stage of the project, a
conservative value of 0.1 for the emissivity of the payload will be taken. Knowing this value
and the spectral radiance of the satellite as a black body it is possible to compute the internal
flux radiated by the spacecraft to the detector.

Lpl = Le(λ ,Tpl) · εpl (4.7)

3More information about ARC in [56].
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4.5 Comparison

After defining the assumptions and making the calculations for the different fluxes, it is
possible to establish a comparison between them.

Figure 4.15: Spectral radiance of the three components vs wavelength in MWIR.

Figure 4.16: Spectral radiance of the three components vs wavelength in LWIR.
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Hence, Figure 4.15 shows the flux radiated by the three components to space in MWIR
band. It can be seen how the flux radiated by the satellite is negligible for the whole band
in comparison with the other two. As one can notice, albedo component is predominant for
the first wavelengths and, around 3.6 µm, ground emittance component starts to impose, in-
creasing its value whereas the albedo decreases. There is a big gap due to the atmospheric
transmission between 4.2-4.4 µm, after that, ground emittance component shows a signif-
icant increase while albedo is still decreasing. Therefore, for observation, it is feasible to
define two bands, one for 3.6-4.2 µm, perturbed considerably by the albedo, and another one
for 4.4-5 µm, where the signal received from the ground emittance will be cleaner.

On the other hand, Figure 4.16 represents the three radiative fluxes in LWIR band . In
this case, albedo component is lower than payload’s component, but they are still not enough
important in comparison with ground emittance. Therefore, and this is a major benefit of
LWIR band, despite existing a considerable decay due to the absorption in the atmosphere
between 9 and 10 µm, LWIR band can fully cover (depending of the lenses) the study of
Earth’s surface from a radiometric perspective.

Comparing the spectral radiance coming from the ground component in MWIR and LWIR,
it can be seen that in MWIR for a ground temperature of 290 K, for example, for the band
between 3.6 and 4.2 µm is around 0.25 units, while between 4.4 and 5 µm is around 1
unit. However, for LWIR is around 6 units, much higher. Therefore the IR radiation of the
crops will be greater in LWIR band, resulting in a better sensitivity. Moreover, the undesired
signals are negligible in LWIR while in MWIR cannot be discarded as the albedo will perturb
the images taken for observation below 4.2 µm.

Another important parameter to compare is the thermal contrast. It is defined as the ratio
of the derivative of the radiance of the ground component with respect to the temperature
to the radiance of the ground component [59]. The radiance is the integral of the spectral
radiance with respect to the wavelength.

C =
dLgr(λ ,Tgr)/dT

Lgr(λ ,Tgr)
(4.8)
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Figure 4.17: Spectral contrast in the MWIR and LWIR.
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Due to the fact that a thermal image is produced from temperature variations, when the
temperatures of a target and its background are very similar, detection becomes difficult since
the sources can be confused. The thermal contrast determines the capability of detecting
details.

As it can be seen in Figure 4.17. The contrast is much higher for MWIR bands. In fact, the
band which shows the greatest contrast is one formed from 3.6 to 4.2 µm. For example, for
a ground temperature of 290 K, the contrast is between 3.5-4.5%, while for LWIR the values
are between 1.6-1.8% for the same ground temperature. In general, the contrast in MWIR is
more than the double than in LWIR.
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This chapter analyses the optical system for both, MWIR and LWIR. To do so, it is firstly
necessary to introduce some concepts and equations that will govern the problem. After that,
a parametric study of the optics will be performed, concluding with a comparison between
the two bands.

5.1 Introduction

The optics are very attached to the detector. One depends closely on the other. Changing
the detector it means the obligation of varying the whole optic system in order to obtain a
suitable observation.

The goal of the optical system is to adequately collect the power that reaches the detector,
which will then convert that power into an electric signal and, eventually, with that signal an
image will be produced. This subsystem could be considered as the most important of the
satellite, since if it malfunctions, no data could be obtained and the mission would completely
fail.

In fact, the optical system has already been introduced since it is mainly composed by the
lenses. Nevertheless, the equations that govern it and the variables on which it depends have
not been studied yet. It can also contain mirrors, however, for this project, this option has
not been considered necessary [52] 1. As it can be appreciated in Figure 4.13, it is expected
that the optics are formed by at least three lenses, although they could be even four.

With respect to the detector, there are two main options, treated in depth in [57], to incor-
porate a photodetector or a bolometer. Their working processes present several differences.
Photodetectors are sensors of EMR which convert photons into current, while bolometers
measures the EMR by the heating of a material with a temperature-dependent electrical ca-
pacity or resistance. The characteristics of both types of detectors are presented in Chapter
6.

Despite the discussion between the two types continues to exist, one main output can be
distinguished, the detector will consist on 2D pixel array (n rows x m columns).

1This PhD fully covers the optics design in MWIR.
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5.2 Model

To study the electromagnetic radiation received by the detector, it is possible to divide
the Earth in pieces. These portions are defined by the Field of View (FOV), which is the
angular aperture of the payload beam. However, it is more interesting to know the FOV of
a single pixel of the detector, this simplifies the calculations, called Instantaneous Field of
View (iFOV). The iFOV determines the Ground iFOV, whose square root is the well known
GSD, which is, neglecting the curvature of the Earth 2, the 1D portion of the Earth perceived
by one pixel. The GSD is wanted to be the lower possible since it implies better imaging
resolution. The sum of all Ground Sampling Distances composes the swath.

Figure 5.1: FOV and iFOV definition.

Gathering this theory with the optic system depicted in Figure 4.13, it results in:

Figure 5.2: One lens model.

This model is called one lens optics and it allows to establish a relation between the main
parameters that appear in the problem

tanα =
Ps
f
=

GSD
h

(5.1)

Where Ps is the pixel size, f the focal length and h the height of the satellite.

Moreover, the design is controlled by the diffraction limit of the optical system in order
to avoid aberration. Diffraction is the principal limit to resolution of any optical system.

2A study of the influence of a curved surface in GSD can be found in [18].
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It results from the interaction of electromagnetic radiation with the sharp limiting edge or
aperture of the optical system [53]. The diffraction limit can be determined from Airy disk
[58]:

Dt = 2.44 ·λ f/# (5.2)

Where Dt is going to be the minimum size of the pixel required to collect properly the
signal and f/# is the f-number, which can be defined, if D is the diameter of the lens (payload
aperture), as:

f/# =
f
D

(5.3)

5.3 Parametric study

The earlier equations define a system of three equations with six unknowns, as h is fixed
by the orbit (700km). However, two parameters present an upper limit, the diameter and
the focal length, as they must accomplish the dimensional requirements of the spacecraft.
Therefore, the diameter should be lower than 0.1m while the focal length should be lower
than 0.15m, which is the maximum size destined to the payload.

For the first calculations, the wavelength has been fixed at 5 µm as it will be defined as
the maximum wavelength of the bandwidth of study since it is the one that produces more
diffraction. Therefore, the wavelength is a parameter constrained to several definite values.
By performing this, the f-number only depends on the pixel size, varying linearly with it
(Figure 5.3).

Figure 5.3: f-number vs pixel size at 5 µm.

The value obtained for the f-number is the maximum value required in order to not suffer
aberrations for diffraction. An important point about the f-number is that it must be as low as
possible to not have aberrations. So, looking at its formula, Equation 5.3, the diameter should
be as great as possible while the focal length ought to be small. However, for a f-number
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value lower than 1.5 the optic design starts to complicate considerably and for a value of 1
or lower, it becomes almost impossible.

Moreover, since the two parameters through which the design can be modified are the
focal length and the diameter of the lens, the influence of these variables must be measured.
Firstly, it is studied the influence of the diameter in the GSD and the focal length, as a
function of the pixel size.
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Figure 5.4: focal length vs pixel size at 5 µm for different diameters.
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Figure 5.5: GSD vs pixel size at 5 µm for different diameters.

From Figure 5.4 one can observe the direct proportionality of the focal length with respect
to the diameter. Hence, the bigger the diameter, the lower the range of pixel size available
to fulfill with the diffraction and dimensional requirements. Looking at Figure 5.5 it is
demonstrated that the bigger the diameter, the better resolution is achieved.
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Figure 5.6: diameter vs pixel size at 5 µm for different focal lengths.
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Figure 5.7: GSD vs pixel size at 5 µm for different focal lengths.

As one can appreciate in Figure 5.6, the greater the focal length, the bigger the pixel
necessary to accomplish the dimensional and diffractive needs. Furthermore, in Figure 5.7
it is possible to observe how by increasing the focal length a lower GSD and a better ground
resolution is reached.

Summarizing, to obtain the lower GSD possible it would be desired to have a big focal
length and diameter. However, the room is limited due to the dimensions of the satellite.

Now, a comparison between the bands studied can be performed. There are three of them.
For MWIR, as it was demonstrated in the comparison of the fluxes, it is not possible to
obtain measures of the ground for a wavelength lower than 3.6 µm since the albedo blocks
the observation. Therefore, the bands considered for MWIR will be the ones defined in
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Section 4.5, one between 3.6 and 4.2 µm (MWIR-1) and another one from 4.4 to 5 µm
(MWIR-2). Most detectors in MWIR work between these two ranges. On the other hand,
in LWIR, the studied range includes from 8 to 12 µm, since, as it was deduced from the
absorption coefficient of the lenses, it is difficult to have a good transmittance of the optic
system beyond that value. To carry out this comparison, another different parameter must be
fixed, in this case, the focal length has been chosen randomly, with a value f = 0.14m (it is
unlikely to be able to employ the whole payload length).
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Figure 5.8: f-number vs pixel size when f = 0.14m for different bands.
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Figure 5.9: diameter vs pixel size when f = 0.14m for different bands.
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Figure 5.10: GSD vs pixel size when f = 0.14m for different bands.

The main conclusion reached from these graphs is that as the wavelength increases, the
pixel size required to avoid diffraction rises, reducing the spatial resolution. For instance, in
MWIR-1, with a pixel size of 20 µm, one can obtain a f# close to 2, satisfying the dimen-
sional requirements and with a GSD around 100 m. On the other hand, in the LWIR band,
it would be needed a pixel size around 45 µm to have an acceptable f-number that adjusts
to the dimensional needs, obtaining a GSD around 230 m. Therefore, for LWIR the spatial
resolution is deteriorated more than the double compared with MWIR.

Commercial detector’s pixel size is usually between 15 and 30 µm. So, to obtain a pixel
size of 50 µm as it might be required in LWIR it is usually employed a technique known
as binning. Through binning, two or more pixels are combined into one large pixel whose
size it is the sum of the small ones. This method is applied sometimes in order to rise the
SNR and shorten the read out time, despite losing resolution. In this case, it must be used
to increase the pixel size and achieve the needed f-number. Based on the parametric study,
with a binning factor of 4 (2x2), where each two pixel are combined, it should be enough.
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The Signal to Noise Ratio (SNR) is one of the main parameters to calculate in order to
know if the mission will be successful. It is the ratio between the signal captured by the
detector from the scientific source, crops in this project, with respect to the noise produced
during the measures. It characterizes the quality of the measurement.

In this chapter the SNR in OUFTI-Next’s mission will be studied. To perform it, it is
firstly necessary to define the sampling times that appear in the issue. After that, the signal
arriving to the detector will be calculated. Next, the noise will be computed, introducing the
NETD and detectivity. Finally, a parametric study of the SNR is carried out to evaluate how
the different variables affect this parameter.

6.1 Times

Several times of great importance intervene in the problem. The satellite is travelling
through the space, perceiving different portions of the Earth at a time. Furthermore, the
detector counts with a response time to detect the photons. Moreover, the pixels takes a pre-
cise time collect photons, up to its saturation time which implies maximum photon capture.
Finally, the electronic system takes some time to read out the photons and convert them in
electrical current.

The first sampling time analysed is the time that the satellite takes to travel the GSD. This
time depends on the orbital velocity of the spacecraft and the dimension of the GSD.

Knowing the altitude of the orbit (h = 700 km) it is possible to compute its orbital velocity.
Assuming the SSO is circular, the orbital period is:

To = 2π

√
r3

µe
(6.1)

Where µe = 398600.4418 km3/s2 is the gravitational parameter for the Earth and r is the
radius of the orbit. Once the period is computed, the orbital velocity with respect to the
ground can be computed as:

Vsat =
2π

To
r−ωearth ·Rearth (6.2)
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Where ωearth = 7.2921159× 10−5 rad/s is the Earth angular velocity. Eventually, the
exposure time is calculated as

ti,sat =
GSD
Vsat

(6.3)

Hence, ti,sat is the integration time of the satellite, this is the time that the spacecraft sees
a GSD before passing to the next one. The detector has to be able to collect the photons
and read them out before this time. Otherwise, the images is blurred as the detector is still
integrating a GSD when the next one is perceived.

Next, the frame rate is considered, it is a function own of each detector and is measured in
Hz or FPS (frames per second). It is the sum of the exposure time, te and the read-out time,
tro. The exposure time is the time that the pixel is collecting photons. It is maximum if the
pixel reaches saturation, although it does not have necessarily to be this value. Furthermore,
during the exposure, the integration of the signal by the circuit is carried out, converting
photons into electrons. The integration time of the circuit uses to be estimated as half of the
frame rate of the detector, and so will be calculated in next computations. Despite in reality
integration time of the circuit is a little greater than exposure time, both are considered to be
equal. Moreover, the read-out time is the time that takes the charge passed from the pixel
to be converted into voltage. Eventually, the electronic signal goes to an electronic device
to obtain an image and a new frame starts. As it has just been mentioned, the sum of the
integration time of the circuit and the read-out time must be shorter than the integration time
of the satellite to finish the image taking before the pixel passes to see the next GSD.

Figure 6.1: Sampling times.

Finally, there is one more time that needs to be addressed, the response time, tr, which
is the time that takes the detector to start to capture photons once the signal arrives, it is
specially important in bolometers and it can affect the whole observation, reason why it will
be fully studied in Chapter 7.
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6.2 Signal

The total signal can be computed from the sum of the radiant flux or radiant power of each
component. However, the detector does not differentiate where this signal comes from, it
only counts the total number of photons. Therefore, one must look for a waveband where
the vast majority of the signal is due to the ground emittance, as the rest of sources will
perturb this one. Otherwise, one would need a very complex model which, from the number
of photons detected, discounts the contribution from undesired sources and obtain the flux
coming from the ground.

Therefore, it is important to estimate the radiant power of each component of the radio-
metric budget. To do so, it is usually calculated the radiant power that reach each pixel of
the detector. If one wants to know the total power that the detector perceives, it would only
be necessary to multiply the radiant power on one pixel per the total number of pixels that
compose the detector, assuming that the source is homogeneous.

6.2.1 Radiant power in one pixel

If one looks at the units of the spectral radiance
[ W

sr·m2·µm

]
, it is possible to realize that in

order to convert the spectral radiance into radiant flux [W], it is necessary to integrate for
the wavelengths considered and to multiply per the view angle of the source with respect to
the payload aperture and the source surface. However, since these parameters are difficult to
compute, it is possible to use the etendue or throughput to use easy-measured variables. The
etendue is the product of the cross-sectional area of a beam and its projected solid angle and
that accomplish the following: it is invariant for a case in which the source image fills the
detector [30].

Figure 6.2: Invariance of throughput for a case where the source image fills the detector.

AsΩos = AoΩso = AoΩdo = AdΩod (6.4)

Where As is the area of the source, Ao is the area of the optics and Ad is the area of the
detector Ad = (m×n) f f ·Ps2, being m and n the number of rows and columns, respectively,
and f f the fill factor of the pixel, which describes the ratio of light sensitive area versus total
area of a pixel. This ratio is less than 1 since a part of the area of a pixel is always used for
transistors, electrodes or registers, which belong to the structure of the corresponding image
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sensor. Whereas, Ωpq represents the solid angle that p subtends at q. Of course, to carry
out the calculation for one pixel, Ad must be divided by the number of pixels, so for what it
continues, Ad = f f ·Ps2. Normally the two parameters used to compute the etendue are the
detective area of the pixel and the solid angle of the optics, which is related with the optical
design.

Ωod =
π

4 f/#
2 [sr] (6.5)

And so, the radiant flux of the component ”i” can be calculated as:

Pi =
∫

λmax

λmin

LiAdΩodτopt dλ [W ] (6.6)

Where τopt is the transmissivity of the optics. As the material of the lenses is not defined
yet, it is not possible to establish its dependency with the wavelength and so, a conservative
value of 0.9 (based on Table 4.3) is selected for the future numerical calculations.

It may be also useful to compute the number of photons per unit of time that reach one
pixel. It is more frequent to work with photons when the power is very low like in this case.
To obtain it, one needs to divide the power by the energy of a photon, therefore.

Fi =
∫

λmax

λmin

LiAdΩodτopt
λ

h c
dλ

[
photon

s

]
(6.7)

Now, it is possible to convert the flux of photons into number of electrons per second
multiplying per the quantum efficiency of the detector, which is its capability to convert
photons into electrons.

Fei = Fi η

[
e−
s

]
(6.8)

If one desires to compute the total number of photons or electrons that arrive to the pixel
to take one image it is necessary to multiply the flux of photons or electrons per the exposure
time, te. Therefore, the bigger the exposure time, the greater the signal received, until a value
of te when the pixel reaches its maximum capacity to collect photons, called saturation time.

In order to know which might be the most interesting band for the observation among the
three proposed, a study of the radiant power of each component, in term of flux of electrons,
has been performed. For the payload component, only the worst case has been considered,
when the payload is at the highest temperature expected (260 K).

It can be observed in Figure 6.3 how in MWIR-1 band (3.6-4.2 µm) to overcome the
albedo the temperature in ground must be above 282 K, which is an event that do not always
happen. Furthermore, whereas the payload component is very low compared with the other
two, the albedo has the same order of magnitude than the ground emittance component,
affecting negatively the observation as it disturbs the scientific signal.
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Figure 6.3: Number of electrons from the different components in the band MWIR-1. Values
obtained for: GSD = 100 m;Ps = 15 µm; f = 0.105 m;D = 0.072 m; f/# = 1.46
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Figure 6.4: Number of electrons from the different components in the band MWIR-2. Values
obtained for: GSD = 110 m;Ps = 18 µm; f = 0.115 m;D = 0.078 m; f/# = 1.48

Figure 6.4 shows the electron number perceived from each component for MWIR-2 band
(4.4-5 µm). One may appreciate this band is better for observation in MWIR than MWIR-1
as ground component is much bigger than the other two, producing a clearer signal. Reason
why this band will be the one analysed for the SNR in MWIR.

Finally, in Figure 6.5, it is possible to note that this band collects the largest quantity of
electrons coming from the ground emittance component therefore, it is the band with the
highest sensitivity. Moreover, albedo component is lower than payload component, but both
of them are negligible compared with ground’s radiation.
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Figure 6.5: Number of electrons from the different components in the band LWIR. Values ob-
tained for: GSD= 235 m;Ps= 25 µm (binning f actor = 4); f = 0.149 m;D= 0.087 m; f/# =
1.71

6.3 Noise

The noise consists of the undesirable signal components arising in the electronic system.
It depends on both, the detector and random fluctuations of the arriving signal and as the
magnitude of noise increases, uncertainty in the measured signal becomes greater. It must
be outlined that the study of the noise on the detector was performed in collaboration with
[57], master’s thesis in which one can find a more detailed study of the sources of noise and
how much it is influenced by the detector type.

6.3.1 Sources of noise

In IR imagers there are several noise sources, which depends on the type of detector em-
ployed. The two types of detectors considered for the research have already been introduced,
but it is necessary to go further with their characteristics. Their methods to operate are very
distinct. While photodetectors are based on semi-conductor technology to convert photons
collected into electrons, bolometers measure incident electromagnetic radiation via the heat-
ing of a thin metal layer with a temperature-dependent electrical resistance and need to be
isolated from external heat sources.

Photonic detector, photon detectors or simply photodetectors are usually based on indium
antimonide (InSb) or mercury cadmium telluride (HgCdTe). They present very fast response
speeds and high sensitivity. However, they need to operate at low temperature, requiring an
active cooling system to perform, which implies more room occupied, more power needed
from the solar panels and more weight [59]. Besides, they have low quantum efficiency and
are expensive.
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On the other hand, bolometers are composed in general by vanadium oxide (VOx), al-
though amorphous silicon (a-Si) is also common [59]. Their main advantage is the fact that
they are able to operate at room temperature so, no need of cooling system. However, they
present more noise, less sensitivity and specially, a very slow response due to their operation
method. A derivative of bolometers are microbolometers which are essentially the same but
in a micro scale, more interesting for this project. They basically operate in LWIR although
new technologies have been developed also for MWIR.

The first noise is photon noise or shot noise, it results from the inherent statistical vari-
ation in the arrival rate of photons incident on the detector. It is associated with the non-
equilibrium conditions in a potential energy barrier of a photovoltaic detector through which
a dc current flows [60]. It highly affects photodetectors whereas bolometers are not influ-
enced by it.

i2S = 2Q2
eηφph,sig f +2Q2

eηφph,bkg f (6.9)

Where Qe = 1.6022×10−19C is the electron elementary charge, φph,sig is the photon flux
of the signal and φph,bkg is the photon flux of the background or undesired signal (albedo and
payload components).

Next, dark noise, it arises from a statistical variation in the number of electrons thermally
generated in the detector [30].

i2DC = 4Qei0 f (6.10)

Where i0 is the dark current which highly depends on detector’s temperature:

i0 =Cr ·Ad ·T 2
d e(−

E
k·T d ) (6.11)

Where Cr = 1.20173×106 A
m2K2 is Richardson’s constant, Td detector’s temperature and E

the bandgap energy, a property of the material used.

Next, the thermal or Johnson noise is due to fluctuations in velocity. It exists even without
electric bias. It is a consequence of stochastic motion of electrons within a material with
finite resistance and it shows a way to keep thermal equilibrium in a semiconductor [61].

i2J = 4
kT
R

f (6.12)

Being R the resistance of the semiconductor material.

Moreover, I/f or flicker noise is a consequence of stochastic fluctuations of either the
density of free carriers or their mobility [61]. It is always present in microbolometers and
photoconductors, because there is always a dc-bias current flowing within the detector ma-
terial. Alongside with Johnson noise, flicker noise is the main noise that affect uncooled
bolometers, while photodetectors are few perturbed by both of them.
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i2F = κ
iα1/ f f

f β1/ f
(6.13)

Where κ is the proportionality factor or I/f parameter, i the current through the detector,
f the frequency corresponding to the bandwidth studied and α1/ f and β1/ f are numerical
constants whose typical values are 2 and 1, respectively.

Now, to convert these currents or charge fluxes ([A=C/s]), into electrons, it is necessary
to divide them by the electron charge and multiply per the integration time of the electric
circuit, ti,elec.

Ni = ii
te
Qe

(6.14)

Preamplifier noise NPA, which has to do with readout noise, might also be important.
Preamplifiers are used to amplify weak signal and provide better conditions for the operation.
However, a perfect measure of the charge in the clump of electrons cannot be performed.
Usually, the right value on average is yielded, but with some random scatter, which is taken
into account by this noise. The preamplifier noise use to be given by the manufacturer as a
number of electrons per pixel.

These are the main noises considered although there are some more such as temperature
noise for bolomoters or generation-recombination noise for photodetectors.

So, one can compute the total number of electrons due to the noise as:

N =
√

N2
S +N2

DC +N2
J +N2

F +N2
PA (6.15)

6.4 SNR

The SNR is the rate between the measured signal and the noise. A large signal-to-noise
ratio is important in the acquisition of good quality images.

6.4.1 Calculation

It is feasible to compute SNR through the calculation of the radiant flux of the signal
divided by the direct computation of the noise, both of them in the same units. However,
Equation 6.15 shows a complex method to perform it since noises present on this equation
depends on very particular parameters which are not often provided by manufactures. There-
fore, it is necessary to find a simpler way to calculate SNR with the suitable variables [60].

SNR = P ·DET (6.16)

Equation 6.16 calculates SNR in function of two variables, P, the incoming radiant power
[W] that can be computed from Section 6.2 considering only ground component and DET ,
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which is the detectivity of the detector in [W−1]. The detectivity describes the performance
of the detector, as it is a measure of its ability to detect the signal.

DET =
4 f 2

/#

Ad ·π ·ζ ·NET D · (dL/dT )target
(6.17)

Where (dL/dT )target is the derivative of the radiance of the target (ground component)
with respect to the temperature, ζ = 0.9 is a coefficient to take account of a filter collocated
before the optics [57], and NETD the Noise Equivalent Temperature Difference, which is the
only unknown parameter in the equation. The NETD determines the temperature resolution
achieved in the mission as it is defined as the minimum temperature change of the target that
can be detected by the optical instrument. Therefore, it is the minimum temperature change
that produces an output signal in the detector of the same value as its total current noise. It is
a value that depends on the detector and wavelength, is lower for photodetectors and MWIR.

NETD value is usually given by detector’s sellers, measured for a f/# equal to 1 and a
(dL/dT )target of a black body at a certain temperature measured in ground so that, trans-
missivity and emissivity are not considered as it must be done for the NETD obtained from
space. Therefore, NETD given by manufacturers is not the same one obtained in space, in
contrast to detectivity that can be considered as constant for a given detector.
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Figure 6.6: NETD in space vs ground temperature for MWIR-2 and LWIR.

It is complicated to establish a comparison of the NETD obtained in the space in function
of the waveband since it is not a direct function of wavelength. However, in Figure 6.6 a
result has been performed, defining the parameters on which NETD depends based on typical
values for the corresponding waveband. For MWIR f/# = 1.5 and NET D = 23 mK while
for LWIR f/# = 1.5 and NET D = 44 mK. One can appreciate that the NETD achieved in
the space in LWIR is lower and more stable with the variation of the temperature in ground,
which is desired. However, as the temperature of the ground increases, NETD in MWIR
tends to reduce and at some point, around 305 K in this example, NETD is lower for MWIR.
Furthermore, it must be outlined that for both bands, the values obtained for this parameter
are expected to be good enough to perform the observation.
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6.4.2 Parametric study

Finally, a study of the variation of the SNR with different parameters is carried out. Firstly,
in Figure 6.7 it is showed how SNR change in function of the ground temperature, increasing
with it. This is something expected as the greater the ground temperature, the larger the
signal received and so, SNR rises. It is also possible to observe that when the NETD provided
by the manufacturer decreases, the SNR rises as the detectivity is greater.
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Figure 6.7: SNR vs ground temperature for different NETD.

Next, in Figure 6.8 it is possible to see that the effect of a rise in f-number means a decrease
in the SNR.
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Figure 6.8: SNR vs ground temperature for different f-number.
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Lastly, when comparing the SNR for different wavelengths one may find an issue, the
SNR does not depend directly on this parameter as it occurs with the NETD in the space,
but in others which are obtained from it such as the different values of the optics. However,
based on the results yielded in Section 6.2.1, where it was observed how in LWIR the signal
received is two orders of magnitude greater than in MWIR, it is feasible to expect that SNR
in LWIR is better than in MWIR.
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The detector counts an number of photons per unit of time, this is the signal received. It
varies with time as the satellite moves through space, producing that each pixel sees a new
GSD, with a different radiant power. The measured signal must be worked in order to obtain
the desired output, the ground temperature.

This chapter studies briefly the analysis of the signal once it arrives to the detector and
the importance of the response time in the measurements in MWIR and LWIR. While the
previous chapters were more focus only in the differences between the two bands studied,
this one also reports the comparison between the two type of detectors around the topic of
the response time.

7.1 Conversion

The detector collects photons, converts them into electrons and those to electric current
so that an image is obtained. Knowing the equations involve in the problem it is possible to
finally compute the temperature of the ground, which is the goal of this project. An ideal
conversion of the input signal, assuming, once again, that the only signal perceived is from
the ground, could be as shown in Figure 7.1.
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Figure 7.1: Ideal signal conversion.
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In the earlier figure it is possible to observe the ground temperature yielded from a flux of
electrons defined as a piecewise function where each step corresponds to the integration time
of the satellite. However, there is one parameter that must be taken into account. Detectors
do not change output state immediately when an input parameter variation occurs. Instead,
output state will change to the new one over a period of time, called the response time.
The response time can be defined as the time required for a sensor output to change from
its previous state to a final settled value within a tolerance band of the correct new value.
Therefore, the actual analysis of the incoming signal would be more similar to:
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Figure 7.2: Real signal conversion for a response time of 5 ms.

In Figure 7.2 the delay in the signal output can be observed. The signal to analyse would
be the product of the ground signal with the response time of the detector. This must be
considered to obtain the right value of the ground temperature and achieve a good imaging.

7.2 Response time influence

The response time of the detector is completely different depending on its typology. Pho-
todetectors have a response time in the order of the microseconds (∼ 3-5 µs) so, the output
signal can be considered as the ideal step signal. However, bolometers follow an exponential
response determined by their thermal time constant, being their response time of the order of
miliseconds (∼ 20-50 ms), fact that can ruin de entire observation.

The thermal time constant is the time required for a thermistor to change 63.2% of the total
difference between its initial and final body temperature when subjected to a step function
change in temperature, under zero power conditions. Typically, to measure absolute tem-
peratures 3 times the duration of the TTC (95%) is required to represent correctly the input
signals. This value is measured by inducing power to the thermistor, until it heats up to a cer-
tain temperature above room temperature. After that, the power is removed and bolometer’s
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temperature is monitored, when it reaches a value equal to the 63.2% of the difference be-
tween the experiment temperature and room temperature, that time is considered as the TTC.
It is determined by the thermal mass and thermal conductivity, but, normally, the larger the
size of the thermistor, the longer the thermal response.

Figure 7.3: Response time.

As it was mentioned before, the sum of the integration time of the circuit and the read
out time needs to be smaller than the integration time of the satellite, otherwise the images
yielded would not have a good quality. Therefore, when adding the consideration of the
response time, the sum of the response time plus the earlier two times must be smaller than
the integration time of the satellite to achieve a suitable observation. Usually, the TTC of
bolometers is between 7-16 ms. For this study, the integration of the signal by the electric
circuit is considered to be occurring immediately as the detector perceives the input signal.
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Figure 7.4: Influence of the response time in the signal analysis in MWIR.

As one can appreciate in Figure 7.4, only with a photodetector good results can be yielded
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in MWIR. The photodetector represents perfectly the step function, whereas with a bolome-
ter, even considering one with the shortest TTC achievable (T TC = 7 ms), it is not possible
to analyse correctly the input signal. This is due to the fact that the response time of the
bolometer is bigger than the integration time of the satellite, ti,sat = 14.3 ms (Result from
Equation 6.3 with a GSD=100 m), which provokes that when the satellite passes to the next
GSD, the bolometer has detected, in the best case considered, 87% of the input signal and
only 60% in the worst (T TC = 16 ms). In fact, to perform the detection of 95% of the input
signal, as it is usually required for observation, one would need a bolometer with a TTC
around 5 ms, something which cannot be found currently in the market. This means that the
observation with a bolometer is not feasible in MWIR.
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Figure 7.5: Influence of the response time in the signal analysis in LWIR.

Figure 7.5 shows a different situation for LWIR. As the integration time of the satel-
lite is bigger, a bolometer can be a good choice. If the integration time of the satellite is
ti,sat = 33.6 ms (Result from Equation 6.3 with a GSD=235 m), one can appreciate how good
results can be obtained with both a photodetector and a bolometer with a not very long re-
sponse time. In this case with a T TC = 7 ms the 99% of the signal would be yielded. But,
theoretically, using a bolometer with a T TC = 11 ms would be enough to obtain 95% of the
input signal and perform the observation.
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The goal of this project was to address the possibility of converting OUFTI-Next MWIR
imager into a dual band infrared CubeSat, operating in MWIR and LWIR. To do so, firstly
was calculated the radiometric budget of the detector. Three fluxes were considered: albedo,
ground emittance and the satellite itself. It was observed three interesting bands to perform
the observation. In MWIR, the observation is not feasible for wavelengths below 3.6 µm
since the majority of the radiation received is from the albedo. Two observable bands are for
MWIR, for 3.6-4.2 µm and for 4.4-5 µm, separated because of atmospheric absorption. The
first one, MWIR-1, is clearly affected by albedo component which could disturb the image
taking while the second one, MWIR-2, is dominated by the ground emittance as the albedo
and the radiation from the satellite are almost negligible. For LWIR, the observation could
be carried out in the entire waveband since the ground emittance is greater than the other two
components and, besides, this term is several times bigger than in MWIR. The contrast in
the IR was also studied. It was observed that the contrast is higher in MWIR, which allows
to differentiate better the target from the background and to appreciate some details in the
image.

Secondly, the optical system of the satellite was evaluated with a parametric study for
different focal lengths, diameters and wavebands. It was concluded that with the current
dimensional constraints it is possible to install the optics. However, while in MWIR the
GSD achieved will be around 100 m, if one desires to allocate the optics in the available
space of a 3U CubeSat, for LWIR the loss of resolution is very important, doubling the value
in GSD. Moreover, in LWIR it would be necessary to apply a binning to the pixels of the
detector to reach the f-number required to avoid diffraction aberration.

After that, the flux of electrons for one pixel of the detector were computed for the two
bands and the three sources (albedo, ground and satellite). Observing that, certainly, MWIR-
1 band is considerably affected by albedo and so, MWIR-2 band would be more interesting
from a radiometric point of view. Whereas the power for LWIR is two order of magnitude
greater than the one perceived in MWIR, reason why the SNR is expected to be bigger in
LWIR, which means a greater sensitivity. Also, the NETD and the detectivity of the detector
were introduced. It is thought that the NETD obtained in the mission for any of the bands
satisfies the requirements of the observation.

Finally, the effect of the response time was considered in the model. It could be observed
how for MWIR is not possible to implement a bolometer, only a photodetector since the
output signal that it would be obtained it would be insufficient. For LWIR, however, both a
photodetector and a bolometer could be used.
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In order to have actual values for the model, a comparison between the two bands consid-
ered, MWIR and LWIR, is performed selecting two detectors from SCD [62]. The detector
for MWIR is a photodetector called Kinglet 640, while the detector for LWIR is a bolometer
called Bird 384.

Property MWIR LWIR

Operative range [µm] 3.6-4.2 8-14

Weight [g] 300 27

Frame rate [FPS] 70 100

Quantum efficiency, η [%] 0.7 1

Pixel size, Ps [µm] 15 25

Binning factor 1 4

Array nxm 640x512 384x288

Fill factor, f f [%] 0.8 0.8

NETDground [K] 0.023 0.044

f-number 1.464 1.708

focal length, f [m] 0.105 0.14

diameter, D [m] 0.072 0.082

GSD [m] 100 250

satellite integration time, ti [ms] 14.3 35.8

thermal time constant, T TC [ms] - 10

Detectivity, DET [W−1] 1.582 ×1013 1.634 ×1011

NETDspace [K] @ 270 to 310 K 0.327 to 0.075 0.071 to 0.046

Ground radiant flux [e−] @ 270 to 310 K (0.392 to 2.282)×106 (1.218 to 2.424) ×109

SNR @ 270 to 310 K 63 to 368 781 to 1569

Table 8.1: Actual case MWIR vs LWIR.
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Several values from Table 8.1 must be commented. As it was expected, the GSD in LWIR
is more than two times the GSD for MWIR, therefore, the loss of spatial resolution to ac-
complish the dimensional and diffractive requirement is very important and must be taken
into account. Because of the increase in GSD, the integration time in LWIR is almost three
times the one for MWIR which allows to use a bolometer with a thermal time constant of 10
ms. Moreover, the NETD achieved in both bands is similar for high ground temperatures, but
when this temperature decreases, the NETD in LWIR becomes much lower than in MWIR,
although in any case, for both bands is good enough to perform the observation. In regards
to the SNR, the signal is clearer in LWIR, this is due to the larger ground radiant flux in this
band despite the lower detectivity of the bolometer. One should pay special attention to the
MWIR for low ground temperatures as the SNR is lower than 100, which is, in general, the
minimum value established to perform good results. Finally, it should be outlined the fact
that the bolometer weights 11 times less, which means that the cost to put the satellite in
orbit is 11 time less when compared to the photodetector.

So, many advantages can be obtained if OUFTI-Next becomes into a dual band imager.
Firstly, measures could be taken for many different environmental conditions, MWIR cam-
eras perform better for clear-weather and higher humidities while LWIR applications operate
good under bad weather conditions such as fog, dust and haze. Furthermore, while MWIR
cameras have a greater contrast, which allows to perceive better details, and a lower GSD,
which implies higher spatial resolution, in LWIR a bigger sensitivity is procured, which al-
lows to appreciate cooler bodies and making observations during the night. Combining all
these benefits, the observation made would be of a higher quality and the availability of the
system would be increased.

The dual band system could be implemented in the 3U CubeSat by using a dualband
camera since the available room to install both optical systems separated is not enough. The
MWIR and LWIR imager could be separated in case of increasing the dimensions of the
satellite. For a 6U CubeSat (30cm x 20cm x 10cm) the cameras could be placed one next to
the other. These options need of course to be studied in more detail and could be performed
for next researchers.
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A | Albedo

This appendix contains the plots that show the reflectivity of the different materials studied
in order to estimate Earth’s albedo, clustered in their respective groups:
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Figure A.1: Albedo vs wavelength in man made materials.
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Figure A.2: Albedo vs wavelength in rocks.
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Figure A.3: Albedo vs wavelength in non-living plants.
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Figure A.4: Albedo vs wavelength in soils.

58 APPENDIX A. ALBEDO



3 4 5 6 7 8 9 10 11 12 13 14
0

1

2

3

4

5

6

7

8

9
A

lb
e

d
o

 [
%

]

Figure A.5: Albedo vs wavelength in water.
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Figure A.6: Albedo vs wavelength in vegetation.

APPENDIX A. ALBEDO 59



B | Ground emissivity

This appendix shows the emissivities of the rest of IGBP global cover lands. In order to
find their definition see [6].
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Figure B.1: Emissivity vs wavelength for studied cover lands [6].
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C | Matlab codes

Spectral radiance of a black body

1 function Ls=spectral_radiance(wav,T)
2 %% Input parameters:
3 % wav=waveband [m]
4 % T=Temperature of the BB [K]
5 %% Calculation
6 % Constants
7 h = 6.62607004e-34; %[J*s=m^2*kg/s] Planck's constant
8 c = 2.99792458e8; %[m/s] Speed of light
9 k = 1.38064852e-23; %[J/K=m^2*kg*s^(-2)*K^(-1)] Boltzmann's

constant
10 % Obtaining spectral radiance
11 Ls = 2.*h*c*c./(wav.^5.*(exp(h.*c./(wav.*k.*T))-1.))*1e-6; %[

W/(sr*m^2*micron)]

Radiometric budget

1 function [Ls_out_albedo, Ls_out_earth, Ls_payload]=
Radiometric_budget(band, wav_initial, wav_end, Ts, Te1,
Te2, Tpay1, Tpay2, soil, epsilon)

2 %% Input parameters:
3 % band=Band of study
4 %if MWIR -> band=1
5 %if LWIR -> band=2
6 % wav_initial=minimum wavelength of the studied band [m]
7 % wav_end=maximum wavelength of the studied band [m]
8 % Ts=Sun temperature [K]
9 % Te1=Earth minimum temperature expected [K]

10 % Te2=Earth maximum temperature expected [K]
11 % Tpay1=Payload minimum temperature expected [K]
12 % Tpay2=Payload maximum temperature expected [K]
13 % soil=Type of soil considered
14 %evergreen forest=1
15 %deciduous forest=2
16 %mixed forest=3
17 %closed shrubland=4
18 %open shrubland=5
19 %savanna=6
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20 %grassland=7
21 %permanent wetland=8
22 %cropland=9
23 %natural mosaic=10
24 %snow=11
25 %barren=12
26 %water=13
27 %tundra=14
28 %urban=15
29 %epsilon=emissivity of the lenses
30 %% Calculation
31 wav=wav_initial:0.005e-6:wav_end; %m
32 %% EXTERNAL FLUXES %%
33 % Obtain the atmospheric transmittance model
34 if band==1
35 TR=transmittance_MWIR_620 (wav);
36 elseif band==2
37 TR=transmittance_LWIR_1000(wav);
38 end
39 % FLUX DUE TO THE ALBEDO
40 % Sun parameters
41 r_sun=695510; %[km]
42 d_sun_earth=149597870; %[km]
43 % Obtaining solid angle Earth-Sun
44 sa_se=solid_angle(r_sun,d_sun_earth); %[sr]
45 % Obtaining the albedo
46 if band==1
47 albedo=albedo_MWIR(wav);
48 elseif band==2
49 albedo=albedo_LWIR(wav);
50 end
51 % Obtaining the spectral radiance emitted by the Sun
52 [Ls_sun]=spectral_radiance(wav,Ts); %[W/(sr*m^2*micron)]
53 % Spectral radiance that reaches the top of Earth's

atmosphere
54 Ls_above_atm=Ls_sun*sa_se; %[W/(m^2*micron)]
55 % Spectral radiance reflected by the Earth throught the

atmosphere supposing that surface receiving and reflecting
albedo is half hemisphere

56 Ls_out_albedo=Ls_above_atm.*TR.*TR.*albedo./(2*pi); %[W/(sr*m
^2*micron)]

57 % FLUX DUE TO THE EARTH AS A BLACK BODY
58 % Obtain Ground emissivity for that soil
59 if band==1
60 [GE]=Ground_emissivity_MWIR(soil,wav);
61 elseif band==2
62 [GE]=Ground_emissivity_LWIR(soil,wav);
63 end
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64 % Obtain the spectral radiance emitted by Earth
65 for Te=Te1:10:Te2
66 [Ls_earth]=spectral_radiance(wav,Te); %[W/(sr*m^2*micron)]
67 % Spectral radiance emitted by Earth throughout the

atmosphere
68 Ls_out_earth=Ls_earth.*TR.*GE; %[W/(sr*m^2*micron)]
69 end
70 %% INTERNAL FLUXES %%
71 % FLUX DUE TO THE PAYLOAD OF THE SATELLITE
72 % Obtain the spectral radiance emitted by the payload
73 for Tp=Tpay1:10:Tpay2
74 [Ls_payload]=spectral_radiance(wav,Tp)*epsilon; %[W/(sr*m^2*

micron)]
75 end

Optics

1 function [f,D,f_number,sa_optics,etendue,n]=Optics(band,
wav_end,Px,GSD,H)

2 %% Input parameters:
3 % band=Band of study
4 %if MWIR -> band=1
5 %if LWIR -> band=2
6 % wav_end=maximum wavelength of the studied band [m]
7 % Px=Pixel size [m]
8 % GSD=Desired Ground Sampling Distance [m]
9 % H=Height [km]

10 %% Calculation
11 H=H*1e3;
12 theta=atan(GSD/H); %[rad]
13 if band==1
14 n=1;
15 elseif band==2
16 n=2;
17 end
18 Ad=n*Px^2; %[m]
19 % Calculating the optics
20 syms f D f_number
21 eqn1 = f_number == n*Px/(2.44*wav_end); %Max number possible

of f-number (<=)
22 eqn2 = f == n*Px/tan(theta); %[m]
23 eqn3 = D == f/f_number; %[m]
24 sol = solve([eqn1, eqn2, eqn3], [f, D, f_number]);
25 % Focal length
26 f=vpa(sol.f); %[m]
27 if f>0.15
28 fprintf('WARNING: the focal length is exceeding the

dimensional limits \n')
29 end
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30 % Diameter
31 D=vpa(sol.D); %[m]
32 if D>0.1
33 fprintf('WARNING: the diameter is exceeding the

dimensional limits \n')
34 end
35 % f-number
36 f_number=vpa(sol.f_number);
37 if f_number<1.5
38 fprintf('WARNING: the f-number might be lower than the

achievable number \n')
39 end
40 % Solid angle
41 sa_optics=pi/4*1/f_number^2; %[sr]
42 % Etendue
43 etendue=vpa(Ad*sa_optics); %[sr*m^2]

Signal and SNR

1 function [Power_gr, F_ph_gr, ti, te, S_ground, detectivity,
SNR]=SNR_function(band, wav_ini, wav_end, Ts, Te1, Te2,
Tpay1, Tpay2, soil, epsilon, H, tau, q_eff, FR, Px, ff,
GSD, NETD_gr, wav_ini_NETD, wav_end_NETD, Te_NETD, ff_NETD
, zeta)

2 %% Input parameters:
3 % band=Band of study
4 %if MWIR -> band=1
5 %if LWIR -> band=2
6 % wav_ini=minimum wavelength of the studied band [m]
7 % wav_end=maximum wavelength of the studied band [m]
8 % Ts=Sun temperature [K]
9 % Te1=Earth minimum temperature expected [K]

10 % Te2=Earth maximum temperature expected [K]
11 % Tpay1=Payload minimum temperature expected [K]
12 % Tpay2=Payload maximum temperature expected [K]
13 % soil=Type of soil considered
14 % epsilon=emissivity of the lenses
15 % H=height [km]
16 % tau=transmittance of the optics
17 % q_eff=quantum efficiency
18 % FR=Frames rate of the detecotr [FPS]
19 % Px=Pixel size [m]
20 % ff=fill factor
21 % GSD=Desired Ground Sampling Distance [m]
22 % NETD_gr=manufacturer Noise Equivalent Temperature

Difference [mK]
23 % wav_ini_NETD=min. wavelength of the band used to

measure NETD [m]
24 % wav_end_NETD=max. wavelength of the band used to
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measure NETD [m]
25 % Te_NETD=BB temperature for which NETD is calculated [K]
26 % ff_NETD=Fill factor for which NETD is calculated [K]
27 % zeta=optics filter coefficient
28 %% Calculations
29 wav_interval=wav_ini:0.1e-6:wav_end; %[m]
30 Te_interval=Te1:10:Te2; %[K]
31 Tp_interval=Tpay1:10:Tpay2; %[K]
32 % Constants
33 C=1.20173e6; %[A/(m^2*K^2)] Richardson constant
34 c=299792458; %[m/s] Speed of light
35 k = 1.38064852e-23; %[J/K=m^2*kg*s^(-2)*K^(-1)] Boltzmann's

constant
36 h = 6.62607004e-34; %[J*s=kg*m^2/s] Planck's constant
37 mu=398600.4418; %[km^3/s^2] Gravitational parameter
38 Qe=1.6021766208e-19; %[C] Electron electric charge
39 R_earth=6378; %[km] Earth radius
40 w_earth=7.2921159e-5; %[rad/s] Angular velocity of the Earth
41 % Optics
42 [f,D,f_number,sa_optics,et,n]=Optics(band,wav_end,Px,GSD,H);
43 Ad=n*ff*Px^2; %[m^2] Detective area
44 %% INTEGRATION TIME %%
45 % Orbital period
46 a=H+R_earth; %[km]
47 T0=2*pi*sqrt(a^3/mu); %[s]
48 % Spacecraft velocity
49 Vsat=(2*pi/T0-w_earth)*a; %[km/s]
50 % Integration time
51 ti=GSD/(1000*Vsat); %[s]
52 %% SIGNAL %%
53 %% RADIANT FLUX FOR 1 PIXEL
54 % Albedo
55 if band==1
56 Power_alb=Int_alb_W_MWIR(Ts,wav_ini,wav_end)*et*tau; %[W]
57 elseif band==2
58 Power_alb=Int_alb_W_LWIR(Ts,wav_ini,wav_end)*et*tau; %[W]
59 end
60 % Ground
61 for index_Te=1:numel(Te_interval)
62 Te=Te_interval(index_Te);
63 if band==1
64 Power_gr(index_Te)=Int_gr_W_MWIR(Te,soil,wav_ini,wav_end)

*et*tau; %[W]
65 elseif band==2
66 Power_gr(index_Te)=Int_gr_W_LWIR(Te,soil,wav_ini,wav_end)

*et*tau; %[W]
67 end
68 end
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69 % Payload
70 for index_Tp=1:numel(Tp_interval)
71 Tp=Tp_interval(index_Tp);
72 Power_pay(index_Tp)=Int_pay_W(Tp,epsilon,wav_ini,wav_end)*et*

tau; %[W]
73 end
74 % Amount of total power that reaches 1 pixel
75 for index_Te=1:numel(Te_interval)
76 for index_Tp=1:numel(Tp_interval)
77 Total_power(index_Te,index_Tp)=Power_alb+Power_gr(index_Te)+

Power_pay(index_Tp); %[W]
78 end
79 end
80 %% PHOTON FLUX
81 % Photons flux albedo
82 if band==1
83 F_ph_alb=Inte_alb_ph_MWIR(Ts,wav_ini,wav_end)*et*tau; %[

photon/s]
84 elseif band==2
85 F_ph_alb=Int_alb_ph_LWIR(Ts,wav_ini,wav_end)*et*tau; %[

photon/s]
86 end
87 % Photons flux ground
88 for index_Te=1:numel(Te_interval)
89 Te=Te_interval(index_Te);
90 if band==1
91 F_ph_gr(index_Te)=Inte_gr_ph_MWIR(Te,soil,wav_ini,wav_end

)*et*tau; %[photon/s]
92 elseif band==2
93 F_ph_gr(index_Te)=Int_gr_ph_LWIR(Te,soil,wav_ini,wav_end)

*et*tau; %[photon/s]
94 end
95 end
96 % Photons flux payload
97 for index_Tp=1:numel(Tp_interval)
98 Tp=Tp_interval(index_Tp);
99 F_ph_pay(index_Tp)=Int_pay_photon(Tp,epsilon,wav_ini,wav_end)

*et*tau; %[photon/s]
100 end
101 %% NUMBER OF PHOTONS
102 FR=1/FR; %[s]
103 %Exposure time
104 te=FR/2; %[s]
105 % Number of photons albedo
106 S_ph_albedo=F_ph_alb*te; %[photon/pixel]
107 % Number of photons ground
108 S_ph_ground=F_ph_gr*te; %[photon/pixel]
109 % Number of photons albedo
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110 S_ph_payload=F_ph_pay*te; %[photon/pixel]
111 % NUMBER OF ELECTRONS %
112 % Signal obtained albedo
113 S_albedo=S_ph_albedo*q_eff; %[e-/pixel]
114 % Signal obtained albedo
115 S_ground=S_ph_ground*q_eff; %[e-/pixel]
116 % Signal obtained albedo
117 S_payload=S_ph_payload*q_eff; %[e-/pixel]
118 %% OBTAINING THE NETD %%
119 % Ground
120 syms Ls T wav
121 Ls = 2*h*c^2/(wav^5*(exp(h*c/(wav*k*T))-1)); %[W/(sr*m^3)]
122 %Differentiate with respect to the temperature
123 dLs_dT=diff(Ls,T); %[W/(sr*m^3*K)]
124 %Integrate with respecto to the wavelength
125 dL_dT=int(dLs_dT,wav,wav_ini_NETD,wav_end_NETD); %[W/(sr*m^2*

K)]
126 dL_dT=vpa(subs(dL_dT,T,Te_NETD));
127 f_number_gr = 1;
128 Ad_NETD=ff_NETD*Px; %[m^2]
129 detectivity = vpa((4*(f_number_gr^2))/(Ad_NETD*dL_dT*pi*zeta*

NETD_gr)); %[1/W]
130 %% SNR %%
131 SNR=detectivity*Power_gr;

NETD in space

1 function [NETD_space]=NETD_function(band, wav_end, Te1, Te2,
tau, H, Px, ff, GSD, NETD_gr, wav_ini_NETD, wav_end_NETD,
Te_NETD, ff_NETD, zeta)

2 %% Input parameters:
3 % band=Band of study
4 %if MWIR -> band=1
5 %if LWIR -> band=2
6 % wav_end=maximum wavelength of the studied band [m]
7 % Te1=Earth minimum temperature expected [K]
8 % Te2=Earth maximum temperature expected [K]
9 % tau=transmittance of the optics

10 % H=height [km]
11 % Px=Pixel size [m]
12 % ff=fill factor
13 % GSD=Desired Ground Sampling Distance [m]
14 % NETD_gr=manufacturer Noise Equivalent Temperature

Difference [mK]
15 % wav_ini_NETD=min. wavelength of the band used to

measure NETD [m]
16 % wav_end_NETD=max. wavelength of the band used to

measure NETD [m]
17 % Te_NETD=BB temperature for which NETD is calculated [K]
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18 % ff_NETD=Fill factor for which NETD is calculated [K]
19 % zeta=optics filter coefficient
20 %% Calculation
21 % Optics
22 [f,D,f_number,sa_optics,et,n]=Optics(band,wav_end,Px,GSD,H);
23 Ad=n*ff*Px^2; %[m^2] Detective area
24 %% NETD IN GROUND %%
25 syms Ls T wav
26 Ls = 2*h*c^2/(wav^5*(exp(h*c/(wav*k*T))-1)); %[W/(sr*m^3)]
27 %Differentiate with respect to the temperature
28 dLs_dT=diff(Ls,T); %[W/(sr*m^3*K)]
29 %Integrate with respecto to the wavelength
30 dL_dT=int(dLs_dT,wav,wav_ini_NETD,wav_end_NETD); %[W/(sr*m^2*

K)]
31 dL_dT=vpa(subs(dL_dT,T,Te_NETD)); %[W/(sr*m^2*K)]
32 f_number_gr = 1;
33 Ad_NETD=ff_NETD*Px^2; %[m^2]
34 detectivity = vpa((4*(f_number_gr^2))/(Ad_NETD*dL_dT*pi*zeta*

NETD_gr)); %[1/W]
35 %% NETD IN SPACE %%
36 Te_dL_dT = Te1:10:Te2;
37 if wav_end==4.2
38 dL_dT=differentiate_L_respect_T_36_42(Te_dL_dT); %[W/(sr*

m^2*K)]
39 elseif wav_end==5
40 dL_dT=differentiate_L_respect_T_44_50(Te_dL_dT); %[W/(sr*

m^2*K)]
41 elseif wav_end==12
42 dL_dT=differentiate_L_respect_T_80_120(Te_dL_dT); %[W/(sr

*m^2*K)]
43 end
44 NETD_space=(4*f_number^2)./(Ad*dL_dT.*pi*zeta*detectivity*tau

); %[K]
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