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Abstract

Climate change stirs up more and more citizens’ interest and concern, and the role of greenhouse gases (GHG)
in climate change has now been widely discussed. The agricultural sector is pointed as one of the main causes of
climate change, mostly for its emissions of biogenic GHG. However, the impact of ecosystems environment and man-
agement practices on these emissions is yet not fully understood, and the response of agroecosystems to a changing
environment is still questioned. This context highlights the necessity of studying and understanding ecosystem
dynamics in order to design climate change mitigation strategies. To do so, mechanistic models reproducing the
carbon, nitrogen and water cycles of ecosystems can be developed.

This thesis aims at modifying the ASPECTS model, developed by Rasse et al. (2001) to simulate the evolution
of forest stands, into a cropland and grassland model. The main dissimilarities between forests and croplands
or grasslands were identified, and the required modifications were implemented in a new version of ASPECTS,
called the Terrestrial Agroecosystems Dynamics Analysis (TADA) model. This new model was then calibrated
against data acquired in two cropland and grassland sites, both equipped with eddy covariance (EC) systems and
meteorological stations.

In this work, the attention is paid to the water cycle. Soil evaporation and canopy transpiration were calibrated
against evapotranspiration fluxes (ET) measurements, and the dynamics of water infiltration and percolation within
the soil profile was compared to measures of soil water content (SWC). Soil evaporation was calibrated during bare
soil conditions and resulted in a calibration RMSE of 1.37 and 2.57 mm day−1 and a validation RMSE of 1.82 and
2.75 mm day−1 for, respectively, the cropland and the grassland sites. These results could not be transferred to soils
covered with vegetation, making plant transpiration impossible to calibrate. Canopy aerodynamic resistance was
identified as a possible cause of this problem and a new methodology is proposed to calibrate these two processes
with a wide and diverse dataset in terms of environmental conditions.

In addition to this calibration, the new grazing module was tested by comparing measured and modelled grass
height. The discrepancies are mainly due to the partitioning of assimilated carbon between the shoot and root
compartments and to uncertainties in the estimation of cattle intake capacity. Paths of improvement are provided
for a future calibration of this grazing module, considering both available data and potentially measurable variables.

Keywords: Water cycle - Evapotranspiration - Grazing - Ecosystem model - GHG fluxes





Résumé

Le changement climatique soulève de plus en plus l’intérêt et la préoccupation des citoyens, et le rôle des gaz
à effet de serre (GES) dans ce changement climatique a été à présent largement traité. Le secteur agricole est
considéré comme une des causes majeures du changement climatique, principalement pour ses émissions de GES
biogéniques. Cependant, l’impact de l’environnement des écosystèmes et des pratiques agricoles sur ces émissions
n’est à ce jour pas entièrement compris, et la réponse des agroécosystèmes face à un environnement modifié est
toujours débattue. Ce contexte souligne la nécessité d’étudier et de comprendre la dynamique des écosystèmes, afin
de développer des stratégies de mitigation du changement climatique. Pour ce faire, des modèles méchanistiques
reproduisant les cycles du carbone, de l’azote et de l’eau des écosystèmes peuvent être développés.

Cette thèse a pour but de modifier le modèle ASPECTS, développé par Rasse et al. (2001) pour simuler l’évolution
de peuplements forestiers, en un modèle de culture et de prairie. Les différences principales entre les forêts et les
cultures ou prairies ont été identifiées, et les modifications nécessaires ont été implémentées dans une nouvelle version
d’ASPECTS, appelée le modèle Terrestrial Agroecosystems Dynamics Analysis (TADA). Ce nouveau modèle a
ensuite été calibré à l’aide de données acquises dans deux sites de culture et de prairie, tous deux équipés de
systèmes d’eddy covariance (EC) et de stations météorologiques.

Dans ce travail, l’attention est portée sur le cycle de l’eau. L’évaporation du sol et la transpiration de la canopée
ont été calibrées à partir de mesures de flux d’évapotranspiration (ET), et la dynamique de l’infiltration et de la
percolation de l’eau au travers du profil de sol a été comparée à des mesures de contenu en eau du sol (SWC).
L’évaporation du sol a été calibrée sur des périodes de sol nu, et a fourni une RMSE de calibration de 1.37 et
2.57 mm jour−1 et une RMSE de validation de 1.82 et 2.75 mm jour−1 pour, respectivement, les sites de culture
et de prairie. Ces résultats n’ont pas pu être appliqués à des sols couverts de végétation, rendant la transpiration
des plantes impossible à calibrer. La résistance aérodynamique de canopée a été identifiée comme l’une des causes
potentielles de ce problème, et une nouvelle méthodologie est proposée pour calibrer ces deux processus, avec un
jeu de données vaste et diversifié en termes de conditions environnementales.

En plus de cette calibration, le nouveau module de pâturage a été testé en comparant des hauteurs d’herbe
mesurées et modélisées. Les divergences sont principalement dues au partitionnement du carbone assimilé entre les
compartiments de pousses et de racines, et à des incertitudes dans l’estimation de la capacité d’ingestion du bétail.
Des pistes d’amélioration sont proposées pour une future calibration de ce module de pâturage, reposant sur des
données disponibles et sur des variables potentiellement mesurables.

Mots-clés: Cycle de l’eau - Evapotranspiration - Pâturage - Modèle d’écosystème - Flux de GES
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Preface

This Master thesis is a part of a collaborative project. Three Master theses are dedicated to the same objective:
developing and calibrating a cropland and grassland model. The three students involved in this project are Laura
Delhez, Clément Dumont and Félix Vandewattyne. Some parts of this manuscript (chapter 1, chapter 2, chapter 3)
are the result of a collaborative work, and are therefore common to the three manuscripts. The rest of this project
was divided according to the processes studied: the above-ground carbon cycle and plant phenology by Delhez
Laura, the water cycle and the implementation of a grazing module by Dumont Clément and the below-ground
carbon and nitrogen cycles and the inclusion of crop and grassland management by Vandewattyne Félix. The other
Master theses will be referred in this manuscript as Delhez (2019) and Vandewattyne (2019). As a part of this
project, this work focuses on the calibration and validation of three main processes involved in ecosystems water
cycle (soil evaporation, plant transpiration, water infiltration and percolation), as well as on the development of a
grazing module taking the effect of cattle on pastures dynamics into account.
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Chapter 1

Context

1.1 Current context of climate change
Climate change stirs up more and more citizens’ interest and concern, as attested by recent events ("Fridays for

future" initiated by Greta Thunberg, the progress of green political parties in the European elections, etc). Public
awareness is improving thanks to research conducted these last 50 years as well as media coverage (MacDonald,
1988). Scientists highlighted the role of greenhouse gases (GHG) in climate change (IPCC, 2007). They identified
water vapour (H2O), carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O), chlorofluorocarbons (CFCs)
and ozone (O3) as being major GHG (IPCC, 1990). These gases absorb and re-emit infrared radiation coming
from Earth, thus increasing the temperature of the Earth’s surface (Ramanathan & Feng, 2009). This natural
phenomenon is called the greenhouse effect and allows human life on Earth. If Earth was devoid of it, the mean
surface temperature would be around 34◦C colder than it is currently (MacDonald, 1988; Paterson, 1996; Wallington
et al., 2004).

Even if these gases are essential, some of them have seen their concentration increase rapidly since the industrial
revolution and have recently reached alarming atmospheric concentrations. Ice core analysis revealed that atmo-
spheric CO2 and CH4 concentrations are at their highest value in 420,000 years (Petit et al., 1999). Most scientists
attribute these recent peaks to human activities (IPCC, 2013). They discern natural from anthropogenic sources
or sinks of greenhouse gases and endeavour to quantify each of them. In this respect, some GHG are more studied
than others. Scientists consider that water vapour is not directly affected by human activities on a global scale
while the stratospheric and tropospheric ozone is affected by it but has a short lifetime and its variations are minor
compared to its elevated concentration (Wallington et al., 2004; Ebi & McGregor, 2008). However, these two gases
are gaining growing interest as recent research proved their contribution to the significant impact of aviation on
climate change (Pitari et al., 2015; Brasseur et al., 2016). On the contrary, research on CO2, CH4 and N2O is more
widespread because of the increase in their concentration, along with the stability and warming power of these gases
(figure 1.1).

In order to quantify the individual impact of each of these gases, the Intergovernmental Panel on Climate Change
(IPCC) introduced a new index: the global warming potential (GWP). It represents the warming effect caused by a
release of 1kg of GHG after a certain period (IPCC, 1990). The table 1.1 shows the GWP of some GHG expressed
in CO2 equivalent and integrated over various time scales. For example, the release of 1 kg of N2O will heat Earth
surface 270 times more than 1 kg of CO2 in the 20 years to come.
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Table 1.1: Global warming potential of GHG affected by human activities (IPCC, 2014)

Lifetime Time horizon
(yr) 20 yr 100 yr

carbon dioxide - 1 1
methane 12.4 84 28
nitrous oxide 121 264 265
HFC-152a 1.5 506 138

The most studied greenhouse gas is the carbon dioxide which has the topmost radiative forcing according to
figure 1.1. It is part of the carbon cycle which involves exchanges between oceans, terrestrial ecosystems and
the atmosphere. Carbon is also stored in each of these three reservoirs. The atmospheric reservoir accumulates
the CO2 produced by human activities and the other reservoirs and also provides CO2 to absorbing elements
(oceans, terrestrial ecosystems). Oceans are considered as a net CO2 sink due to their biological and solubility
pump (Falkowski, 2000). However, accumulating CO2 can lead to ocean acidification (IPCC, 2013). In regards to
terrestrial ecosystems, two opposite processes come into play: photosynthesis and respiration. Besides these natural
mechanisms, humans introduced new sources such as fossil fuel combustion, cement production and land use change
(Schimel, 1995).

Figure 1.1: Radiative forcing components (IPCC, 2013)

Although less present in the atmosphere than CO2, methane also plays a crucial role in climate change. Aside
from contributing to the greenhouse effect, it generates tropospheric ozone which enhances the greenhouse effect
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(Dentener et al., 2005). Methane has several sinks located in the air, such as oxidation by hydroxyl radicals (OH)
and reaction with chlorine radicals, and in the soil like oxidation by methanotrophic bacteria (Kirschke et al., 2013).
According to Nisbet et al. (2014), human activities induce about two-thirds of methane emissions. The four major
sources of methane are natural wetlands, the digestive systems of ruminants, rice fields and fossil fuels exploitation
(Wahlen, 1993; Khalil & Shearer, 2000).

In addition to its own radiative forcing, nitrous oxide intervenes in ozone concentration but this time, in depleting
the stratospheric layer (Ravishankara et al., 2009). This ozone layer is reputed for blocking UVs that cause cancers.
Nitrous oxide is emitted into the atmosphere by soil microbial processes, oceans, fertilisers use or fossil fuels
combustion (IPCC, 2007). Recent studies highlighted a sink on Earth’s surface besides the destruction by solar
radiation in the stratosphere (Chapuis-Lardy et al., 2007; Syakila & Kroeze, 2011). This additional N2O uptake
is now widely accepted and attributed to nitrous oxide-reducing microbial communities (Thomson et al., 2012;
Schlesinger, 2013).

Besides greenhouse gases, scientists associate, to a lesser extent, climate change with a modification of Earth’s
albedo and orbit, with an increase of atmospheric aerosols, etc. (Charlson et al., 1992; Lohmann & Feichter, 2005;
Canadell & Raupach, 2008). The IPCC estimates the radiative forcing of these elements in its recurrent reports.
The latest assessment can be visualized in figure 1.1. It is needless to say that all these combined elements disturb
the Earth’s radiative energy budget with a net accumulation of heat (Hofmann et al., 2006).

During the Paris Agreement in 2015 (COP 21), attention was drawn to the different climatic scenarios established
by the IPCC (UNFCC, 2015). These scenarios are called Representative Concentration Pathways (RCPs) and
correspond to the different evolutions of radiative forcing up to 2100 compared to 1750 (IPCC, 2013). For instance,
the most severe RCP, named RCP8.5, forecasts a radiative forcing of 8.5W/m2 in 2100. This scenario leads to an
increase of average surface air temperature between 2.6 and 4.8◦C by 2100 relative to the 1986-2005 average, a mean
sea level rise between 0.42 and 0.85m and a reduction of 94% of the Arctic sea ice cover in September. RCP2.6,
the most optimistic scenario, predicts an increase in air temperature between 0.3 and 1.7◦C, an average sea level
rise between 0.26 and 0.55m and 43% less of Arctic sea ice cover in September.

These changes are just a sample of all the consequences of climate change. The IPCC foretells long-term changes
in ocean and atmospheric circulation, in the water cycle as well as in vegetation structure and biodiversity. The
repercussions of these changes are quite laborious to determine, as it is difficult to forecast the occurrence and
the impact of extreme events for which the IPCC shows less confidence than in its previous reports (IPCC, 2013).
However, predicting the response of ecosystems to climate change is crucial in order to preserve them, and requires
a fine understanding of their dynamics.

1.2 Roles of terrestrial ecosystems in climate change mitigation
In 2015, the contribution of agriculture to GHG emissions in the European Union was estimated by the European

Environment Agency to 9.58% of total GHG emissions (Eurostat, 2017). In figure 1.2, the different sources of GHG
emitted by agriculture are detailed. These gases are considered as biogenic GHG, as they are originating from plants,
animals and microbial communities, with a variability in the emission rates driven by natural and anthropogenic
perturbations (Tian et al., 2016). Note that the CO2 emissions originating from fossil fuel combustion (material
transport, greenhouse heating, grain drying, etc.) are not included in the agricultural sector, but are imputed to the
energy section, as in the inventories of the IPCC. Also, the emissions represented in figure 1.2 have been converted
into CO2 equivalents (considering their global warming potential) before being expressed in percents.

The three main GHG emitted by agriculture are CH4, N2O and CO2. The most important source of GHG comes
from enteric fermentation, in the form of methane (figure 1.2). During the digestion of ruminant animals and some
non-ruminant animals (e.g. horses and pigs), the breakdown of carbohydrates by microorganisms leads to CH4

emissions (Jensen, 1996). The amount of methane emitted during enteric fermentation will mainly depend on the
quality of the feed intake and on the type of digestive system of the animal (Hiller et al., 2014). Another source of
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methane emission comes from manure decomposition under anaerobic conditions. Anaerobic conditions will tend
to occur more rapidly with a larger number of animals confined in a small area (e.g. pig and poultry farms). Rice
cultivation also leads to methane emissions, since this type of cultivation requires a flooding of the soil during long
periods, CH4 emissions by soil being higher in anaerobic conditions (Baldocchi et al., 2012).

The largest source of N2O emissions from the agricultural sector results from bacteria activity in soils during
the nitrogen cycle. In agricultural soils, different sources may feed the nitrogen pool: animal wastes, inorganic
fertilisers, crop residues, biological N fixation, etc. Different forms of nitrogen are present in soils: organic nitrogen,
ammonia, nitrites and nitrates. From the ammonia pool, a part will be converted to NO2 and NO3 by bacteria
during the nitrification process and some of the nitrate pool will return to the atmosphere in the form of N2 during
the denitrification process. As a consequence, a fraction of the nitrogen that enters the agricultural soil returns
to the atmosphere in the form of N2O during these nitrification and denitrification reactions (Braker & Conrad,
2011), with a rate depending on soil microbial communities, on soil temperature (Rees et al., 2013), water and
aeration (Robertson & Groffman, 2007) and on the type of nitrogen input (Wang & Dalal, 2015). Therefore, soil
management in regards to its N inputs and to the influence of N cycle driving factors is an important aspect to
consider since an adequate use of soils could reduce N2O emissions.

Figure 1.2: GHG emissions from the agricultural sector in 2015. Note that emissions due to land use change are
not displayed in this chart (source: Eurostat, 2017).

Even though CO2 has a lower global warming potential than other GHG, this gas remains important for the
agricultural sector. Terrestrial ecosystems can both act as sinks and sources of carbon dioxide (Lal, 2004), as
illustrated in figure 1.3. Through photosynthesis, plants convert atmospheric CO2 into organic carbon at a rate
called the gross primary productivity (GPP). A part of that assimilated carbon is emitted to the atmosphere as
CO2 through above- and below-ground growth and maintenance respiration, called the above- and below-ground
autotrophic respiration (ARa and ARb). The balance of GPP and ARa plus ARb is called the net primary
productivity (NPP) and results in an increase of plant biomass. When plant tissues return to the soil, a part of
their organic carbon can be stored in the soil in the form of stabilized organic matter (Jones & Donnelly, 2004), while

6



some of it will be mineralized by soil microorganisms, emitting CO2 to the atmosphere, besides microorganisms
own respiration. These soil emissions are accounted as heterotrophic respiration (HR), or as soil respiration (SR)
if the below-ground autotrophic respiration is also taken into account. All these CO2 fluxes emitted by plants and
soil are grouped under the term total ecosystem respiration (TER), or ecosystem respiration (Reco). The balance
of GPP and TER gives the net ecosystem exchange (NEE) of CO2. For most ecosystems, this balance tends to be
negative, i.e. the ecosystem acts as a sink (Smith et al., 2000). In Europe, it was estimated that CO2 uptake by
ecosystems has offset nearly 10% of Europe’s fossil fuels emissions (Schulze et al., 2009). Some scientists consider
soil carbon stocking as a potential climate change mitigation strategy. The «4 per 1000 » initiative, launched by
France in December 2015 at the COP 21, aims at increasing soil carbon stocks with an annual growth rate of 0.4%,
i.e. 4h per year. This increase of carbon sequestration in soils would halt the increase of CO2 concentration in
the atmosphere, thus reducing global warming (Kon Kam King et al., 2018).

Figure 1.3: Schematic representation of carbon fluxes over an ecosystem (Suleau et al., 2011). NEE: net ecosystem
exchange, NPP: net primary productivity, GPP: gross primary productivity, SR: soil respiration, HR: heterotrophic
respiration, ARa: above-ground autotrophic respiration, ARb: below-ground autotrophic respiration.

However, for many croplands, most of the biomass is exported during the harvest, and the carbon temporally
stored in that biomass will be emitted when the biomass is eaten, burned or transformed. These types of ecosystems
tend to be lower carbon sinks (Schulze et al., 2009). Buysse et al. (2017) measured that over a period of 12
years characterized by three crops (sugar beet, winter wheat and seed potato), a Belgian intensively managed
cropland behaved as a net C source when considering C exportation at harvest and C importation (manure, slimes).
Terrestrial ecosystems can also emit important amounts of carbon dioxide when their land use changes from one
type to another (Li et al., 2018). An example of this phenomenon unfolds during a deforestation to obtain an
arable land. When human activities require the transformation of a forest soil into a cropland, in addition to the
potential release of the C contained in the removed wood, an important ploughing is performed during which soil
organic matter is exposed to the air, and some carbon is released, leading to a peak in CO2 emissions. Overall,
any perturbation induced to arable soils can affect stabilized organic matter, leading to carbon dioxide emissions
(Houghton et al., 2012). Therefore, conservation agriculture, promoting reduced tillage can be seen as a potential
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GHG reduction strategy (Rutkowska et al., 2018), although other studies highlighted the fact that CO2 and N2O
emissions could be enhanced by reduced tillage (Conrad, 1996; Lognoul et al., 2017).

Besides the direct effects of GHG emissions by agroecosystems, terrestrial ecosystems can affect Earth’s surface
energy budget, by changing biophysical processes like surface roughness inducing modifications of the wind speed
and the exchange of latent heat (transpiration), and soil surface reflectivity, i.e. albedo (Bonan, 2008b; Liang et al.,
2010). With a higher albedo, i.e. a clearer land surface, more reflection of incoming radiation will occur, leading to
a decrease of Earth temperature. Therefore, land use change can directly affect Earth temperature, as some types
of vegetation have higher albedos (Mika et al., 2001; Costa et al., 2007; Loarie et al., 2011) thus reducing radiation
forcing, while bare soils tend to increase radiative forcing.

As presented beforehand, the agricultural sector is highly linked to global warming and some mitigation strategies
must be designed in the field of agriculture, in order to reduce GHG emissions by this sector. Tian et al. (2016)
estimated that nowadays, the cumulative warming capacity of biogenic CH4 and N2O emissions was half offset by
the cooling effect resulting from land CO2 uptake. Some improvements must be made in order to reduce our N2O
and CH4 emissions while increasing the potential carbon sequestration in agricultural soils. However, this reduction
should not only be achieved through reducing activities (such as reducing heads of livestock) but mainly through
a reduction of emission intensity, i.e. emitting less per unit of production (Eurostat, 2017). The latter requires
more scientific investigation and a better understanding of ecosystem dynamics so as to provide the most suited
farming practices to farmers and stakeholders. Moreover, agroecosystems do not only affect GHG concentration in
the atmosphere, but their usual functioning can be jeopardized by climate change. Therefore, mitigation strategies
will also have to consider the feedback of climate change on ecosystem dynamics, like the reaction of agroecosystems
to more frequent drought, or to higher CO2 concentrations in the atmosphere.

During these last decades, forest ecosystems have been mainly studied for they high carbon sequestration potential.
However, other ecosystems such as croplands and grasslands can potentially store high amounts of carbon. According
to Schulze et al. (2009) who estimated ecosystems GHG balances with top-down and bottom-up approaches,
European croplands and grasslands have higher NPP than forests, indicating a high potential to mitigate climate
change. However, when considering CH4 and N2O emissions mainly linked to management practices, European
forests maintain on average a negative GHG balance while grasslands and croplands tend to have a neutral or
positive balance, i.e. a net emission of GHG to the atmosphere (Schulze et al., 2009). This work will mainly
focus on croplands and grasslands dynamics, as these ecosystems are more affected by human activities than forest
ecosystems, and must be well understood in order to design management practices with lowest environmental
impacts. The current knowledge of how grasslands and croplands management may affect GHG emissions will be
summarized in sections 1.3 and 1.4 and some potential mitigation strategies will be detailed.
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1.3 Grasslands management and GHG emissions
Grassland ecosystems cover about one-quarter of the Earth’s ice free land area (Ojima et al., 1993; Steinfeld

et al., 2006) and contribute to the livelihoods of more than 800 million people (Reynolds et al., 2005), providing
ecological and socio-economical resources, as they contribute to livestock production and to biodiversity (Soussana
et al., 2007; Peeters, 2009; Peichl et al., 2012).

Figure 1.4: Distribution of grasslands in Wallonia in 2017. The color levels represent the percentage of grasslands
in the utilized agricultural land of each commune. Source: Wallonie Agriculture (SPW), 2019a.

Like in the rest of the world, grasslands are particularly important in Wallonia, Belgium. In 2018, the number
of farms with cattle reached 7,988, which corresponds to 63% of Walloon farms (StatBel, 2018). In Wallonia,
the typical cattle breed is the Belgian Blue breed. The total population amounted 1,113,904 heads in 2018, with
22% of suckler cows and 18% of milk cows (StatBel, 2018). In terms of Walloon utilized agricultural land (UAL),
permanent grasslands cover around 43% of UAL, while temporary grasslands cover 5% of UAL (StatBel, 2018).
The distribution of grasslands in the Walloon region in terms of UAL is given in figure 1.4. In 2017, the breeding
sector reached 57.9% of the Walloon agricultural production, which accounted for 1,893 million euros (Wallonie
Agriculture SPW, 2019b). The production of beef meat and milk products accounts for 22% and 25% of the
agricultural production respectively, in terms of euros.

Besides being a sector of great importance in Wallonia (in terms of land surface and economy), cattle breeding
is more and more studied for its interactions with global warming (figure 1.5). In a breeding farming system,
GHG exchanges occur at different locations: in the cowsheds for landless systems or outside stocking season, in the
cropland for mixed crop-livestock farms and in the grassland for grazing systems. In each system, machines also
emit CO2 through fuel consumption. In this work, exclusively grazing systems will be studied, so the emissions from
stables and fodder production will not be further detailed. A particular attention will be given to the exchanges of
CO2, CH4 and N2O for their radiative forcing, although other GHG may be exchanged between grasslands and the
atmosphere.
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Figure 1.5: Overview of the GHG exchanged between a breeding farm and the atmosphere (Gourlez de la Motte,
2019).

Nitrous oxide exchanges occur at the soil surface, and are the result of both production and consumption processes
(Butterbach-Bahl et al., 2013). N2O can be produced via nitrification and denitrification, and consumed by microbial
processes such as denitrification. N2O fluxes vary with soil biotic (inter- and intraspecies competition, food webs,
plant–microbe interaction) and abiotic (soil moisture, temperature, pH, etc.) factors, but N2O emission peaks often
occur after the application of organic (solid manures and liquid slurries) and inorganic fertilisers, increasing soil
N availability (Laville et al., 2011). In grazed grasslands, a continuous input of N might originate from livestock
excreta (urine and feces), fueling N2O production (Saggar et al., 2013). N fixation may also be higher in some
grasslands, due to the presence of legumes, increasing N availability (Lüscher et al., 2014). In addition to direct soil
N2O emissions, high N applications can lead to N losses from volatilization and leaching, which is also contributing
to indirect N2O emissions downstream from the grassland (Robertson & Vitousek, 2009).

Overall, very few fertilised agricultural soils act as N2O sinks (Syakila & Kroeze, 2011), but ways of reducing
these emissions are investigated. Improvements can be done in the understanding of soil N cycle through a better
characterization of microbial communities, of their role in this cycle and their interaction with plants (Butterbach-
Bahl et al., 2013). In their review, Saggar et al. (2013) summarize strategies to mitigate N2O emissions: increasing C
inputs, reducing N inputs from animal excreta and chemical fertilisers (to reduce NO−3 availability), feeding animals
with low protein feed, improving soil aeration and increasing pH. During late-autumn/winter and early spring, soils
generally remain wet due to high precipitation, and denitrification is accelerated either by soil compaction by cattle,
or by low pasture N uptake and low N immobilization due to low soil temperature (de Klein et al., 2006; Bhandral
et al., 2007). Minimizing N inputs during these critical months can potentially reduce N2O emissions. Inputs can
be lessen by reducing the time animals spend grazing in the field (de Klein et al., 2006), enabling farmers to have
a better control over animal excreta, that can be collected and applied to the field when the risk of N2O emissions
is minimal (van der Meer, 2008). This would however tend to change a grazed pasture into a mowed one, having
a different dynamics. Animals feed can also be adapted so as to reduce the concentration of N in urine (Mulligan
et al., 2004), and plant composition can be changed in order to control N inputs into soils through atmospheric N
fixation (Saggar et al., 2013).

In pastures, methane can be produced at three spots: in soils, in animals manure, and directly in the rumen
of ruminants (Baldocchi et al., 2012; Hiller et al., 2014). In soils, CH4 can both be produced and consumed.
Production occurs during methanogenesis, which is the final step of the anaerobic breakdown of organic matter
(Whalen, 2005). Singe-celled archeas are the microorganisms responsible for methanogenesis and are found in water-
saturated microsites in the soil, with high C content. CH4 consumption is the result of biological oxidation by both
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aerobic and anaerobic methanotrophic bacteria (Tate, 2015). This process is influenced by soil factors such as soil
temperature and air-filled porosity, which depends on soil water content. Soil moisture is often driving most of the
variability observed in CH4 consumption (Price et al., 2004; Hörtnagl et al., 2018). Net CH4 uptakes were reported
by Smith et al. (2000) and Conrad (2009) in well-aerated soils, methanotrophy being larger than methanogenesis.
Therefore, soil aeration through soil structure conservation seems to be one of the mitigation strategies towards a
reduction of soil CH4 emissions. Smith et al. (2000) also identified soil bulk density, water-filled pore space, gas
diffusivity, soil temperature and water table height as the most common drivers of CH4 fluxes variability. Note
that the magnitude of these fluxes is much lower than emissions of CH4 due to the presence of livestock, discussed
below.

In grazed grasslands, methane emission is also a direct result of the presence of cattle. In the rumen of ruminants,
the microbial degradation of carbohydrates present in fodder, also called enteric fermentation, leads to net CH4

emissions (Jensen, 1996). Afterwards, carbohydrates that are not digested and remain in livestock excreta can
be converted into methane during manure degradation. Methane emission from enteric fermentation is primarily
related to feed intake quantity and composition, i.e. the substrate for methanogenic archaea (Hiller et al., 2014).
Partially replacing forage with concentrate in the ruminant diet is assumed to reduce CH4 production (Beauchemin
et al., 2008), but some of this reduction may subsequently be offset by correspondingly increased manure-derived
methane emissions, because of higher amounts of undigested fibre which can be a substrate for manure microbes
(Hindrichsen et al., 2006), and by higher CO2 emissions during feed production. Therefore, farmers must ensure
that an adaptation of cattle feeding to reduce enteric methanogenesis will not be compensated by increased manure
emissions, and simultaneous measurements of methane emissions by livestock and their manure must be conducted
(Külling et al., 2002). According to Knapp et al. (2014), the most significant reductions of methane emissions
by cattle can be achieved by combinations of genetics and management strategies, to increase feed efficiency and
life-time productivity of individual animals and herds. Increased feed efficiency, besides leading to reduced CH4

emissions per unit of feed intake, is also presented as an economic benefit for farmers.

Overall, some studies concerning grasslands in Europe reported that these ecosystems could behave as net CH4

sources (Merbold et al., 2014; Dumortier et al., 2017), sinks (Kammann et al., 2001) or both (Merino et al., 2004),
mainly depending on the presence of cattle and on soil management. However, most of these papers studied soil
and cattle emissions separately, without taking into account the impact of cattle on soil CH4 emission, such as soil
compaction. Systems like the eddy covariance technique allow measuring these sources simultaneously, but their
response to environmental and management factors may be hard to disentangle.

In grasslands, like in other ecosystems, CO2 fluxes are the consequence of concurrent plant photosynthesis and
autotrophic and heterotrophic respiration, i.e. plant and soil respiration respectively. These processes have already
been presented in section 1.2. In their review of nine European grassland sites, with different management and
environmental conditions, Hörtnagl et al. (2018) reported average annual CO2 uptakes, with higher uptakes in
spring, followed by summer and autumn. On average, grasslands were net CO2 sources in winter. However, in
grazed grasslands, the magnitude of the CO2 sink can partially be offset by cattle respiration. Jérôme et al. (2014)
measured on a Belgian intensively managed pasture that with an average stocking density of 2 livestock units ha−1,
livestock CO2 emissions represented 8% of total ecosystem respiration. On the same pasture, Gourlez de la Motte
et al. (2019) estimated that cows respiration accounted for between 37% and 52% of the NEE, thus reducing the
potential CO2 sink of pastures. Therefore, neglecting cattle respiration in the estimation of the carbon dioxide
net exchange of a pasture could lead to a systematic and non-negligible bias. Besides their direct effect on CO2

emissions, cattle also indirectly impact vegetation and soil activities (Jérôme et al., 2014). Thanks to measures of
CO2 exchanges between a Walloon pasture and the atmosphere, Jérôme et al. (2014) pointed a significant decrease
of ecosystem GPP during grazing periods. This would most likely be due to defoliation by grazing animals, leading
to a reduction of the leaf area index (LAI) (Rogiers et al., 2005). Plants trampling by animals, taken into account
by Vuichard et al. (2007) in their grassland model, could also explain a reduction in GPP, as shoot material is
partly damaged. On the contrary, during non-grazing periods, GPP tended to increase, as biomass could re-grow.
The effect of cattle on plant and soil respiration is harder to evaluate. On the one hand, autotrophic respiration
is supposed to decrease, due to a reduction of above-ground biomass (Cao et al., 2004; Lin et al., 2011) and soil
respiration can be lowered as a consequence of a decrease in canopy residues and a reduction in living roots and
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exudates to the soil (Cao et al., 2004; Bahn et al., 2006; Raiesi & Asadi, 2006; Polley et al., 2008; Lin et al., 2011).
On the other hand, grazing may favour radiation penetration and temperature rise, thus enhancing both root and
microbial components of the soil respiration (Bahn et al., 2006; Lin et al., 2011). Finally, soil physical properties
can change as a result of soil compaction by cattle, consequently modifying soil respiration (Cao et al., 2004). The
separate effect of cattle on these processes is hard to disentangle, and studies report both plant and soil respiration
increases (Lin et al., 2011) and decreases (Owensby et al., 2006; Polley et al., 2008; Lin et al., 2011) under the
presence of livestock. As a result, low to moderate grazing intensities can lead to positive C sequestration (Allard
et al., 2007), while overgrazing may have a negative effect on soil C stocks (Dlamini et al., 2016).

In recent years, a few studies carried out full GHG budgets of grassland sites, considering CO2, N2O and CH4

fluxes. Hörtnagl et al. (2018) summarized the results of nine studies, and noted that CO2 was the predominant
component of annual GHG budgets. Only 21% of the net CO2 sequestration were offset by N2O and CH4 emissions.
This observation is supported by Schulze et al. (2009) who evaluated this offset at 18% for European grasslands.
However, carbon sequestration is fragile and reversible (Soussana & Lemaire, 2014). Sequestred carbon can be re-
emitted towards the atmosphere during a soil disturbance such as a pasture renovation (Merbold et al., 2014; Drewer
et al., 2017) or a land use change from pasture to crop (Guo & Gifford, 2002). What is more, considering steady
management and environmental conditions, carbon stocks tend to reach an equilibrium (Smith, 2014). However,
an appropriate management must be developed in order to maintain these carbon stocks.

Overall, the GHG budget of a grassland is mostly affected by management practices, such as the grazing period,
the stocking density, the frequency of cutting and fertilising, etc. that impact the geochemical cycling of carbon
and nitrogen (Schulze et al., 2009; Lal, 2010). Soussana & Lemaire (2014) noted that under too high stocking
densities, herbivores tend to uncouple C and N cycles, leading to environmental problems due to N excesses in
soils, such as nitrate leaching and N2O and ammonia emissions. This would be due to carbon losses in the form of
CO2 and CH4 during the digestion of ingested biomass, while only a small amount of N is used to produce meat or
milk, and most of the nitrogen contained in the biomass returns to the soil at high concentration in urine patches.
At low density, this higher N cycling tends to increase net primary productivity and C sequestration (Soussana
& Lemaire, 2014; Gomez-Cassanovas et al., 2016), which however level off at high stocking densities, along with
increased environmental problems. Farmers should therefore adapt their stocking rates and grazing schedules in
order to reduce this uncoupling of C and N cycles (Soussana & Lemaire, 2014). Moreover, site-specific conditions
of managed grasslands tend to change over relatively short timescales, depending on the frequency and intensity
of management events, combined with environmental conditions (Hörtnagl et al., 2018). Therefore, environmental
conditions boosting the emission or uptake of GHG are not persistent, and their detection requires a continuous
GHG fluxes follow-up, at a fine time scale, in order to develop site-specific GHG mitigation strategies.
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1.4 Croplands management and GHG emissions
Even though world land area occupied by crops only represents 12% of the total land area, it has been steadily

increasing for 30 years, as depicted in figure 1.6. This evolution is directly correlated with the population growth
and, therefore, with the increase of global food demand (Bajželj et al., 2014). Also, this global trend is principally
due to developing countries that promote croplands in order to deliver food security and improve their economy
(FAO, 2016; Burney et al., 2010).

Figure 1.6: World land area used as crops (FAO, 2016)

As a developed country, Belgium is not subject to this steady growing trend. However, its territory is mainly
occupied by crops. Belgian croplands represent about 28.8% of the country land area while forests and permanent
pastures and meadows account for, respectively, 22.6% and 15.8% (FAO, 2016). In regards to agriculture, Belgium
is reputed for its production of winter wheat, maize, potatoes and sugar beets, the first three being in the top ten of
the most GHG-emitting crops (Carlson et al., 2017). This classification is based on the GHG emissions originated
from the total production of each type of crops. The other seven crops identified by Carlson et al. (2017) are, in
descending order, rice, barley, coconut, oil palm, soybean, rapeseed and sugarcane. It should be noted that, in this
section, croplands represent all cultivated fields, including rice paddies.

As for pastures, the three major greenhouse gases associated with crops are methane, nitrous oxide and carbon
dioxide (figure 1.7). Croplands can be either a source or a sink for these greenhouse gases (Falloon et al., 2009;
Ciais et al., 2010). They naturally emit CO2 by soil organic carbon (SOC) decomposition and plant respiration
but absorb CO2 by photosynthesis of autotrophs (i.e. carbon-fixing organisms). They also produce N2O through
nitrification and denitrification processes, as mentioned previously for grasslands. Aerobic soils generally act as a
CH4 sink while oxygen-deprived soils (such as rice paddies) induce methanogenesis and thus, CH4 emissions (Ciais
et al., 2010).

Considering natural and anthropogenic processes, methane emissions from rice paddies account for 48% of global
cropland GHG emissions, 32% come from peatland drainage for land use change to agriculture and 20% are assigned
to N2O emissions from N fertiliser application (Carlson et al., 2017). As a matter of fact, croplands are the terrestrial
ecosystems with the GHG balance the most affected by human activities. The main management operations are
the tillage, the addition of N fertilisers and manure, the seeding with a selected species and the use of irrigation or
flooding. Scientists highlight the importance of crop management in cropland emissions and its potential in climate
change mitigation. Smith et al. (2008) outlined several mitigation possibilities when technologies and practices
are adapted. These possible actions are described hereafter. Nevertheless, note that this subject is still not fully
understood, especially the role of agricultural soils, and lots of research are still ongoing.
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Figure 1.7: Major cropland GHG fluxes.

Tillage is an agricultural technique performed by farmers in order to facilitate seedling, to destroy unwanted
weeds and to blend organic residues into the soil. In spite of these benefits, tillage breaks macro-aggregates apart,
enhances soil erosion and amplifies SOC oxidation (Lal & Kimble, 1997). This latter drawback leads to a decrease
of soil fertility but it can be prevented by adding organic residues (Stavi et al., 2011). A way to promote carbon
storage is to adopt conservation tillage or no tillage instead of conventional tillage. With this practice, only a shallow
surface layer is exposed to large temperature and water content variations and thus to favourable conditions for
mineralization. Furthermore, reduced tillage would reduce the use of fossil fuel (Smith et al., 2008). According
to Stavi & Lal (2013), a system without tillage requires 50% to 80% less energy. However, the burying of organic
residues is limited with reduced tillage and it can lead to an increase of N2O emissions, but this consequence is
complex and not well investigated (Xiong & Khalil, 2009; Lognoul et al., 2017). Lognoul et al. (2017) assumed that
a reduced tillage emits more N2O because crop residues stay close to the surface where microbial abundance and
edaphic conditions are favourable to N2O production. On the other hand, conventional tillage buries crop residues
deeper but alters microbial communities (Falloon et al., 2009).

In addition to tillage, farmers apply N fertiliser or animal manure on crops to improve their crop yields as
nitrogen is a limiting element for plant growth. This application generates an increase of N2O emissions according
to Lokupitiya & Paustian (2006) but they can be reduced by improving fertiliser use efficiency thanks to wise
choices in application partitioning, dates and quantities (Smith et al., 2008). N2O emissions are enhanced when
available nitrogen surpasses plant needs (Xiong & Khalil, 2009). Reducing the N fertilisers application can also be
achieved by adding a legume crop to the rotation. However, note that this type of crop may also be a source of
N2O (Rochette & Janzen, 2005). As written in the previous section, there also exist indirect nitrogen emissions by
leaching and volatilization. Furtermore, animal manure needs to be stored before being applied to the field. This
storage releases a great amount of CH4 outside of the cultivated ecosystem (Vergé et al., 2007).

Regarding the flooding and intense irrigation, methane is predominantly emitted by rice paddies due to anaer-
obic conditions. Three actions can be implemented in order to weaken this significant source. Foremost, these
wetlands could be drained during the non-growing season but also one or several times during the growing season.
Nevertheless, the second option is a trade-off because, even though it reduces CH4 emissions, it might lead to an
increase of N2O emissions. Secondly, farmers could use rice cultivars with low exudation rates (Aulakh et al., 2001).
Ultimately, the timing and decomposition stage of organic residues additions could be better adjusted.
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Aside from crop management practices, human beings affect carbon crop cycling by developing new technologies
and cultivars. Scientists design unique cultivars in order to improve crop yields or to resist some stress conditions
or attacks of pathogens. Some modified genotypes possess better drought resistance or a different root/shoot ratio
(Fischer & Maurer, 1978). For instance, Rezaei et al. (2018) found that modern winter wheat cultivars need 14-
18% less degree-days than cultivars from 1950s and 1960s between emergence and flowering. All these modifications
affect the amount and timing of photosynthesized carbon as well as its distribution among plant organs. Some of
the improved varieties or cultivars also increase NPP and/or have a deeper and larger root system.

In addition to these modifications related to the operations already existing, there are also innovative practices
that help to mitigate climate change. In order to improve carbon sequestration, farmers could extend their crop
rotations, avoid bare fallow, irrigate drylands or bury biochar (charcoal) which consists of a long-term soil carbon
pool and improves soil fertility. Those practices would increase the below-ground carbon reservoir.

All things considered, cropland is an ecosystem getting more and more space and concern over time. Even though
crops are not exclusively a greenhouse sink or source, they might act as a source in the future because of the increase
of N fertiliser use in order to meet the global food demand (Xiong & Khalil, 2009). All the practices previously
mentioned confirm that croplands have a significant mitigation potential but which often prove to be trade-offs.
CH4 and N2O budgets might still have unidentified or incomplete sources or sinks (Frankenberg et al., 2005; Yanai
et al., 2013). According to Robertson (2004), the assessment of the GHG mitigation effects needs a holistic system
approach wich will provide a global view and consider these notable compromises. In the same perspective, Lobell
et al. (2006) highlighted the significance of regarding different aspects of crop management, illustrating their point
by studying the effect of tillage on albedo and not the biochemical effect of tillage as most scientists. Finally, it is
germane to note that the conducted experiments sometimes resulted in contradictory outcomes (Xiong & Khalil,
2009). Indeed, terrestrial agroecosystems are complex and have numerous interactions that depend on site-specific
conditions.

1.5 Effects of climate change on terrestrial ecosystems

GHG emissions lead to climate change which disturbs the environment of terrestrial ecosystems. These changes
impact ecosystems processes which can potentially influence society through a perturbation of ecosystem services,
and which affect global warming through altered GHG emissions. This is called the feedback phenomenon. The
environmental variables modified by climate change and leading to ecosystems perturbations are the air temperature,
the air CO2 concentration and water. In addition, these variables are also involved in the change of extreme events
(flood, drought, etc.) frequency that also impacts agricultural lands (Tubiello & Fisher, 2007).

Temperature The average surface air temperature tends to increase due to climate change (UNFCC, 2015). This
rise has several impacts on ecosystems. Plants can benefit from it as well as they can be disadvantaged depending
on thermal amplitude, on species and on the localization (Bosello & Zhang, 2005). Temperate areas will tend to see
their yields increase as temperature rises, while initially warmer areas will undergo reduced productivity following
the positive or negative impact of temperature on photosynthesis (Parry et al., 2001). This will lead to the expansion
of suitable croplands in North and to a decrease of arable lands in tropical areas (Zabel et al., 2014). Moreover,
the temperature increase will impact plant and soil respiration. Soil CO2 emission will increase due to abnormal
higher temperatures (Bond-Lamberty & Thomson, 2010) but respiration will tend to stabilize as temperature levels
out (Luo et al., 2001). Temperature will also have effects on pests (Chidawanyika et al., 2019), weeds and diseases
(Bosello & Zhang, 2005). Finally, heat waves will decrease the ecosystem primary productivity (Reichstein et al.,
2013). As an example, the European mega heat-wave of 2013 led to a 30% decrease of GPP according to Ciais et
al. (2005).

CO2 increase Atmospheric CO2 concentration will enhance plant photosynthesis and reduce photorespiration
(Bosello & Zhang 2005) as well as maintenance respiration (Ryan, 1991). These combined effects lead to an increase
of biomass and yields according to Kimball et al. (2002) but only for reproductive organs as reported by Jablonski
et al. (2002). The amplitude of the modification of photosynthesis and respiration will differ depending on the
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species, with higher benefit for C3 metabolic plants than for C4 ones (Kimbal et al., 2002), and on the environment,
with a stronger effect in the cooler and wetter zones (Bosello & Zhang, 2005).

Water Climatic models predict disturbed precipitation regimes and evaporation rates but these predictions are
variable depending on the location (Bosello & Zhang, 2005). This will most likely lead to a shift in soil water
content and will therefore impact several fluxes that depend on soil moisture: evapotranspiration, photosynthesis,
soil respiration, CH4 and N2O emissions.

Other variables Other environmental variables will also probably change in the future like radiation spectrum,
air humidity and atmospheric ozone concentration. The way they will be modified and their impact are less known,
but these examples highlight the necessity to understand and quantify the link between environment, ecosystem
functioning and GHG exchanges.

1.6 Ways to study GHG fluxes over different biosystems

In order to understand the impact of a biosphere on the atmospheric GHG concentrations and the way climate
change alters the ecosystem processes involving gas fluxes exchanged with the atmosphere, these GHG fluxes have to
be studied. All of them have different dynamics and responses depending on environmental conditions, phenology
and management operations. To quantify them and capture their variabilities, two interconnected ways exist:
measurement and modelling. Measurements provide the relation between fluxes and environmental drivers that
models use to describe the processes.

1.6.1 Measurements

Several methods can be used to measure the exchanges between a biosystem and the atmosphere. They differ
by their spatial and time scale, their reliability and feasibility. The methods of measurement can be divided into
two categories. One of them is based on the measurement of the temporal variation of reservoirs content for one
element, that can be equalized to the sum of the exchanged fluxes of molecules including this element. This method
provides the total gas flux when all the quantities transferred in solid and liquid phases are known. On the other
hand, chamber technique and eddy covariance (EC) technique directly measure the gas fluxes between a biosystem
component and the air and allow to study their responses to environmental drivers (Randerson et al., 2002).

An ecosystem can be seen as a combination of reservoirs interconnected by fluxes of matter (carbon, nitrogen,
water, etc). The considered reservoirs are often the above- and below-ground plant biomass, the soil organic
matter (which can be divided into its different forms), its nitrogen pools, etc. To evaluate the variation of these
reservoirs content, one or more soil or vegetation pools must be sampled. This method requires at least two
sampling made at different moments to calculate a temporal variation. This kind of method is mostly used for
forest aerial vegetation, for which circumference inventories coupled with allometric equations are used to calculate
the differences in biomass (Brown, 2002). The follow-up of grass biomass is also realized in this way but using
grass height instead of circumference. For example, the combined measurement of shoot and root biomass at the
beginning and the end of a given period of time can be used to assess the NPP of the plot over that period. In
addition, soil carbon storage over a period of time can be assessed by measuring the content of SOC of soil samples
at the end and beginning of that period (Arrouays et al., 2017). In some cases, the quantification of content variation
of a reservoir can be laborious (important number of samples and working force to cover the spatial variability).
Another drawback of this method is the time scale that could be greater than a decade to accurately measure the
variation of stocks when soil is included (Randerson et al., 2002; Goidts & van Wesemael, 2007). This method
cannot, therefore, be used to study fluxes dynamics in response to an external factor at a fine time scale and is
sometimes hardly expanded to an entire biosystem.

Presently, the two widely used methods for biosystem gas fluxes measurements are the chamber technique and the
eddy covariance technique. Both methods allow measuring the net exchange of gases between a biosystem and its
environment. According to the convention commonly used, gas fluxes coming from the ecosystem to the atmosphere,
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i.e. emissions, are considered positive while incoming fluxes, i.e. uptakes, are considered negative. This convention
will be used in the rest of this thesis. When direct gas fluxes assessment is used for CO2 measurement, the NEE
is equal to the sum of TER and GPP. On the one hand, a chamber encloses the subject of study (or its surface
in the case of the soil) and the temporal evolution of the concentration of the gas of interest in the chamber is
measured. The increase or decrease of this concentration is proportional to the gas emission or uptake. This method
involves a perturbation of the local environment (Longdoz et al., 2000) and hardly covers all the components of the
ecosystem (Baldocchi et al., 1988). On the other hand, the eddy covariance (EC) technique consists in determining
the exchange between an ecosystem plot and the atmosphere by measuring, at high frequency (10Hz or more), the
gases concentration and the wind vertical velocity in the boundary layer above the ecosystem and by computing the
covariance of these two variables (Aubinet et al., 2000). In addition to gas exchange measurement, this technique
allows to measure sensible and latent heat and momentum transfer. This method of measurement is the most used
technique to measure the NEE of a whole ecosystem, due to its numerous advantages compared to the chamber
technique. Therefore, its functioning and advantages will be further detailed.

Figure 1.8: Example of typical eddy covariance and meteorological measurement devices. Terrestrial observatory
of Dorinne (Gourlez de la Motte, 2019).
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The instrumentation of the EC technique is composed of a gas analyser (infrared gas analyser, IRGA), a tri-
dimensional sonic anemometer, a tower or a mast (named flux tower) to support them and a data logger system.
A typical installation is illustrated in figure 1.8.

The purpose of the tower is to have certain sensors positioned above the canopy level. It is the case for the
sonic anemometer and the sampling point where the air analysed by the IRGA is pumped. The sonic anemometer
measures the three components of wind speed. The pumped air is analysed to obtain the dry mixing ratio of the gas.
These data are measured at high frequency (in general at 10 or 20 Hz). The fluctuations of wind vertical velocity
and gas concentration around a mean value are multiplied in order to obtain the covariance, which is proportional to
the exchanged gas flux. Additionally, a micro meteorological station is installed so as to measure all meteorological
drivers that have an impact on these fluxes. These drivers are typically the precipitation, the different radiations
fluxes, the air and soil temperature, the air and soil humidity and the atmospheric pressure. This technique allows
a time resolution lower than a minute (Randerson et al., 2002) but the spatial scale will depend on the topography
and the wind characteristics (turbulence, strength and direction). The area sampled by the eddy covariance is
called the footprint and its fetch can vary from one to more than 10ha. Another advantage of this method is that
the measure has almost no impact on the subject.

Unfortunately, the eddy covariance method implies a lot of devices that can have failures. In addition, different
corrections, filterings and quality controls have to be done on the raw data (Aubinet et al., 2000). This process
removes from 20 to 60% of the collected data (Papale et al., 2006). To be complete and to be able to compute
an annual, seasonal or daily sum, the dataset has to be gap filled (Falge et al., 2001; Moffat et al., 2007). The
meteorological data are generally used to accomplish this task by means of functional or statistical relationships
relating them to fluxes.

Another way to study the response of an ecosystem to the environmental conditions is to completely enclose it.
It may be done in ecotron chambers. These devices allow to control all (or a part of) the environmental conditions
and, by using a panel of sensors, to measure the response of the whole ecosystem, such as fluxes of matter or biomass
growth. However, these installations remain anecdotal and as they will not be used in the present work, ecotron
chambers will not be further detailed.

1.6.2 Modelling

A relatively complete and continuous assessment of an ecosystem growth can be carried out through the com-
bination of eddy covariance and chamber measurements with soil and vegetation sampling (for an estimation of
reservoirs evolution). However, continuous samplings can be very laborious and provide only an overview of the
reservoirs and fluxes dynamics, at best at a daily time scale. The eddy covariance technique, on the other hand,
provides half-hourly measurements, but this technique delivers only net gases exchanges, and does not give an
insight of the internal ecosystem functioning, i.e. the fluxes between the main reservoirs.

Faced with that reality, ecosystems modelling can be seen as a powerful tool in order to complete the datasets
collected with other methods and to help understanding some phenomena for temporal or spatial scales that could be
difficult to assess. Indeed, with an accurate representation of agroecosystems into reservoirs and fluxes, the evolution
of a cropland, a grassland or a forest can be simulated. Yet, this does not dispense from carrying out numerous
measurements during the elaboration of the model, as ecosystem models rely on a lot of data, mainly during their
calibration. According to Thornley (1998), ecosystem modelling can also present the following advantages:

• Modelling allows having an integrative but explicit approach of complex problems, such as ecosystems be-
haviour, in the sense that many components (plants, soil, animals, water, environment, etc.) interact with
each other and some existing interactions that are impossible to quantify together experimentally could be
simulated.

• Models help disentangling processes and understanding how things work. The responses of an ecosystem to
the temporal and spatial variability of a driving factor can be studied through the analysis of the different
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mechanisms that lead to such responses, mechanisms which are represented in the model and are not always
easy to investigate in real situations. Overall, a better understanding of the system, even imperfect, can
suggest ways to intervene and optimize its behaviour.

• Models are powerful tools to make predictions in experimental conditions that are impossible or impractical to
create. Once a model has been calibrated and validated on existing data, simulations can be made to predict
how an ecosystem will react to different environments. This approach is especially interesting to anticipate
reactions to global change.

For the reasons discussed here, the fine understanding of ecosystems dynamics and gas exchanges that is required
to provide climate change mitigation strategies, will require the use of a modelling tool. However, the development
of a model relies on the acquisition of various data that will be used in order to set up, calibrate and validate the
model.

1.6.2.1 Basic principles

A model is an abstraction of a reality that might be hard to study, to diagnose or to measure. It constitutes
an appropriate level of reduction and idealization where only the processes important for the goal targeted are
emphasized. The study of ecosystem dynamics may require modelling for the various reasons that have already
been presented. To do so, the processes involving different ecosystem components can be expressed by means of
mathematical expressions. Models are designed to study specific situations, and their construction depends on the
aim that is pursued. No model represents reality as it is, and they are only valid in their limitations (Yilmaz, 2015).
According to Box & Drapper (1987), "all models are wrong but some are useful".

Models can be classified according to different criteria, depending on whether they associate probabilities to
some simulated events (stochastic or deterministic), whether they study changing behaviours (dynamic or static),
and whether they are based on equations having non predefined form or coming from scientific laws (empirical or
mechanistic).

Stochastic models involve that some random elements are included in the predictions, so that an output corre-
sponds to a distribution of probability over a range of values. Consequently, given the same inputs, each simulation
gives distinct results (Obropta & Kardos, 2007). A deterministic model provides definite and specific predictions,
based on causal relationships between inputs and outputs. Results only depend on parameters values and initial
conditions. This approach is acceptable for most of the problems, but for uncertain processes such as rainfall,
migration of diseases or pests and death, stochastic models could be preferred (Thornley, 1998). In the context of
ecosystem modelling, used to simulate the regular functioning of a forest, a crop or a pasture, a deterministic model
seems more adapted, as the laws simulated correspond to biochemical or physical processes and the environmental
inputs are specific values that have been recorded. Using defined numeric inputs allows unambiguous relationships
between outputs (predictions) and inputs. Overall, the best approach is to first build a deterministic model to test
its accuracy, and if the complexity of the mathematical description used to reach the predefined objectives is too
high in regard to the means available, then randomness can be introduced to characterize a more complex stochastic
problem (Thornley, 1998).

A dynamic model simulates the evolution of quantities with time, by means of a set of ordinary differential
equations, with time being the independent variable, such as:

dCroots/dt = . . . (1.1)

to express the evolution of carbon stock in plant roots with time. For dynamic models, the choice of a modelling
time step is of great importance, as it will affect the interpretation of the model results. Time steps can go from
sub-hourly to multiyear, depending on the type of problem that is studied. On the other hand, static models do
not make time-dependent predictions. For example, a static model could be a set of equations predicting directly
the grain dry mass at the end of the growing season without simulating its development. Most of the time, static
models are also empirical.
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Empirical models are not based on scientific principles, but use mathematical or statistical equations with no
predefined form, that are fitted to experimental data in order to provide predictions from observations. An empirical
model can be seen as a black box, as few information is provided by the model about the relationship between the
inputs and outputs of the model. On the contrary, a mechanistic model provides and requires an understanding
of the processes being modelled and the form of the equations used are determined by the knowledge about these
processes. Mechanistic models are also called process-based models. A mechanistic model is constructed on two or
more levels of organization, with a partitioning of the phenomena that are to be predicted on the upper level into
processes represented on the lower level, which can themselves be split into other mechanisms and so on (Thornley,
1998). For example, crop growth rates (upper level phenomenon) can be modelled as a sequence of processes as
photosynthesis, respiration, carbon allocation, transpiration and nutrients uptake (lower level mechanisms). These
processes can also be subdivided into a number of mechanisms and so on. At the end, the lowest level of a
mechanistic model is always empirical. For example, photosynthesis can be expressed by means of an empirical
relationship between incident light and produced sugar (less mechanistic), or through a sequence of biochemical
reactions that happen during the photosynthesis, each described by an empirical formula (more mechanistic). In the
latter example, photosynthesis will be seen as a process-based model itself, based on assumptions about within-leaf
processes. However, any model has to stop at a given level of description, and therefore, a mechanistic model is
always incomplete. The best method is to first build a two-levels model, and then to split the lower level processes
that give the most inaccurate results and that could be improved. The development of a process-based model
requires a good knowledge and understanding of the modelled problem, and a good prior identification of what the
important elements are, and how they relate to each other.

In this work, the model developed to study the dynamics of terrestrial ecosystems is a deterministic, dynamic
and mechanistic model. Deterministic because no distribution of probability is associated to the processes that are
simulated in the model, the values of the inputs being known (measured), dynamic because the aim is to study the
temporal evolution of ecosystem response to a changing environment, and mechanistic because the system modelled
is rather complex, some phenomena being described at an important level of precision, in order to gain a better
understanding of the interactions between its components.

1.6.2.2 Cropland and grassland models

Describing and comparing all the existing models is impossible in view of their number. For example, in the
review of van Wijk et al. (2014), when only searching for models which simulate crop management at the scale of
a farm or of a farm-household, 126 models described in 480 papers were found. It is relevant to believe that by
changing the type of model, much more could be found. In this chapter, a brief history of the models designed
to describe agroecosystems from plot to exploitation scale will be provided followed by an overview of the main
characteristics of the most used models. The signification of the different model acronyms and the sources used for
each one are given in the Appendix A.

This chronicle of models development is based on the work of Jones et al. (2016). It targets not only models
that deal with the impact of croplands and grasslands on climate change but all the models relative to agricultural
systems.

The first model for agricultural systems was developed by Heady (1957) and his team in the 1950s. The purpose
was to create a tool to optimize decisions at farm scale with the aim to improve the yield. The use of models in
order to understand complex natural systems started to be more and more popular in 1964 with the work of the
International Biological Program. They created several ecological models including grassland models. Despite that,
several scientists stayed highly skeptical about this method. In 1972, two programs promoted the use of models in
this field of study. The first one from the USA which was intended to build models to predict crop production all
around the world in order to tackle the shortage and the price increase of agricultural commodities. This program
led to the creation of the first versions of a model called CERES-Wheat and CERES-Maize (Ritchie & Otter, 1985).
The second program was the Integrated Pest Management project created in the USA and supported by the FAO
and was designed to regulate the increase of pesticide use. The project led to the creation of several submodels
simulating the apparition and scattering of insects and diseases. They are still currently included in modern models
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like DSSAT (Jones et al., 2003). The Agricultural System journal was launched in 1976 and allowed to publish
scientific research in this domain, leading to the legitimization of model use. Two of the most widely used models
were created afterwards: EPIC (Williams et al., 1989) thanks to the US Soil and Water Conservation Act and
APSIM (McCown et al., 1996) in Australia.

In the 1980s, the development of personal computers and World Wide Web induced large progress in this field of
study. It led to the creation of networks such as the International Consortium for Agricultural System Application,
to the establishment of global datasets and to the release of open source models like APSIM and DSSAT. It gave
access to use the models but also gave the opportunity to modify these codes, and led to a community-based
development of these models.

Models studying the relations between agroecosystems and climate change were adopted in 1986 by the Inter-
national Geosphere Biosphere Program and in 1990 by the IPCC. The goals of these programs were to assess the
impact of climate change on agriculture and to search adaptations and mitigation of agricultural practices. It was
followed by the Agricultural Model Intercomparison and Improvement Project (AgMIP) in 2010 in which various
models were compared and improved, before using them to assess the impact of agriculture on climate and vice-versa
(Rosenzweig et al., 2013).

In the current context of food system improvement (quality and quantity) under climate change, institutes and
universities endeavour to develop their own model to fit to their local specificities. As a result, numerous models
are studied, compared and improved nowadays. The following paragraphs summarize how these various models
may differ from each other.

Time scale The level of complexity and the accuracy of the results provided by ecosystem models are tightly
linked to the time step of the processes and climate variables that are used as inputs (Hoogenboom, 2000). While
yearly time scales are often adequate to estimate the evolution of soil reservoirs over hundreds of years, the choice of
monthly climate data as input often leads to under- or overestimates of crop yields because the temporal variability
of the plant growth rate has a finer resolution (Nonhebel, 1994). Therefore, many crop growth models are run with
daily time steps and daily input data, also because weather data are often acquired at this temporal scale: DNDC
(Li et al., 1992), STICS (Brisson et al., 2003), CERES-EGC (Gabrielle et al., 2006), ANTHRO-BGC (Ma et al.,
2011), CQESTR (Gollany et al., 2012), DayCent (Necpálová et al., 2015), etc. However, many physiological and
physical processes involved in carbon, water and energy agrosystem cycles proceed at shorter time-scales, and their
response to the environment is non-linear in the course of the day (Puech-Suanzes et al., 1989; Hirasawa & Hsiao,
1999). Faced with that reality, and taking advantage of the new technologies increasing the frequency of fluxes and
environmental measurements, models developed to reproduce these cycles have time steps shorter than a day (often
one hour or one half-hour and sometimes less) such as in SPA (Williams et al., 1996), PaSim (Riedo et al., 1998),
ASPECTS (Rasse et al., 2001), ORCHIDEE-STICS (de Noblet-Ducoudré et al., 2004), ChinaAgrosys (Wang et al.,
2007), etc. These kinds of models allow to analyse the intra-day variability of most phenomena, they often provide
a better accuracy (Wattenbach et al., 2010) and reduced instabilities, but they can lead to longer computational
time, which is nowadays a minor problem, considering the improvement of computer processors.

Spatial description Ecosystem models can be classified according to the number of dimensions they represent.
Most of the ecosystem models are developed considering only the vertical dimension (horizontal homogeneity), where
materials or energy can be exchanged between (from top to bottom) the atmosphere, the canopy layers, the plant
stem, and the soil layers. In such models, reservoirs content and fluxes are expressed by unit of area, and the results
are extrapolated to the whole plot using a simple multiplication by the studied area. This method implies some
homogeneity in the non considered dimensions of the modelled field (Faivre et al., 2004). For non-homogeneous but
patchy distributed zones, a same agroecosystem model can be applied to sub-zones, where distinct initial values and
parameters will be set with, for the most sophisticated models, lateral flows between the sub-zones. This approach,
named model spatialization, is used to evaluate the evolution of biosystems on regional, continental or worldwide
scales (de Noblet-Ducoudré et al., 2004), with climatic data inputs provided by atmospheric general circulation
models (GCM). A well-known example of this kind of model is ORCHIDEE described by Krinner et al. (2005).
For such models, remote sensing is often used to assign land cover types to the studied sub-areas, and to extract
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some information like the dominant vegetation, the soil moisture, etc. (Tsvetsinskaya et al., 2001). However, some
scientists claim that the hypotheses and validity domains of one-dimensional crop models at plot scale are not
adapted (too restrictive) to larger surfaces even when they try to estimate and integrate lateral flows (Faivre et
al., 2004). In some situations, the need of simulating horizontal fluxes between grid cells leads to bi- or three-
dimensional models (Faivre et al., 2004). This is particularly justified by a focus on the hydrology of the simulated
site, as phenomena like runoff or lateral drainage can greatly affect soil water content and pollutant concentration
at the watershed outlet (Beaujouan et al., 2001).

Modelling focus Every model does not have the same purpose. Some of them focus on a certain agroecosystem
such as PaSim for grassland (Vuichard et al., 2007; Ma et al., 2015) or CERES-EGC (Gabrielle et al., 1995), DSSAT
(Jones et al., 2003) and EPIC (Williams et al., 1989) for cropland while others show more multidisciplinarity like
Daycent which is able to simulate croplands, grasslands, savannas and forests (Parton et al., 1998). Agroecosystems
are composed of the atmosphere, soil, fauna and flora. A model can either focus on some of these components or
keep a global view. For example, RothC (Coleman & Jenkinson, 2014) and CQESTR (Gollany et al., 2012) focus on
the soil components and mostly on the soil organic carbon turnover while the model of Hutchings & Gordon (2001)
focuses on the herbivores on grassland and the model of Jouven et al. (2006) mainly concerns herbage growth. The
attention might also be aimed at a particular process like in EPIC, a model that focuses on soil erosion (Williams
et al., 1989). Due to these various points of interest, every model does not simulate the same cycles and fluxes.
Generally, carbon and water cycles are the most represented ones but, for example, ChinaAgrosys (Wang et al.,
2007), JULES (Best et al., 2011) and ANTHRO-BGC (Ma et al., 2011) simulate the energy balance. The nitrogen
cycle is also sometimes neglected like in RothC and CQESTR (Gollany et al., 2012; Coleman & Jenkinson, 2014).

Levels of complexity All the cycles or processes can be described with more or less precision (Wang et al., 2007).
The level of complexity adopted in a model mainly depends on the accessible computational power and the accuracy
of the available data used for parameterization and validation. For instance, three major levels of complexity exist
in canopy models: the big-leaf, two-leaf and multi-layers models. The big-leaf model considers the canopy as a
single representative leaf, assuming that the response of this leaf to the environment is similar to the whole canopy
response. Two-leaf models, on the other hand, simplify the canopy as being two leaves, a sunlit one and a shaded
one, and show significant improvements compared to big-leaf models. The results of two-leaf models are nearly as
good as multi-layers models which divide the canopy in several horizontal layers and, therefore, are time consuming
(de Pury & Farquhar, 1997). These latter models allow a better characterization of the system, as they estimate
the vertical evolution of sunfleck penetration and leaf photosynthesis within the canopy (Wang & Leuning, 1998;
Clark et al., 2011). However, a complex description of the system can provide some difficulties (Hogue et al.,
2006). Calculations certainly require a greater amount of time, especially during the parameter tuning (Xiao et al.,
2014). It might also lead to an overparametrization, when the parameters are too numerous or their spatial and
temporal variability are too complex compared to the values coming from data or literature (Bastidas et al., 2006),
or to difficulties in the initialisation, calibration and validation procedures, especially when measured data used to
compare the simulation are lacking. Besides the intrinsic complexity of a model, the difficulties coming from its
coupling with other models must also be taken into account. The combination of models is required according to
the desired results and available data. For example, a soil-vegetation-atmosphere (SVAT) model has to be combined
to a general circulation model when large spatial scale weather forecasting is necessary (Sellers et al., 1997). As
a consequence, this kind of coupling increases the complexity of the whole system. In addition to this level of
complexity, which is related to the definition of the simulated object, another level concerns the type of approach
describing the processes. Still in the perspective of photosynthesis, an example of two notable approaches exists. In
order to estimate the assimilated CO2, Farquhar et al. (1980) developed a biochemical approach including a chain
of complex reactions whereas Monteith (1972) and Monteith & Moss (1977) introduced the radiation use efficiency,
computing directly the plant biomass growth (including photosynthesis, plant respiration and allocation to plant
growth) as the product of this efficiency and the intercepted radiation.

Land management representation Different types of management can be done in croplands and grasslands.
The various operations are the sowing/planting, fertilisation, irrigation, fertigation, soil tillage, mulching, harvesting,
etc. Some models take all of these practices into account like STICS (Brisson et al., 2003) and DNDC (Li et al.,
2012) but some operations are neglected in other models, as tillage in the DSSAT model (Jones et al., 2003).
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Moreover, each practice can be implemented differently based on the selected approach or level of complexity, as
explained above. For instance, tillage simulation can be translated into several impacts on the system. In the
EPIC model, tillage leads to the mixing of the topsoil nutrients and residues, to the variation of bulk density, to
the leaching of organic carbon, to a variation of surface roughness and to soil erosion (Izaurralde et al., 2006). In
comparison, RothC model does not take the leaching of organic carbon into account and, according to Nieto et al.
(2010), it can lead to a certain discrepancy in the modelled SOC value. In general, tillage simulation is a source of
issues in models but all the other practices also have to be well represented to ensure the suitability of the results
(Brilli et al., 2017). Besides soil and plant management, grassland models can also include cattle management, such
as livestock composition and diet, feeding frequency, stocking periods and intensity, like in PaSim model (Graux et
al., 2012).

Modelling context Considering the differences between agroecosystem models presented beforehand, one can
understand that the choice of a model will mainly depend on the objectives pursued. Primarily, cropland modelling
was used as a decision-making tool for crop management (Asseng et al., 2009; Li et al., 2012), in order to maximize
yields, for economical purposes. Afterwards, eco-physiological sub-models, simulating plant growth and fluxes of
matter in the atomsphere-plant-soil continuum, were added into crop models, providing more complete tools such
as STICS (Brisson et al., 2003), and allowing the study of the influence of environmental conditions on ecosystem
behaviour. Other crop models have also included crop physiology and molecular biology processes for plant breeding
programs (Slafer, 2003). In the same way, the first grassland models provided useful information about production
such as optimized cutting events and cattle stocking rates (Graux et al., 2012).

1.7 Objectives
In view of the questions that remain regarding the response of ecosystems to their environment and to management

practices, this thesis aims at reproducing and understanding the dynamics of grasslands and croplands by means
of an ecosystem model. To achieve this, a model designed and validated for forest stands is used. The main steps
of this work are:

• The implementation of the required processes into the forest model to transform it into a cropland and
grassland model. This first objective implies a fine understanding of the forest model, and an identification
of the dissimilarities between forest ecosystems on the one hand and cropland and grassland ecosystems on
the other hand. The scientific literature and various models are then reviewed in order to implement the
appropriate equations in a new model, which is the result of a collaborative work, also described in Delhez
(2019) and Vandewattyne (2019).

• The sensitivity analysis, calibration and validation of the water cycle. This task relies on dataset acquired
at one cropland and one grassland experimental sites, both equipped with flux towers and meteorological
stations. The processes calibrated are the soil evaporation, the canopy transpiration and the infiltration and
percolation of water within the soil profile. Along with this calibration and validation, paths of improvement
are provided.

• The pooling of results of calibration carried out in Delhez (2019) and Vandewattyne (2019) and the test of the
grazing module. No calibration of this module is carried out so far, but both measured and modelled grass
heights are compared and the discrepancies between observations and predictions are analysed. This leads to
recommendations for a future calibration of this grazing module.
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Chapter 2

TADA model

As presented in the previous chapter, a fine understanding of ecosystem functioning may require the use of
ecosystem modelling. We propose to develop a new model based on an existing one. The original model chosen for
this work is the ASPECTS model, developed in 2001 by Rasse et al. ASPECTS was first built in order to study the
evolution of carbon reservoirs in temperate forest ecosystems (Rasse et al., 2001). Afterwards, this model was used
to predict evaporation from forest stands under changing climate (Misson et al., 2002) and a nitrogen cycle was
added in 2002 by Rasse. Although ASPECTS solely studies forests, this model was chosen as a basis for various
reasons:

• ASPECTS is a process-based model, which includes mechanistic descriptions of the main ecosystem processes.
This helps determining the links between driving variables and important processes as well as quantifying the
feedback effects controlling the system. In addition, this mechanistic model gives an insight into the fluxes
between the ecosystem components.

• With a time step of 30 minutes, ASPECTS allows studying the intra-day fluxes dynamics, as well as simulating
the evolution of the ecosystem reservoirs in the long run. This may be interesting in order to study a same
phenomenon on different time scales, as some short-time trends might not be visible at a monthly or yearly
scales.

• ASPECTS focuses, among others, on CO2 exchanges between the ecosystem and the atmosphere for which
large datasets are available. A part of this model was calibrated against NEE data acquired with the EC
technique and provided accurate estimations of NEE fluxes for several years of data (Rasse et al., 2001).

• As ASPECTS was partly developed by scientists from the University of Liège, the source codes were available
for this work, and some assistance was provided by Pr. François in the understanding of ASPECTS.

One of the goals of this thesis was to modify ASPECTS, a forest model, into a cropland and grassland model.
This work required a complete comprehension of ASPECTS model before identifying the processes that differ from
an ecosystem to another. For these processes, existing parametrizations, routines and equations were compared in
the literature, and the most suited ones were added to ASPECTS. This led to a new model called TADA (Terrestrial
Agroecosystem Dynamics Analysis) which allows simulating carbon, nitrogen and water cycles in forests, croplands
and grasslands.

In this chapter, an overview of the TADA model will first be given and the representation of an ecosystem into
reservoirs and fluxes will be presented. Then, the main modules of TADA will be described, with a focus on
the innovations compared to ASPECTS. For more information about ASPECTS, the reader will find a complete
description in Bureau (n.d.). Finally, some computational considerations will be discussed.
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2.1 General description

2.1.1 Model overview

As for many ecosystem models, TADA describes ecosystems as a set of reservoirs, connected by fluxes of matter
or physical quantities such as heat. In figure 2.1, the ecosystem reservoirs whose content is subject to simulation are
represented by solid line boxes. These reservoirs express the amount of carbon, nitrogen or water per m2 stored in
different parts of the ecosystem. Therefore, ecosystem reservoirs are expressed in gC m−2, gN m−2 or mm H2O (i.e.
L H2O m−2) and flux densities (abbreviated into the term "flux" in this work to facilitate the reading) in gC, gN or
mm H2O m−2 day−1. In addition, the model also simulates the soil temperature dynamics (temperature expressed
in K). The dashed boxes correspond to reservoirs with a content considered as constant for the simulations. This is
the case for CO2, N2O, N2 and H2O whose temporal evolution is not simulated. The main modelled reservoirs are
the carbon and nitrogen stored in plant organs, soil residues and soil organic matter (SOM), the soil NH4 and NO3,
and the water contained in various reservoirs: the canopy interception, snow, the soil surface layer and soil horizons.
The soil is divided into horizontal layers having their own reservoirs. Finally, soil temperature is considered as a
reservoir in each soil layer in order to simulate the evolution of temperature in time, as temperature drives a lot of
soil reactions. Note that TADA is a uni-dimensional model, as no horizontal heterogeneity is taken into account in
the ecosystem.

Figure 2.1: Diagram of ecosystem divison into reservoirs and fluxes in the TADA model (orange stands for carbon,
purple stands for nitrogen, blue stands for water and black stands for both carbon and nitrogen).

TADA distinguishes three main cycles (carbon cycle in orange, nitrogen cycle in purple, water cycle in blue and
coupled carbon and nitrogen cycles in black), interacting through various processes. For the sake of clarity, fluxes of
matter due to management practices (including grazing) are not represented in figure 2.1, but will be detailed below,
and in sections 2.2.4 and 2.2.5, as parts of the C and N cycles. The main input of the carbon cycle corresponds
to plant photosynthesis. A part of this assimilated carbon goes back to the atmosphere through maintenance and
growth respiration, and the remaining part is allocated to plant organs or stored in reserve, according to the plant
species and its phenological stage. Through senescence, some of the carbon and nitrogen present in plants feeds
the soil residue pools, which in turn provide carbon and nitrogen to the SOM pools. According to the management
practices, some carbon contained in the plant organs can be exported at harvest or by cattle during grazing periods.
Some carbon can also be applied to the field with manure or directly from animals excreta, thus feeding the litter
pool.
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Two main inputs of the nitrogen cycle are the NO3 and NH4 included in the atmospheric depositions, as well as
fertilisation and animal droppings. A part of the NH4 pool turns into NO3 and N2O during nitrification, and some
NO3 returns to the atmosphere in the form of N2 and N2O through denitrification. Besides that output from the
nitrogen cycle, some nitrogen is transported by plant uptake to an intermediate reserve pool, which feeds plants
organs according to their demand of nitrogen. Some nitrogen is also lost through vertical and horizontal NH4

and NO3 leaching, leaving the soil profile with respectively vertical percolation and horizontal runoff. Finally, the
nitrogen leaving the deepest modelled horizon is lost by the system. For croplands and grasslands, N fertilisation
can fuel the NH4 and NO3 pools. The presence of livestock induces an export of N from the above-ground organs,
as well as after a harvest. Finally, the NH4 and litter pools are fed by, respectively, animals urine and faeces.

Water enters the system through precipitation in the form of rain or snow. A part of this water is intercepted by
the vegetation, and the rest fills a soil surface reservoir. Then, water percolates into deeper soil layers or leaves the
soil surface through horizontal runoff or evaporation. The soil water can move from layer to layer and goes out of
the ecosystem though vertical percolation or canopy transpiration. Some ecosystem models simulate reservoirs of
water in the roots, stem and leaf tissues with a transfer of water following hydric potential differences, but TADA
does not.

2.1.2 Numerical resolution

The aim of a dynamic model is to calculate the temporal evolution of state variables, i.e. the variation of the
content of each reservoir symbolized by dx/dt [gC, gN m−2 day−1 or mm day−1) with t representing the time. This
evolution is expressed by a differential equation, which can be written as:

dx/dt = Fin − Fout (2.1)

where Fin represents the incoming fluxes of a given reservoir, while Fout represents the outgoing ones. In figure 2.1,
all the inputs of a reservoir are represented by an incoming arrow and the outputs by an outgoing one. This scheme
shows well that the input of a reservoir x1 can be the output of another reservoir x2. The different inputs and
outputs are fluxes due to physical transport processes or (bio)chemical reactions, which depend on environmental
conditions (e.g. meteorological conditions, soil characteristics, management, etc.), on the initial values of x and on
parameters values.

In mathematical terms, the reservoirs contents (xi) are considered as unknowns and the time t as the independent
variable. Therefore, the equation 2.1 can be seen as:

dxi/dt = f(xi=1,nres, t) (2.2)

where the variation of the reservoir content xi depends on its value, on the value of the other reservoirs contents
and on time. The numerical integration consists in computing the evolution of variables during a finite time step.
Different methods exist to reach this goal, each one different by its stability, its convergence and its order. The
stability reflects the risk that the model propagates and amplifies a numerical error in a large proportion. The
convergence shows if the numerical solution approaches the real solution when the used time step decreases. The
order of a method designates the time step needed to have an answer in the error tolerance. In other words, a
method with a smaller order needs a smaller time step to have the same quality of result. The numerical integration
method has to be chosen to improve these three characteristics while keeping an eye on the calculation time (i.e.
the time that takes the computer to find the numerical solution).

The numerical methods can be split into three different families: single-step, iterative, and multistep methods.
The single step ones calculate the value of the x variables at the end of a timestep only by using their starting
value, the time step and their derivative. A common example is the Euler method. The iterative method, such as
Runge-Kutta’s, divides the time step to resolve the differential equation. Finally, the multistep will use a specific
combination of several previous points and derivative values to calculate a new one. The increasing complexity of
these methods aims to reach higher stability, convergence and order.
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The TADA model uses the numerical method already implemented in ASPECTS. A 4th order Runge-Kutta
scheme is used to initialise the multistep Bashfor-Moulton method. The need of an initialisation is due to the fact
that the method needs four previous values to calculate a new one. A routine is dedicated to the resolution of
differential equations in TADA, for each time step, with a default value of 1 minute.

2.1.3 Model inputs
As explained beforehand, the TADA model can be represented as a system composed of reservoirs whose contents

vary over time according to the fluxes which are simulated using a given numerical resolution. For its proper
functioning, TADA requires the value of the parameters as well as additional data. These latter are named model
inputs hereafter and can be divided into four general categories.

Initial reservoirs content Initial conditions are compulsory for every model, that is to say the initial value of the
reservoirs content in this case. As a reminder, all the reservoirs are specified in figure 2.1. If these initial conditions
are not well estimated, an unstable or transient behaviour might appear in the model outputs (Hashimoto et al.,
2011). On the one hand, the content of some reservoirs is easily measurable, such as the leaf carbon content, the
soil water content and soil temperature. On the other hand, the carbon and nitrogen content of roots, litter and soil
organic matter in each soil layer are rarely measured because of the complexity of the needed method. However,
these last reservoirs can be estimated either by relationships with other measured variables (as the root/shoot ratio)
or by a steady state simulation for soil carbon reservoirs. In a nutshell, a steady state simulation is a long-term
simulation with cyclic inputs after which the soil reservoirs are expected to reach an equilibrium. The values of the
reservoirs at this equilibrium state can be defined as the initial values for the research applications.

Meteorological data Contrary to models coupled to an atmospheric general circulation model (GCM), TADA
requires meteorological variables as inputs: global radiation, precipitation, wind velocity, atmospheric pressure,
air temperature and relative humidity. Generally, these variables are measured in every standard meteorological
station. The time scale of these inputs will define the minimal time scale of the outputs. For example, with one
year of 30-minute meteorological data, TADA will generate results reproducing seasonal, daily and half-hourly
variability. These meteorological variables are essential because they intervene in various processes implemented in
TADA (photosynthesis, water interception, nitrogen atmospheric deposition, plant transpiration, etc.).

Soil data Soil characteristics, such as soil texture, horizon depth, pH and bulk density for each soil layer as well
as the average slope of the studied area, etc., are regarded as parameters and thus, are inputted only once. However,
some of the soil inputs can change during the simulation due to soil operations like ploughing. In that case, these
inputs are subject to temporal variability. The number of homogeneous soil layers depends on the soil data. The
more layers considered, the more gradual the evolution of variables over the soil profile will be. These inputs
are indispensable for water movements in soil and the determination of any stress related to soil characteristics
(water stress, pH stress). As for the previous categories, soil data can be measured or at least assessed with field
observations.

Management This last category was very simplified in ASPECTS (limited to wood harvesting) but is essential
for cropland and grassland ecosystems. This input is a chronological list specifying every operation the farmer
makes on the crop or grassland (including those relative to livestock). Depending on the type of management,
supplementary information might be required besides the nature of the operation. For instance, three additional
inputs must be encoded for mineral fertilisation: the applied quantity, the fraction of ammonia and the fraction of
urea. Note that this category, as well as the previous ones, is further detailed in the user guide in section 2.3.
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2.2 Modules description

As presented beforehand, evaluating the evolution of ecosystem reservoirs with time requires the computation of
fluxes between these reservoirs. These fluxes are calculated in different modules which can be merged into a carbon,
a nitrogen and a water cycle (figure 2.2). The soil temperature module also computes the vertical gradient of
temperature and the heat fluxes between soil layers. Aside from the main cycles, the phenological module evaluates
the transition from one phenological stage to another, which will mainly affect carbon and nitrogen allocation
pattern. Finally, a management module allows taking different crop management techniques into account such as
soil tillage or nitrogen fertilisation and a grazing module considers the effect of animals on plant growth.

Figure 2.2: Main modules of TADA model.

In this section, the different modules will be presented, with a particular attention paid to the modules which were
modified or improved in the TADA model compared to ASPECTS, and those for which some calibration procedures
were performed during this project. In the interests of clarity and concision, only the water and carbon cycles, and
the management and grazing modules will be detailed in this section (those on which this thesis focused). The
reader will find a complete description of the other modules (soil temperature, root development and nitrogen cycle)
of the TADA model in Appendix B or in Delhez (2019) and Vandewattyne (2019).

2.2.1 Water cycle

The development of a water submodel is of great importance for ecosystem models, as various plant or soil
processes are controlled by the available soil water. TADA simulates the transfer of water from precipitation to
soil porosity and the loss through evapotranspiration but does not compute the amount of water contained in
plant organs. Therefore, the physiological processes affected by water availability (the most important one being
photosynthesis) will be regulated in TADA by water stress factors depending on soil water content (SWC). Other
processes such as organic matter turnover, nitrogen leaching and soil heat transfer are affected by corresponding
factors.
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Interception

The only climatic input of the water cycle is the measured precipitation. This precipitation falls as rain if the
air temperature is above 0◦C or as snow in the other case. If a precipitation is in the form of rain, a part of it is
intercepted by the vegetation canopy. The fraction of the intercepted rain fgreen is proportional to the leaf area
index (LAI), as leaves will cover more space. However, as leaves are not evenly distributed and as some of them
may cover others, fgreen is computed considering the probability that a droplet reaches the foliage decomposed in
many elementary layers. This leads to:

fgreen = 1− e5000 log(1−LAI) (2.3)

The intercepted rain feeds an interception reservoir, some water evaporates from this reservoir and the difference
between both fluxes gives the evolution of the interception reservoir. A maximum value of interception is computed
as a function of the LAI, and once this value is overshoot, the surplus of water returns the soil as throughfall:

Thf = Print − Eint − (wlmax − wl(t)) (2.4)

where Thf is the throughfall [mm day−1], Print is the intercepted rain [mm day−1], Eint is the intercepted water
re-evaporated [mm day−1], wlmax is the maximum volume of the interception reservoir [mm], and wl(t) is the volume
of the interception reservoir [mm].

Snow reservoir

As snow mainly falls during winter when the vegetation foliage is less developed, no interception of snow is
considered. Snow directly reaches the ground and enters the snow reservoir, which is subjected to snow melting
(according to the air temperature) and to snow sublimation (proportional to the gradient of vapour pressure between
the snow and the air). The melted snow reaches the surface water reservoir, together with precipitations in the
form of rain.

Evaporation

In TADA, a surface water reservoir is fed by three components: the melted snow, the rain falling from the
interception reservoir, and the droplets directly hitting the ground. The surface reservoir is considered as a very
thin soil layer (default value of 1cm, same texture as the upper soil layer) where all the soil evaporation takes place,
which means that no water is evaporated from deeper horizons. Soil evaporation is calculated with Mahfouf &
Noilhan’s (1991) equation:

Esoil = (1− fsnow)

α esoil
Tsoil

− eair
Tair

Rg rtot
(2.5)

where fsnow is the portion of ground covered by snow, esoil is the saturation vapour pressure of soil water [Pa] at
Tsoil temperature [K], Rg is the gas constant [461.89 Jkg−1K−1)] and α is the relative humidity of air in the fictive
soil layer.

In soil, water is retained in the smaller pores of the soil matrix, and above the free water, water vapour is in
equilibrium with the liquid phase (Mahfouf & Noilhan, 1991). Therefore, vapour pressure in soil is not at saturation
and must be corrected by the relative humidity (Philip, 1957):

α = e[ψ0/(RgTsoil)] (2.6)

where ψ0 is the hydric potential of the fictive soil layer [Pa], computed according to Saxton & Rawls (2006) as a
function of soil water content and soil texture.
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The total resistance to soil evaporation is the combination of three series resistances, from the soil pores to the
atmosphere:

rtot = rsoil + λblrbl + λaerae (2.7)

where rbl is the boundary layer resistance [s m−1] and rae the aerodynamic resistance [s m−1], both weighted by
two parameters λbl and λae which are calibrated against experimental data. The last term rsoil is a soil resistance
to water vapour exchange [s m−1] (Passerat, 1986, cited in Mahfouf & Noilhan, 1991):

r soil = εcst ∗ 104e
−εwater θ0

θsat,0 (2.8)

where θ0 is the soil water content (Vwater/Vtotal) in the fictive soil layer [-] and θsat,0 is the soil water content at
saturation, computed according to Saxton & Rawls (2006) and depending on soil texture. Two parameters, εcst and
εwater give more or less weight to the variation of soil water content in the value of soil resistance. This resistance
is supposed to increase as SWC falls, in order to prevent loosing too much water from soil evaporation.

The aerodynamic resistance was originally introduced to express momentum fluxes following a gradient of hori-
zontal momentum with an analogy of Ohm’s Law (Monteith & Unsworth, 1990):

rae =
u

u∗2
(2.9)

where u is the horizontal wind speed at the reference level [m s−1], u∗ is the friction velocity [m s−1] and rae is
expressed in s m−1. Note that this equation is only valid for neutral stability conditions.

For heat and water vapour exchanges, an additional boundary layer resistance must be added, as the appar-
ent sources of heat and water vapour will often be found at lower levels in the canopy than the apparent sink
of momentum (Monteith & Unsworth, 1990). Thom (1972) provided an empirical equation for boundary layer
resistance:

rbl =
6.2

u∗0.67
(2.10)

with rbl expressed in s m−1.

To calculate the resistances presented above, the friction velocity is computed based on the assumption of a
logarithmic wind-profile (Monteith & Unsworth, 1990):

u∗ =
0.4 u

ln
(
z−d
z0

) (2.11)

where z is the reference level where the wind speed in measured [m], z0 is the roughness length [m], proportional to
the roughness of the elements, and d is the displacement height [m] which takes the height of the surface elements
into account. Jones (1992) provided formulas expressing the roughness length and the displacement height as a
function of canopy height (h [m]): z0 = 0.13 h and d = 0.64 h for crops and pastures and z0 = 0.075 h and d
= 0.78 h for forest stands. Note that for bare soil, the displacement height is null, and the roughness length is
about 0.0015 m (Jones, 1992). In TADA, canopy height is obtained from plant shoot dry mass through allometric
relationships fitted to field data for winter wheat and grass respectively.

Infiltration and surface runoff

The surface reservoir, which is subject to soil evaporation, is fueled by water from precipitation. Depending on
the intensity of the precipitation, all the water reaching the ground will infiltrate into the fictive soil layer or runoff
will occur. This is the case if the incoming water, expressed in mm day−1 overshoots the maximum water flow at
the saturated conductivity Ks which depends on soil texture, according to Saxton & Rawls (2006).
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The infiltrated water has two fates, depending on the remaining non water-filled porosity in the fictive soil layer:

por = θsat,0 − θ0 (2.12)

If the remaining porosity is lower than 1%, no water remains in the fictive soil layer, and all the infiltrated water
percolates into the first real soil layer. If not, a temporal aspect is considered: if the infiltrated water replenishes
less than 50% of the remaining non water-filled porosity in one time step, all the infiltrated water remains in the
fictive soil layer, and otherwise, the surplus percolates into the first soil layer:

perco =

{
0 if infi < 0.5 por

∆t

infi− 0.5 por
∆t if infi ≥ 0.5 por

∆t

(2.13)

where perco is the percolating water [mm day−1], infi is the infiltrated precipitation [mm day−1] and ∆t is the time
step used in the simulation.

Percolation and soil runoff

The soil profile is represented as a series of homogeneous soil layers where soil parameters are equal to the values
calculated in the middle of the layers. The number of layers, their depth and their texture must be specified by
the user as input parameters. In each layer, the soil water content is computed according to the difference between
incoming and outgoing fluxes:

Vi
dθi
dt

= Fi−1 − Fi − Flat,i − Ui (2.14)

where i is the considered soil layer, Vi is the volume of layer i [m3], Fi−1 is the flux coming from the above i-1 th
soil layer [mm day−1], Fi is the water flux leaving the ith soil layer to the i+1 th one [mm day−1], Flat,i is the
lateral soil water runoff [mm day−1] and Ui is the water uptake by vegetation in soil layer i [mm day−1].

Vertical fluxes are computed with an adaptation of Fokker-Planck’s equation:

dθ

dt
=

d

dz

(
D(θ)

dθ

dz
−K(θ)

)
(2.15)

where z is the depth [m], D(θ) is the water diffusivity [m2 day−1] and K(θ) is the hydraulic conductivity [m day−1].
The hydraulic conductivity is calculated from the saturated conductivity with Saxton & Rawls’ equation (2006):

K(θ)i = Ksat,i (θi/θsat,i)
[3+(2/λi)] (2.16)

where Ksat,i is the saturated conductivity [m day−1] and λi is a texture-dependent parameter. Saturated conduc-
tivity is computed according to Rawls et al. (1998):

Ksat,i =
24

1000
Ci (θsat,i − θfc,i)mi (2.17)

where Ci and mi are empirical parameters and θfc,i is the water content at field capacity, computed from soil
texture according to Saxton & Rawls (2006). In their study, Saxton & Rawls (2006) compute the parameter mi as
follows: mi=3-λi where λi is a texture-dependent parameter.

Water diffusivity is obtained from the hydraulic conductivity by taking the slope of the water potential formula
(dψi/dθi), provided by Saxton & Rawls (2006):

D(θ)i = K(θ)i
dψi
dθi

(2.18)

The discretization of Fokker-Planck’s equation allows computing the water fluxes between soil layers:

Fi = K(θ)moy,i,i+1 cos(α)−D(θ)moy,i,i+1

θi+1 − θi
(∆zi + ∆zi+1) /2

(2.19)
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where ∆zi is the thickness of soil layer i and α is the mean field slope [degree]. The first term of equation 2.19
represents the transfer of water through the soil profile by gravity, regulated by the hydraulic conductivity, while
the second one stands for water transfer by diffusion following a gradient of soil water content. In equation 2.19,
water diffusivity and hydraulic conductivity are taken as the mean of these values in layers i and i+1, weighted by
the thickness of these layers:

D(θ)moy,i,i+1 =
∆ziD(θ)i + ∆zi+1D(θ)i+1

(∆zi + ∆zi+1)
and K(θ)moy,i,i+1 =

∆ziK(θ)i + ∆zi+1K(θ)i+1

(∆zi + ∆zi+1)
(2.20)

The vertical water flux is calculated with equation 2.19 only if the soil water content in the considered layer
outreaches its field capacity. Below the field capacity, the vertical flux Fi is set equal to zero. This assumption is
rather correct for water fluxes due to gravity, but neglects the diffusion of water that still occurs under the field
capacity. Note that for the first soil layer, the incoming vertical flux is equal to perco computed in equation 2.13.
The bottom limit condition is a free drainage, so that no diffusivity is considered:

Fi = min(K(θ)i,Ksub) cos(α) (2.21)

where Ksub is the substratum conductivity [m day−1]. If the modelled site is based on a thicker, and low-permeable
substratum, few drainage will occur, and a water table may be encountered in the soil profile. Soil water runoff
may also be produced when the soil water content in layer i exceeds its saturation soil water content, or when no
water can be transferred from layer i to layer i+1 as layer i+1 is already as its saturation value.

Plant uptake

In TADA, the total plant uptake is assumed to be equal to plant transpiration, so that the water removed from
soil layers by vegetation will directly be emitted to the atmosphere. Plant transpiration, such as soil evaporation,
is proportional to a gradient of vapour pressure and to a conductance for water vapour exchanges:

TRx =

(
eleaf,x
Tleaf,x

− eair
Tair

)
gH20tot,x

Rg
(2.22)

where TRx is the transpiration flux [mm s−1], Tleaf,x and Tair are the leaf and air temperatures [K], eleaf,x is the
leaf saturated vapour pressure [Pa] at Tleaf,x temperature, eair is the partial vapour pressure of the air [Pa] and
gH2Otot,x is the conductance to transpiration [s m−1]. The subscript x denotes different types of leaves: the sunlit
ones that receive direct radiation, the shaded ones that receive diffuse radiation and the clouded ones for overcast
periods. The division of vegetation canopy into these different classes will be presented in the description of the
photosynthetic module. The total canopy transpiration is equal to the sum of the contributions of each kind of
leaves. Note that, as no leaf energy balance is implemented in TADA, leaf temperature is assumed to be equal to
the air temperature.

The conductance to transpiration depends on the stomatal conductance and is inversely proportional to the
boundary layer and aerodynamical resistances (Leuning, 1995):

gH2Otot,x =

(
Patm

RgTleaf,x

1, 6gC,x
+

rbl
GAI

+ rae

)−1

(2.23)

where Patm is the canopy air pressure [Pa], gst,x is the stomatal conductance [mol m−2 s−1] and GAI is the green
area index [-]. The stomatal conductance is expressed as follows, according to Leuning (1995):

gC,x = g0,x + g1 ∗Anx (2.24)

where g0,x is the stomatal conductance during periods without carbon assimilation [mol m−2 s−1], g1 is the stomatal
regulation factor [-] and Anx is the net assimilation rate of carbon [mol m−2 s−1], computed according to Leuning
(1995) in the photosynthetic module. The term g1 is expressed by Leuning’s equation (1995):

g1 = strsθ
a1 fV PD

106(PCO2 − γ)/Patm
(2.25)
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where strsθ is a stress factor depending on the soil water potential, ranging from 0 to 1, and taking into account
stomata closure under drought conditions, a1 is the stomatal resistance factor [-], fV PD is a function depending on
the vapour pressure deficit (VPD), PCO2 is the canopy air CO2 partial pressure [Pa] and γ is the compensation
point of photosynthesis [Pa]. In this equation, a1 and γ are two species-specific parameters.

Once total canopy transpiration has been computed, water uptake is computed in each soil layer:

Ui = TR
fup,i∑n
i=1 fup,i

(2.26)

where Ui is the water uptake in soil layer i [mm day−1], TR is the total transpiration [mm day−1] and fup,i is a
factor depending on root distribution, water availability and soil aeration in layer i, which denotes the ability of
roots to extract water from a given soil layer.

2.2.2 Phenology

The phenology module determines the phenological stages of plant species, i.e. plant development stages. Dy-
namics and processes within the plant appear to vary depending on the growth stage (Wardlaw, 1990). The number
and the characteristics of these stages are specific to the modelled plant species. For instance, deciduous species go
through periods with or without leaves while the main difference for perennial species that do not shed their leaves
occurs between the vegetative and reproductive phase. During this latter phase, a significant part of their resources
is allocated to the reproductive organs. In order to take these dynamics into account, a subroutine estimating the
beginning and the end of the phenological stages has been implemented for each ecosystem in the TADA model.

2.2.1.1. Cropland ecosystems

A great amount of crop phenology models exists, with the temperature as a main driving variable (Salazar-
Gutierrez et al., 2013). However, more complex models (like STICS) include the influence of soil humidity during
germination and emergence, and the influence of vernalization and photoperiod. As vernalization might be impor-
tant for some plant species, as winter wheat (Palosuo et al., 2011), the phenology module of STICS was adopted.
All the equations of the STICS model are described in Brisson et al. (2008). However, some modifications have
been made in order to adapt these equations to TADA. The crop phenology module adapted to winter wheat is
composed of nine phenological stages as defined in table 2.1. Development units (UPVT) are accumulated during
a phenological stage and the transition to the next stage occurs when this accumulation reaches a given threshold.
This variable is used from the first to the seventh stage, as the two last stages are controlled by the harvest and
sowing dates.

Table 2.1: Modelled phenological stages with an estimated correspondence to the BBCH scale

stages winter wheat phases BBCH-scale
1 sowing - germination 00-05
2 germination - emergence 05-10
3 emergence - terminal spikelet initiation 10-30
4 terminal spikelet initiation - flag leaf ligule visible 30-39
5 flag leaf ligule visible - end of leaf growth 39-55
6 end of leaf growth - beginning of grain filling 55-71
7 beginning of grain filling - physiological maturity 71-90
8 physiological maturity - harvest 90-99
9 bare soil -

The grain germinates, meaning that the second phenological stage is reached, when the development units ac-
cumulated from sowing exceed a given threshold called UPVTgerm. These development units, taking the growing
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degree-days and the soil humidity into account, are computed as follows:

UPV T (n) =

germ∑
n=sow

[(Tsoil(n)− Tbase) ∗ fhum(n)] (2.27)

where Tsoil(n) is the daily average soil temperature at the sowing depth [◦C] and Tbase is the base temperature for
germination [◦C]. The coefficient fhum(n), defined in equation 2.28, introduces the influence of soil humidity on the
seed development.

fhum(n) =

{
Sp∗θsoil(n)

θwp
θsoil(n) ≤ θwp

Sp + (1− Sp) ∗ θsoil(n)−θwp
θfc−θwp θsoil(n) > θwp

(2.28)

where Sp is a parameter related to root sensitivity to drought and θsoil is daily mean of soil water content at the
sowing depth, θwp is the wilting point and θfc is the field capacity.

Once the grain has germinated, the emergence is achieved when the elongation of the coleoptile, computed as in
equation 2.29, is greater than the sowing depth. As for the first stage, the development units for this second stage
depend on temperature as well as on soil humidity. Emax is the maximum elongation of the coleoptile in darkness
conditions [cm], Cp [-] and Bp [◦C] are parameters of the subsoil plantlet elongation curve.

Elong(n) = Emax ∗

[
1− exp

(
−

(
Bp ∗

emerg∑
n=germ

UPV T (n)

)cp)]
(2.29)

From the emergence to the beginning of the grain filling, the development units take the growing degree-days,
the vernalization and the photoperiod into consideration. Therefore, the following equations are applied from stage
3 to stage 6.

UPV T (n) =

grain fill∑
n=emerg

(GDD(n) ∗RFPI(n) ∗RFV I(n)) (2.30)

where GDD(n) is the growing degree-days [◦Cd], RFPI(n) is the photoperiod coefficient and RFV I(n) is the
vernalization coefficient. The GDD(n) term is completely described in Brisson et al. (2008) but the two last terms
might need some details.

The effect of photoperiod (RFPI) differs following the plant species. Long-day species, such as winter wheat,
have an optimal development with a maximal photoperiod whereas short-day species, such as soybean, prefer a
minimal photoperiod (figure 2.3).

This photoperiod coefficient, defined in equation 2.31, is estimated from several parameters (Sv, Psat, Pbase) and
from the daily effective photoperiod Pho(n). This new variable is computed according to the work of Weir et al.
(1984) which is based on the site latitude and the Julian day number. Note that the photoperiod is considered
effective from and until the sun is at 6◦ below the horizon.

RFPI(n) = (1− Sv) ∗
Pho(n)− Psat
Psat − Pbase

+ 1 (2.31)

Sv is related to photoperiod sensitivity, Psat is the saturating photoperiod [hr] which corresponds to the photoperiod
at which the coefficient RFPI reaches 1 in figure 2.3 and Pbase is the base photoperiod for development [hr] which
is the photoperiod at which the RFPI reaches 0 in figure 2.3.
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Figure 2.3: Photoperiod coefficient of winter wheat and soybean as a function of photoperiod [hr] if Sv=0 (Brisson
et al., 2008)

The vernalization coefficient, whose equation is written below, must range from 0 to 1. If the cold requirement
is not reached, this coefficient is lower than 1 and slows down the plant development.

RFV I(n) =

∑grainfill
i=germ (V NI(n))− V Nmin

V N − V Nmin
(2.32)

where V NI(n) is the vernalizing value at a given day computed as in equation 2.33, V Nmin is the minimum number
of required vernalizing days and V N is the number of required vernalizing days.

V NI(n) = MAX

(
0; 1−

[
Tcold − Tair

Acold

]2
)

(2.33)

with Tcold the optimal temperature for vernalization [◦C] and Acold the thermal amplitude around the optimal
temperature [◦C].

2.2.1.2. Grassland ecosystems

The phenology model adopted for grassland ecosystems is fully described in Lazzarotto et al. (2009). Compared
to cropland ecosystems, this model is simpler as it consists of two different phases: the reproductive and vegetative
phase. Lazzarotto et al. (2009) only consider the effect of temperature in the computation of the development
units:

DU(n) =

∑N
n=1MAX

(
0;T 7d(n)− Tbase(n)

)
Trep(n)

(2.34)

where T 7d is the running mean for the daily average air temperature for a period of seven days [◦C], Tbase is the
base temperature [◦C], Trep is normalization factor for grass development [◦Cd] and N is number of simulated days.
The reproductive phase starts when T 7d exceeds the base temperature and ends when the accumulated development
units reach a given threshold DUveg.
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2.2.3 Carbon cycle
Photosynthesis

The photosynthesis module estimates the gross assimilation rate of CO2 by plants from the meteorological data,
the green area index and the nitrogen content of the photosynthetic plant organs. The adopted model follows a
biochemical approach, limiting the gross assimilation rate according to the regeneration of RuBP (Ribulose 1,5-
bisphosphate) or the availability of Rubisco (RuBP carboxylase/oxygenase). Indeed, in high irradiance and below
the ambient CO2 concentration, the photosynthetic organs are Rubisco limited whereas they are limited because
of the RuBP regeneration in low irradiance and above the ambient CO2 concentration. There is a co-limitation of
these two factors at intermediate irradiance (de Pury, 1995). This phenomenon, depicted in figure 2.4, is modelled
with a non-rectangular hyperbola detailed in equation 2.35. The net assimilation rate An is estimated from the
gross assimilation rate Ac from which the dark respiration is removed. It is germane to note that in this model,
the whole canopy is considered as composed of two big leaves: a sunlit and a shaded leaf, justifying its name of
sun/shade model.

θaA
2
c − (Aj +Av)Ac +AjAv = 0 (2.35)

where θa is a curvature factor, Ac is the gross canopy assimilation rate per unit ground area [µmol m−2 s−1],
Av is the assimilation rate limited by Rubisco [µmol m−2 s−1] and Aj is the assimilation rate limited by RuBP
regeneration [µmol m−2 s−1].

Figure 2.4: Assimilation-CO2 concentration curve according to the Farquhar model (Duursma, 2015)

The equations of these two limited assimilation rates (Av and Aj), as well as other elements that are not developed
in this thesis, are amply described in de Pury & Farquhar (1997). Av and Aj mainly depend on the intercellular
CO2 partial pressure Ci and, respectively, the photosynthetic Rubisco capacity (V ) and the electron transport rate
(J).

The photosynthetic Rubisco capacity V at a given temperature is derived, with a normalized Arrhenius
equation, from the photosynthetic Rubisco capacity at a reference temperature V0 which is computed from the
nitrogen content of photosynthetic organs according to equation 2.36:

V0 = χn ∗ (Nc −GAI ∗Nb) (2.36)
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where χn is the ratio of photosynthetic capacity to leaf nitrogen at the reference temperature, Nc is the nitrogen
content of photosynthetic organs [mmol(N) m−2], GAI is the green area index and Nb is the nitrogen content of
photosynthetic organs not associated with photosynthesis [mmol(N) m−2].

The electron transport rate J is related to the PPFD absorbed by the Photosystem II. This dependence can
also be modelled with a second non-rectangular hyperbola. In order to obtain the PPFD absorbed by each type of
leaves (sunlit and shaded), the global radiation must be divided into a direct or diffuse fraction according to the
BRL model (Ridley et al., 2010):

fd =
rd
rg

=
1

1 + eβ0+β1kt+β2AST+β3α+β4Kt+β5ψ
(2.37)

where fd is the diffuse fraction of global radiation [-], rd and rg are the diffuse and global solar radiation [W m−2], kt
is the clearness index at a 30-minute time step, which corresponds to the ratio of rg to the extraterrestrial radiation
ret [-], AST is the apparent solar time [hr], α is the solar angle [degree], Kt is the daily clearness index [-] which
is computed as TADA reads the meteorological data, ψ is the persistence which corresponds to kt averaged on two
successive time steps [-] and βi are fitting parameters [-]. The determination of AST , α and ret is initially present in
the ASPECTS model and is mainly based on the work of de Pury & Farquhar (1997). Once the distinction between
diffuse and direct is made, the PPFD (photosynthetic photon flux density) of these two fractions are obtained as
follows:

PPFDb = 4.6 ∗ 0.45 ∗ rb = 4.6 ∗ 0.45 ∗ (1− fd) ∗ rg (2.38)

PPFDd = 4.6 ∗ 0.65 ∗ rd = 4.6 ∗ 0.65 ∗ fd ∗ rg (2.39)

where PPFDb and PPFDd are respectively the direct and diffuse PPFD [µmol m−2 s−1], 4.6 is a conversion factor
(from W m−2 to µmol m−2 s−1), 0.45 and 0.65 are the fractions of PPFD in beam and diffuse solar radiation and
rb is the direct solar radiation [W m−2].

The equations computing the PPFD absorbed by the sunlit and shaded leaves from the diffuse and direct fraction
are all listed in de Pury & Farquhar (1997). In addition to the sun/shade distinction, the absorbed PPFD is initially
computed for overcast periods in ASPECTS, allowing the computation of carbon assimilation rate under cloudy
conditions.

Besides V and J , the intercellular CO2 partial pressure Ci is a significant driver of the gross assimilation
rate Ac. However, this variable is unknown before entering the photosynthesis module. In order to overcome this
problem, a second equation is associate to equation 2.35, forming a system of two equations and two unknowns: Ac
and Ci. This second equation is describing the diffusion of CO2 though the stomata:

An =
Catm − Ci

rs
(2.40)

where Catm is the atmospheric CO2 concentration and rs the stomatal resistance [s m−1]. The computation of
the stomatal resistance requires the value of the net assimilation rate An (Leuning, 1995) which is equal to the
gross assimilation rate Ac decreased by the dark respiration. De Pury & Farquhar (1997) assumed that the dark
respiration at 25◦C is equal to 0.0089V0. With the normalized Arrhenius function, the dark respiration can be
estimated for any temperature. Finally, this system of two equations and two unknowns can be solved with the
Newton-Raphson method.

Respiration

Plant growth models distinguish two functional components of dark respiration: a maintenance and a growth
component. The maintenance respiration is “associated with the maintenance of existing biomass” whereas the
growth respiration is “associated with the synthesis of new biomass” (Amthor, 1984). Based on the work of McCree
(1970) and Thornley (1970), Amthor (1984) describes plant growth with the following equation:
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dW

dt
= YG(P −mW ) (2.41)

where W is the dry mass of the living tissue, YG is the growth conversion efficiency, P is the gross photosynthesis
and m is the maintenance coefficient. According to this equation, mW represents the maintenance respiration
component and (1 − YG)(P − mW ) is the growth respiration component. These two elements, computed for
croplands and grasslands in the TADA model, follows the same approach as in equation 2.41, considering the
maintenance respiration as a function of the living biomass, with a coefficient m depending on the ecosystem, and
the growth respiration as the carbon loss during the conversion of available sugar into new biomass.

The computation of cropland maintenance respiration is based on the work of Spitters et al. (1989) for the
SUCROS model, as defined in the following equation:

RMx = mWx = fx ∗Q10
Tair−25

10 ∗Wx (2.42)

where RMx is the maintenance respiration of the organ x [gC m−2 day−1], fx is a maintenance coefficient depending
on the organ (0.015 for the stem and roots, 0.03 for the leaves and 0.01 for the storage organs),Wx is the dry matter of
the organ x [gDM m−2], Q10 is the temperature coefficient with Tair the air temperature [K]. The total maintenance
respiration is the sum of the stem, roots, leaves and storage organs maintenance respiration.

The maintenance respiration for grassland ecosystems is established from the equations proposed by Lazzarotto
et al. (2009):

RM = mW = RM0 ∗ rm ∗ [f (Tair) ∗Wsh + f (Tsoil) ∗Wrt] ∗
Cs

Cs + κr
(2.43)

where RM is the total maintenance respiration [gC m−2 day−1], RM0 is the reference maintenance respiration
rate at 20 ◦C [gC gDM−1 day−1], rm is the maintenance respiration weighting coefficient, Wsh and Wrt are
respectively the shoot and root dry matter [gDM m−2], Cs is the carbon substrate concentration [gC gDM−1] and
κr is a maintenance respiration constant. As TADA does not differentiate substrate from structural carbon, Cs is
considered as a constant percentage of dry matter. f(T ) is a temperature response function defined as:

f(T ) = MAX

(
0;

(T − Tlow)
Q10 ∗ (T − Tup)

(Tref − Tlow)
Q10 ∗ (Tref − Tup)

)
(2.44)

where Tlow ans Tup are the boundaries of the accepted temperature range [K], Tref is the reference temperature [K]
and Q10 is the temperature coefficient. This function can be computed for soil and air temperature.

The computation of the total growth respiration is similar for cropland and grassland ecosystems. Both of them
follows the equation 2.41 but grasslands have a constant growth efficiency YG (equal to 0.74 according to Choudhury
(2000)) while, according to Van Keulen et al. (1982), the growth efficiency of croplands is based on the carbon
partitioning coefficients as follows:

YG = (alloclf ∗ 0.72 + allocst ∗ 0.69 + allocso ∗ 0.73) ∗ allocsh + allocrt ∗ 0.72 (2.45)

where alloclf , allocst, allocso, allocsh and allocrt are the fraction of carbon allocated to, respectively, the leaf, the
stem, the storage organ, the shoot and the root compartment. They are presented in the following section.

Allocation

The allocation of net assimilates, i.e. carbon partitioning, is generally associated with the phenological stages in
plant growth models (Wardlaw, 1990; Marcelis & Heuveling, 2007). In the TADA model, the partitioning between
plant organs is considered constant during a phenological stage for croplands while it changes with development
units and shoot/root ratio for grasslands.
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The constant allocation coefficients for winter wheat crops, taken from Arora & Gajri (1998), are included in table
2.2. As a reminder, phenological stages are listed in table 2.1. Firstly, the assimilates are divided into the shoot
or root compartment, with an increasing priority for the above-ground compartment as the plant develops. Then,
the shoot assimilates are partitioned between the leaves, the stem and the storage organs. This latter compartment
starts to grow at the beginning of grain filling. Finally, within the stem, there is a reserve compartment which
increases until the grain filling period. The carbon remobilization from the reserve compartment toward the storage
organs (the grain) is detailed in the following section. The 3.5 phenological stage corresponds the middle of stage
3 and the 7.5 phenological stage begins ten days after anthesis (i.e. flowering).

Table 2.2: Allocation coefficients for shoot, leaf, stem, reserve, storage organ and root compartments from emergence
to physiological maturity of winter wheat

stages allocsh alloclf allocst allocres allocso allocrt
3 0.5 0.325 0.17 0.005 0 0.5
3.5 0.7 0.49 0.204 0.006 0 0.3
4 0.9 0.45 0.44 0.01 0 0.1
5 0.95 0.143 0.727 0.08 0 0.05
6 0.97 0 0.485 0.485 0 0.03
7 0.98 0 0.49 0.49 0 0.02
7.5 1 0 0 0 1 0
8 1 0 0 0 1 0

The carbon allocation adopted for grasslands is based on a teleonomic or goal-seeking partitioning (Thornley,
1995; Lazzarotto et al., 2009). The shoot/root partitioning coefficients are defined as follows:{

allocsh = ϕ
1+ϕ

allocrt = 1
1+ϕ = 1− allocsh

(2.46)

where ϕ is a partitioning function computed with the following equation:

ϕ =
Wrt

Wsh

(κC + Cs)

Cs

Ns
(κN +Ns)

(2.47)

where Wsh and Wrt are the shoot and root dry matter [gDM m−2], Cs is the estimated constant percentage of
non-structural carbohydrates in dry matter [gC gDM−1] and Ns is the nitrogen substrate concentration which is
estimated by the ratio of the plant nitrogen reserve on the total dry matter [gN gDM−1]. κC and κN are teleonomic
partitioning constants. This teleonomic partitioning aims to maintain a particular root/shoot ratio. Therefore, if
the plant experiences a decrease in above-ground biomass, for instance because of grazing, the plant will respond
with an amplified allocation to the shoot compartment.

In addition, the allocation pattern during the reproductive phase differ from the vegetative phase. Indeed,
the plant needs resources for flowering and seed production during the reproductive phase. The allocation of
new assimilates to the shoot compartment is hence prioritized during this phase. In order to take this varying
allocation pattern into account, Lazzarotto et al. (2009) modified the shoot/root partitioning coefficients during
the reproductive phase according to Riedo et al. (1998):{

alloc′sh = allocsh + (1− λrep) allocrt
alloc′rt = λrepallocrt = 1− alloc′sh

(2.48)

where the factor λrep is equal to 1 during the vegetative phase and lower than 1 during the reproductive phase.
This factor is computed according to the grass phenology:

λrep = λrep,ear + (1− λrep,ear) MAX

[
0,

(
1− DU

DUear

)]
(2.49)
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λrep,ear is the coefficient of preferential shoot allocation after ear emergence, DU are the development units [◦Cd]
computed according to the equation 2.34 and DUear is the development units at ear emergence.

Reserve remobilization

This module of the TADA model only concerns cropland ecosystems and is specific to winter wheat. During
the grain filling period, winter wheat plants remobilize their accumulated reserve toward the grain. This reserve
is constituted of non-structural carbohydrates (NSC) which can either be starch or water-soluble carbohydrates
(fructose, fructan, sucrose, glucose).

According to Ehdaie et al. (2008), the stem water-soluble carbohydrate (WSC) content starts to decrease following
a sigmoid curve several days after the anthesis. In winter wheat plants, the NSC content is mainly composed of
WSC (Kiniry, 1993; Wardlaw & Willenbrink, 2000). Therefore, in the TADA model, the entire reserve compartment
is assumed to follow the sigmoid function defined in equation 2.50 during the reserve remobilization.

ysigm(t) =
1

1 + exp(−a ∗ (t− c))
(2.50)

where a and c are sigmoid parameters fitting the observations of Ehdaie et al. (2008). According to their work,
the stem WSC content levels out fifty days after the anthesis, thus defining the end of the sigmod curve. At that
moment, it is assumed that approximately 80% of the stem WSC content has been remobilized to the grain since
the beginning of the reserve remobilization. The reserve content at a given time t is hence computed as follows:

Res(t) = Res (tf ) +
ysigm(t)

ysigm (ti)
∗ [Res (ti)−Res (tf )] (2.51)

where Res(t), Res(ti) and Res(tf ) are the reserve content [gC m−2] at, respectively, time t, the initial remobilization
time (ten days after anthesis) and the final remobilization time (fifty days after anthesis).

According to Ehdaie et al. (2006), the efficiency of WSC mobilization and transport to the grain depends on the
internode. The TADA model uses the mean value of the efficiency of the different internodes, which is equal to
75%. Therefore, at the end of the remobilization period, the amount of carbon reaching the grain corresponds to:

Remobgrain = 0.75 ∗ (Res (ti)−Res (tf )) (2.52)

Consequently, the remaining 25% are lost by plant respiration.

Litter production and rhizodeposition

Fluxes entering the litter pool correspond to the senescence of plant organs. The carbon and nitrogen contained
in plant tissues are transferred to the pools of litter contained in the soil profile. The above-ground dead biomass
enters the litter pool of the first soil layer while root dead materials remain as litter in their corresponding soil layer.
For winter wheat, only leaf senescence is considered for the above-ground organs, as stems generally remain until
maturity. For ryegrass, on the contrary, all the shoot material is subject to senescence and returns to the litter pool
after a given lifetime. Note that the lifetime of each leaf or stem is not modelled in TADA, but a continuous flux
of C and N due to senescence is computed according to:

litX,C =
XC ∗ f(Tair)

τX ∗ fθ
and litX,N =

XN ∗ f(Tair)

τX ∗ fθ
(2.53)

where XC and XN represent the carbon or nitrogen content of the leaves reservoir for croplands (X=leaf ) or the
shoot reservoir for grasslands (X=shoot) [gC or gN m−2], τX is the lifespan of leaves or shoot [days], f(θ) and f(Tair)
are the water and air temperature factors affecting plant organs turnover. These factors are based on Lazzarotto

41



et al. (2009). The air temperature factor is the same as in equation 2.44 and the water factor is calculated as:

f(θ) =


fanaerob if θ = θsat
1− (1− fanaerob) θ−θ anaerob

θsat −θanaerob
if θanaerob < θ < θsat

1 if θws < θ ≤ θanaerob
θ−θwp
θws−θwp

if θwp < θ ≤ θws
fmin if θ ≤ θwp

(2.54)

with θws the soil water content at scarcity, which corresponds to the SWC at incipient water stress for plant,
before reaching the wilting point, θ anaerob the soil water content in anaerobic condition, which takes into account
the oxygen deficiency that induces shoot and root stress. fanaerob and fmin are parameters equal to 0.7 and 0.1
respectively. The water factor is calculated for each soil layer, and weighted averaged until the rooting depth.
Equation 2.54 illustrates that between scarcity and anaerobic conditions, organs lifespan is higher, as fθ is equal to
1. As SWC increases above the anaerobic condition or decreases below scarcity, fθ decreases, and the litter fluxes
given by equation 2.53 are enhanced.

For roots, the litter flux for soil layer i is given by:

litroot,C,i =
rootC,i ∗ f(Tsoil)

τroot ∗ fθ
and litroot,N,i =

rootN,i ∗ f(Tsoil)

τroot ∗ fθ
(2.55)

with rootC,i and rootN,i the root carbon or nitrogen content in layer i, f(Tsoil) the temperature factor computed
with equation 2.44, where the averaged soil temperature along the soil profile is used, τroot the roots lifespan and
fθ the water factor, calculated with equation 2.54.

Rhizodeposition from root segments leads to fluxes of C and N leaving the roots reservoirs, and fueling the soil
litter pools. The term rhizodeposition covers exudates, mucillage, secretion and emission of gases. This flux is
calculated considering that 13.5% of the increase of roots C and N content is lost by rhizodeposition, according to
the results of Newman (1978).
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2.2.4 Grazing
In order to take the effect of grazing on plant growth , on soil N cycle and on GHG emissions into account, a

new grazing module was added in TADA (figure 2.5). This grazing module is quite basic compared to other grazing
models, but could be improved if some weaknesses are noted during future model tests.

Figure 2.5: Diagram of carbon and nitrogen fluxes in the grazing module (orange stands for carbon, purple stands
for nitrogen and black stands for both carbon and nitrogen).

Cattle dry matter intake DMintake is computed as a trade-off between the animals intake capacity, i.e. the max-
imum dry matter intake in optimal conditions, and the available dry matter. Thanks to an allometric relationship
between shoot height and shoot DM, grass height can be computed at any moment of the simulation. If shoot
height falls below a limit grass height under which cows can no more graze, the intake is null and the modeller is
warned that the pasture is overgrazed. As a default value, a limit grass height of 3cm can be used. If grass is high
enough, the maximum DM intake [gDM m−2 day−1] is then computed as follows:

DM intake,max = DM cap ∗ ncattle (2.56)

where DMcap is the animals DM intake capacity set by default at 1500 gDM LU−1 day−1, considering that one
LU of 600 kg consumes on average a DM quantity of 2.5% of its weight per day (Singhal et al., 2005). The same
estimation was made by Zeeman et al. (2010). Specified by the user as an input, ncattle is the number of LU per
m2. The actual DM intake is computed as follows:

DM intake =

{
DM intake,max if DMavailable ≥ DMintake,max

DMavailable if DMavailable < DMintake,max
(2.57)

where DMavailable is the available DM, computed as the difference between the actual grass DM content and the DM
corresponding to the limit grass height of 3cm. Note that in this first version of TADA grazing module, livestock
is only consuming standing biomass and no concentrate feed is considered.

The C and N intakes are directly evaluated from the DM intake, considering a constant C and N content per g
of DM:

Cintake = dmc ∗DMintake and Nintake = dmn ∗DMintake (2.58)
where Cintake and Nintake are expressed in gC m−2 day−1 and in gN m−2 day−1 respectively and dmc and dmn are
the carbon and nitrogen contents of dry matter [gC gDM−1], [gN gDM−1], taken as constant values of 42.71 and
2.75% (measured in Dorinne grassland site). These fluxes of C and N intake are two additional fluxes leaving the
shoot carbon and shoot nitrogen reservoirs during grazing periods.
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The nitrogen intake has different fates: a part of it is retained for milk or meat production and the rest returns
the soil as excreta, under the form of urine or faeces. The percentage of retained nitrogen is hard to evaluate, and
mainly depends on the type of cow (milking or suckler cow) and on its development stage. As a first approximation,
the hypothesis is made that a very small quantity of nitrogen and carbon is retained by suckler cows, compared to
other fluxes. This hypothesis was also made by Gourlez et al. (2019) when estimating the carbon budget of cows.
However, in the TADA model, the user still has the choice to modify fret,N and fret,C , the percentages of N and C
retained for milk or meat production. Once N retention has been computed, the remaining part is considered to be
ejected as excreta, of which a fixed percentage is volatilized as ammonia (Menzi et al., 1997 cited by Riedo et al.,
2000):

Nvolat = fvolatNintake(1− fret,N ) (2.59)

where fvolat is the percentage of excreta N volatilized as NH3, and Nvolat is expressed in gN m−2 day−1. After
having deduced the volatilized N, the remaining excreta is divided into faeces and urine forms, according to a
constant fraction, furine:

Nurine = furine(1− fvolat)Nintake(1− fret,N ) and Nfaeces = (1− furine)(1− fvolat)Nintake(1− fret,N ) (2.60)

where Nurine and Nfaeces are expressed in gN m−2 day−1. A value of 0.6 was chosen for furine, according to Oenema
et al. (1997). Nitrogen excreted as faeces enters the surface litter pool, where its fate is considered similar to the
one of dead biomass. Nitrogen under the form of urine is assumed to be directly hydrolyzed by urease, and enters
the NH4 pool, according to Riedo et al. (2000).

As for nitrogen, the carbon intake may follow different paths: some of it may be used for milk or meat production,
some carbon is emitted to the atmosphere as CO2 by cattle respiration or as CH4 by enteric fermentation. The
remaining part is lost as urine of faeces. Fixed percentages of carbon intake are considered to be emitted as CO2

and CH4:
FCO2 = fresp Cintake and FCH4 = fmeth Cintake (2.61)

where FCO2 and FCH4 are expressed in gC m−2 day−1. A value of 0.03 is assigned to fmeth as a first approximation.
Values ranging between 3 and 5% were reported by Crush et al. (1992), Vuichard et al. (2007) and Martin et al.
(2010). The value of fresp was based on Gourlez de la Motte et al. (2016) who estimated this proportion at around
0.73 from measurements of organic matter digestibility on a grazed pasture.

The carbon lost as urine is computed from the urine N flux, considering a constant C/N ratio in urea of 12:28:

Curine = (C/N)urea ∗Nurine (2.62)

where Curine is expressed in gC m−2 day−1. The carbon contained in urine is assumed to be directly lost by
respiration. Finally, the lost of C in the form of faeces is deducted from a mass balance:

Cfaeces = Cintake(1− fret,C)− FCO2 − FCH4 − Curine (2.63)

where Cfaeces is a carbon flux in gC m−2 day−1, entering the surface litter pool.

One last phenomenon taken into account in the grazing module is the shoot trampling by cattle. The herd does
not only defoliates grass during biomass consumption. It also runs over grass, degrading it and leading to a flux of
dead biomass. This phenomenon is taken into account in an improved version of PaSim by Vuichard et al. (2007).
It is estimated that, with a stocking rate of 1 LU ha−1, 0.8% of the herbage biomass is returned each day to a litter
pool. The exports of C and N due to trampling may be computed as:

Ctrampling = fremove ∗ 10, 000ncattle ∗ shootC and Ntrampling = fremove ∗ 10, 000ncattle ∗ shootN (2.64)

where shootC and shootN are the shoot C and N reservoirs in gC and gN, and Ctrampling and Ntrampling are expressed
in gC m−2 day−1 and gN m−2 day−1. The stocking density ncattle is multiplied by 10,000 to obtain a number of
LU per ha, as fremove is expressed as a percentage of exported biomass per LU per ha.
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In TADA, no attention is paid to the nutritional status of the animals themselves. Note that even if the C and N
retained by animals for milk or meat production are represented by boxes in figure 2.5, cows are not considered as
reservoirs, and the temporal evolution of their mass is not assessed. Also, this module uses a rough estimation of the
intake capacity, while more precise estimations should take the type of cow, its age, its liveweight, its physiological
status, its environment, the feed characteristics, etc. into account (Graux et al., 2011). This approach is rather
developed in zootechnics models, but could be implemented in TADA, depending on the results provided by the
grazing module.

2.2.5 Management
The management routine covers the different human operations that take place on a grassland or a cropland.

The date, the type of operation and some additional information have to be entered in the model by the user (see
section 2.1.3).

Tillage During tillage, the disturbed soil layers are mixed, affecting the soil bulk density, the soil microorganisms
and different soil reservoirs. This operation is interpreted in the model as a homogenization over several layers
(number of layers depending on tillage depth) for which variable values are set to the average computed over the
tillage depth. The disturbed reservoirs are the carbon and nitrogen content of litter, the carbon and nitrogen
content of SOM, the NO3 and NH4 concentrations, the soil water content and the soil temperature.

Fertilisation Regarding the fertilisation, only the nitrogen and carbon composition of fertilisers, composts and
the manure are taken into account. The effect of phosphorus, potassium or other chemical compounds are not
modelled in TADA. Nitrogen fertilisation can be liquid or solid, but for solid fertilisation, N is incorporated into the
first soil layer only with the first precipitation greater than 0.1 mm 30 min−1. Nitrogen can be found in three forms
in fertilisers: nitrate, ammonium and urea. The percentage of these different forms in a fertiliser must be specified
by the user, as these molecules can follow different processes before being incorporated into the soil. NO3 and
NH4 directly enter their respective pool in the first soil layer. Urea first has to be hydrolyzed, a chemical reaction
which will change one molecule of urea into two molecules of NH4 and one of HCO3. This process is assumed to
be immediate in the model. A part of the the urea can leave the system by volatilization (around 7% of the urea
according to Schjoerring & Mattson, 2001). The composition of compost or manure (C and N contents) is entered
by the user, and the C and N contained in it are directly incorporated into the litter pool of the first soil horizon.

Sowing The sowing operation is defined by the user, with the day, density and depth specified as inputs. When the
simulation reaches that day, it enters in a new phenological stage starting from the sowing to the seed germination.
Moreover, the carbon and nitrogen content of the grain are estimated based on measurements made at Lonzée
experimental site for winter wheat grain (41.7% of carbon and 1.53% of nitrogen). The carbon and nitrogen content
of the grain is distributed into the different organs using the same coefficients as for the stage 3 (see table 2.2).

Winter wheat harvest During the harvest, a part of the above-ground material is removed from the system,
but the rest of the plant organs enters the litter pool. The remaining above-ground materials reach the first soil
horizon while dead roots move to the litter pool in the corresponding layer. The proportion of the above-ground
biomass left on the field is calculated from measurement done at Lonzée experimental site. At harvest, it is assumed
that all the reproductive organ is harvested.

Grass harvest When grass is harvested, the height left after the cutting must be specified by the user. An
allometric equation fitted to field data is used to calculate the amount of C and N left in the above-ground vegetation.
The difference between the remaining biomass and the previous content of the shoot reservoirs is assumed to be
harvested. The impact of the harvest on the shoot and root senescence rates is not considered in the model.
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2.3 Computer programming
This section aims to be a simplified user guide, making the TADA model easy to pick up. TADA is composed of

three different types of files: the .f90 files which correspond to the code divided into program units according to the
different modules presented in the section 2.2, the .txt files which are the model inputs presented in section 2.1.3
and the .blk files which list the global variables and parameters, i.e. the shared values among the program units.

The .f90 files are program units or groups of program units written in Fortran 90, as their file extension indicates.
In this language, the program units are called subroutines. Each of them refers to a process or a module, such
as the “pheno_wheat.f90” file which corresponds to the crop phenology module or the “can_hydro.f90” file which
refers to the water interception process. For a simple usage of the model, without any intention of modifying the
processes, the .f90 files must be kept untouched. All the parameters that can be adapted or calibrated are defined
outside these files.

As the different processes are interconnected, and so are the different subroutines, the value of a variable computed
in one subroutine might be required in other subroutines. It is one of the roles of the .blk files. The common function
makes the mentioned variables "global" and, at the same time, the dimensions of these variables are declared. The
second role of these files is the declaration of parameters input, thanks to the parameter function. This function
assigns a constant value to an expression that can also be shared among the program units. Only two of these
files, containing the parameters assignment, need adjustment from the user: species.blk and parameter.blk. The
first file consists of a list of parameters that depend on the studied species and ecosystem. These parameters,
detailed in Appendix C (table C.1), come from the literature or have been calibrated. The second file contains
general parameters essential to the model, such as the name of the input files, the beginning year, the number of
meteorological data per day, etc (see the complete list in Appendix C, table C.2). Note that all the file names
might be chosen in parameter.blk except for the meteorological data file which must have the following form:
weatheryear.txt. The meteorological data for 2015, for example, is written weather2015.txt. If the simulation covers
several years, there must be as many meteorological files as the number of years simulated.

The .txt files contain the meteorological data, the soil data, the initial reservoirs content and the management
information. The meteorological data file does not accept any undefined value (i.e. NaN values) and must be
established according to the following pattern:

Day Global radiation Air temperature Precipitation Relative humidity Wind velocity Atm pressure
[JulianDays] [W/m2] [◦C] [mm] [−] [m/s] [hPa]

... ... ... ... ... ... ...

The soil data file contains general soil characteristics, such as the average slope and the length to the outlet, and
then characteristics related to each soil layer (soil texture, bulk density, etc.). The number of lines describing these
last characteristics must coincide with the parameter nhz which defines the number of soil layers in parameter.blk.
In the initial reservoirs content file, the user must fill in the starting phenological stage in addition to the initial
values of the reservoirs. The values for grasslands and croplands with the way they are obtained are presented in
tables C.4 and C.3 (Appendix C). The three other variables next to the phenological stage (nspec, rtdpt, standage)
are exclusively for forests so the entered value has no impact. As for the meteorological data file, these files must
not contain any undefined values. Regarding the management file, the way to complete it is described at the end
of the concerned file. This chronological list might cover several years and includes the Julian days, the type of
operation and some supplementary information.
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Chapter 3

Experimental sites

The calibration and validation of the model presented beforehand will require GHG, biomass and meteorological
data acquired in instrumented sites. We have the opportunity to benefit from the data collected in two major
Belgian experimental sites that are under the responsibility of Gembloux Agro-Bio Tech: a cropland in Lonzée
and an intensive pasture (grassland) in Dorinne. Lonzée has been labeled ICOS (Integrated Carbon Observation
System) since 2017 whereas Dorinne is in the process of being labeled. ICOS is a European Research Infrastructure
Consortium (ERIC) which is a legal entity corresponding to a network of stations measuring the concentration and
fluxes of GHG. This research infrastructure promotes a better understanding of carbon cycle and GHG emissions over
the Earth (terrestrial ecosystems, atmosphere and oceans) through long-term observations. This label guarantees
the quality and the continuity of the data series.

3.1 Lonzée
Lonzée terrestrial observatory is a four year rotation crop field (sugar beet, winter wheat, seed potato, winter

wheat) located 3.5km from Gembloux Agro-Bio Tech. This 12-ha crop has been cultivated by a local farmer for
more than 80 years (Lognoul et al., 2019). The climate is oceanic temperate with an annual average temperature
of 10◦C and an annual precipitation near 800 mm. The soil texture is classified as silt or silty loam according to
the USDA textural triangle, with nearly 15% of clay, 78% of silt and 7% of sand.

Located in a region reputed for agriculture, this experimental site follows a quite intensive crop management.
Before every sowing, two steps are followed: the stubble breaking and the ploughing/tillage which can be either
conventional (30cm) or superficial (8-10cm). Regarding the amendments, the farmer frequently applies insecticides,
fungicides, herbicides as well as liquid nitrogen, following the usual procedure in the region. The field shows a high
productivity with a dry grain yield around 9t/ha for winter wheat and around 20t/ha of exported biomass for sugar
beets.

The site is equipped with an eddy covariance system and a meteorological station in the center of the field (Figure
3.1). The EC system is composed of a sonic anemometer (Solent Research HS-50, Gill Instruments Lymington,
UK), allowing the measurement of the three components of wind speed and the temperature at high frequency
(10-20 Hz), combined with an infrared gas analyser (LI-7200, LI-COR, Lincoln, NE, US) which measures the CO2

and H2O concentration at the same frequency. These devices allow to measure CO2, water vapour, momentum and
sensible heat fluxes at a half-hourly scale (Aubinet et al., 2009; Moureaux et al., 2006). In addition, a N2O fluxes
measuring campaign was held from April 2016 to November 2016 when a N2O gas analyser was coupled with the
existing EC system. Even if Lonzée integrated ICOS in 2017 as a level-2 station, fluxes and meteorological data
have been measured since 2004.

As mentioned above, a meteorological station is also established on the experimental site with data sampled at
0.1Hz rate and averaged every 30 min. Radiation sensors measure incoming/outgoing longwave (far infrared) and
shortwave (solar) radiation. Photo-receptor cells also determine the incoming, outgoing and diffuse photosynthetic
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photon flux density (PPFD). Air temperature is measured at two different heights as well as relative humidity,
while canopy temperature is measured with a thermal camera. Along with these sensors, there are a rain gauge,
a barometer, a NDVI (Normalized difference vegetation index) sensor and a sonic ranging sensor (quantifying
snow depth). Soil temperature and soil water content are measured at five distinct depths (5, 15, 25, 55, 85cm
below-ground) but soil heat flux is only known at 5cm below-ground.

Figure 3.1: Lonzée terrestrial observatory in 2018

As a precaution against the lack of meteorological data, a back-up station has been set up next to the primary
one. Moreover, since 2018, additional measurements of soil temperature and soil water content profiles have been
implemented a few meters away from the main station.

Aside from these fluxes and meteorological data, biomass measurements are also carried out during field campaigns
and samplings. Canopy height, leaf area index (LAI), above-ground biomass are assessed at least six times per
growing season. In addition, leaf area to mass ratio, carbon and nitrogen mass fraction, remaining above-ground
biomass after harvest are measured once a year. Phenology stages are determined during every growing season
according to the BBCH scale. Finally, the vertical profile of soil carbon content is quantified every 10 years with a
motor corer (100 cores in the first meter soil layer).

Based on biomass measurements, an allometric relationship was established for winter wheat crops in Lonzée.
This relationship is based on eight measurements of plant above-ground dry mass (stem, leaves, grain, etc.) coupled
with measurements of vegetation height. From emergence to anthesis, plant height is linked to its dry mass according
to (R2 = 0.996 ):

h = 0.09175Wup,tot − 2.139 ∗ 10−5 (Wup,tot)
2 (3.1)

where h is the vegetation height [cm] and Wup,tot is the total above-ground dry mass [gDM m−2]. From height
measurements, it can be noted that plant height tends to decrease at the end of the crop cycle. This occurs
approximately at anthesis, and plant height is assumed to remain constant after that moment.

In 2017, a campaign of soil sampling was carried out in Lonzée. In total, 100 soil cores of 1m depth were collected
on the field. These cores were divided into 5 soil horizons: 0-5cm, 5-15cm, 15-30cm, 30-60cm and 60-100cm. These
samples were analysed in 2017 to determine the C, N and OM contents by the « INRA- Laboratoire d’Analyse
des Sols » in Arras, France. The rest was sent in 2019 to the « Centre provincial de l’Agriculture et de la ruralité
» in La Hulpe, Belgium, to measure soil texture and soil pH, except for the first horizon which was no longer
available. Aside from these measurements, soil bulk density was assessed on these samples. In 2018, during another

48



campaign, 3 soil samples were collected with cylindrical cores at 3 locations on Lonzée site, at 3 distinct depths
(0-25cm, 25-55cm, 55-85cm). Afterwards, pF curves were established for each sample by the « Laboratoire de
Mécanique et Physique du sol » , Gembloux, Belgium, with a pressure plate apparatus. With these curves, mean
values of SWC at field capacity and wilting point were calculated among the 9 replicates per soil horizon.

3.2 Dorinne

Dorinne terrestrial observatory is located in the Condroz region of Belgium, in the village of Dorinne, 18km away
from Namur. The description of the experimental site given hereafter is based on Gourlez de la Motte et al. (2016)
and Gourlez de la Motte (2019). The site consists of two adjacent permanent pastures of 4.22 ha and 4.04 ha for
pasture 1 and pasture 2 respectively (figure 3.2), intensively grazed by Belgian Blue cattle. The grasslands are
composed of grasses (66%), legumes (16%) and other species (18%), with perennial ryegrass (Lolium perenne L.)
and white clover (Trifolium repens L.) being the dominant species. The site has been a permanent grassland for
probably more than a century, and organic and inorganic fertilisers have been applied regularly for about 40 years
(mean N fertilisation rate of 120 kg N ha−1 year−1). A grassland renovation (ploughing and resowing) occurred in
spring 2018 in pasture 2. This had not been done for more than 50 years. The site is dominated by a large colluvial
depression exposed south-west/north-east, based on a loamy plateau. The dominant soils are colluvic regosols,
according to the FAO classification, characterized by calcareous and clay substrates. Soil texture is characterized
as silt loam according to the USDA classification, with 69, 17 and 14% of silt, clay and sand textures respectively.
The climate is temperate oceanic, with mean annual temperature of 9.4◦C and mean annual precipitation of 905
mm (IRM, 2018).

Figure 3.2: Aerial image of Dorinne experimental site, divided into two pastures.
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The farm includes a herd composed of 235 Belgian Blue heads, with on average 95 calvings a year. During the
grazing season, feed is rarely supplied to the cattle, only during potential grass shortage. The average stocking
density is around 2.3 livestock units (LU) per ha and per year, cows being almost continuously on the pasture from
March to mid-November. In winter, cattle is fed at the barn with wheat straw, maize and grass silage, winter cover
forage, beet pulps, and ProtiWanze R©, a byproduct of bioethanol production from wheat.

At the experimental site, both eddy covariance and meteorological data have been acquired since 2010 in pasture
1, and since 2015 in pasture 2 (figure 3.3). For the EC technique, a sonic anemometer (CSAT3, Campbell Scientific
Ltd, UK) is installed on a mast of 2.6 m above-ground in pasture 1 and 1.92 m in pasture 2, both coupled with
CO2-H2O infrared gas analysers (LI-7000, LI-COR Inc., Lincoln, NE, USA). These systems allow measuring carbon
dioxide, latent heat, sensible heat and momentum fluxes every 30 min, through 10 Hz sampling. The CH4 fluxes
have been measured in pasture 1 with the same anemometer, coupled with a CH4 gas analyser (PICARRO G2311-f,
PICARRO Inc, USA) since 2012. Finally, quantum cascade lasers (Aerodyne Research Inc, USA) were installed in
2018 in pasture 1 and pasture 2, allowing continuous sampling of N2O, H2O and CH4 fluxes. The figure 3.3 gives
an overview of the gas analysers installed on both masts, along with the data of GHG fluxes available for given
periods. Note that in 2016 and 2017, in pasture 2, as the LI-7000 analyser did not provide the expected accuracy,
these data are not to take into account.

Figure 3.3: Timeline of the installation of gas analysers on pasture 1 and pasture 2.

In both pastures, at the same location as the EC systems, meteorological stations acquire the following data:
air temperature, relative humidity, rainfall, atmospheric pressure, soil temperature at 2, 5, 10, 25 and 50cm below-
ground, soil moisture at 5, 25 and 50cm below-ground, and different radiation variables (incoming/outgoing longwave
and shortwave radiations, incoming and diffuse PPFD). Meteorological data are sampled at a rate of 0.1 Hz and
averaged every 30 min.

To complete the continuous EC and meteorological data, punctual biomass measurements are done. The herbage
mass is deduced in the field from the herbage height measured on average once a week with a rising plate meter,
using allometric relationships fitted to Dorinne station. The allometric equation was created with the relation
between harvested grass height and its measured dry biomass (Gourlez de la Motte et al., 2016). In order to express
the above-ground biomass as a function of the total vegetation height, this equation was adapted as follows:

Wsh =
−3.7781 ∗ h2

2
+ 219.98 ∗ h (3.2)
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withWsh the shoot dry matter [kg ha−1] and h the total plant height [cm]. The methodology to obtain this equation
is detailed in Vandewattyne (2019).

During the grazing periods, grass growth is evaluated with secured enclosures. This method is fully described
in Gourlez de la Motte et al. (2016). Three enclosures from which cattle are excluded are installed on pasture 1.
Each enclosure is made of five strips (0.5 x 2m), which are successively cut every week in order to simulate grazing.
As 5 strips are present, measurements must be conducted during 5 weeks. On week 1, strip 1 is cut, its initial
and final heights are measured, and the herbage biomass is deducted from the allometric relationship. On week 2,
strips 1 and 2 are mowed, on week 3, strips 1 and 3, until cutting strips 1 and 5 on week 5. With that method,
a weekly grass growth can be obtained from the means between strips and secured enclosures. Evaluating grass
growth under grazing can also be useful to determine cattle grass intake, which is taken equal to the variation of
grass height between the beginning and the end of a stocking period, plus the estimation of grass growth (Gourlez
de la Motte et al., 2016).

In 2019, a soil sampling was carried out. Twenty samples were randomly collected on pasture 1, at three distinct
depths: 0-10cm, 10-35cm, 35-70cm. Soil texture, soil pH, soil N and soil C contents were measured on these samples
by the « Centre provincial de l’Agriculture et de la ruralité » in La Hulpe, Belgium. Soil bulk density was measured
near the EC mast at the three depths of interest by means of soil samples collected in a pit with metallic cylinders
of known volume.

3.3 Gap filling of meteorological data
As one of the goals of this thesis is to adjust the TADA model to simulate the behaviour of the vegetation of

these experimental sites, some series of continuous data corresponding to the inputs (presented in section 2.1.3)
have to be established specifically to each experimental site. Input variables, such as meteorological conditions,
are normally recorded but some technical problems and regular maintenance of measurement devices sometimes
lead to missing data. Unfortunately, TADA does not accept any undefined values as inputs and data gap filling
is necessary. As a reminder, the required meteorological data for the TADA model are the global radiation, the
precipitation, the air temperature, the relative humidity and the atmospheric pressure.

Figure 3.4: Global radiation in Lonzée (blue) completed with Pameseb measures (orange)

Stations from the CRA-W/Pameseb network could be used as a substitute to the Lonzée and Dorinne experimental
sites and provide hourly data of these meteorological variables, except for the atmospheric pressure: Sombreffe,
10.6km from the Lonzée site and Haut-le-Wastia located 8.9km from the Dorinne site. In order to gap fill the
30-min meteorological datasets, the hourly records were interpolated linearly. Consequently, the air temperature at
1.30pm is the arithmetic mean of the air temperature at 1pm and 2pm. As the global radiation seemed inconsistent
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with the measured radiation in Lonzée (see figure 3.4), the missing values of global radiation were rather estimated
from the measured PPFD. The relation between these two variables was considered linear with a slope of PPFD as
a function of global radiation equal to 1.8135.

Regarding the atmospheric pressure, data were gap filled with the pressure measurements of the gas analyser in
Lonzée. As this information was not available for Dorinne and this site is not located far from Lonzée (approximately
30km), the missing values were filled with the atmospheric pressure at the Lonzée site, corrected for the difference
in altitude.
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Chapter 4

Calibration of the water cycle

The implementation of an ecosystem model to simulate a forest, crop or grassland dynamics requires a certain
accuracy in the model outputs. As presented in section 2.2, most of the processes running the ecosystem are
expressed by means of empirical equations including various species or site-dependent parameters which must be
specified for the experimental site that is simulated before running the TADA model. Some of the parameters values
can be found in the literature (optimal temperatures for root growth, photoperiod required for plant development,
reference temperatures for leaf senescence, etc.), especially when they seem to be generic (independent on site
conditions). Most of the time, a limited number of parameters values is directly available from on-site measures
(the specific leaf area, the carbon content of dry matter) (Zhu & Zhuang, 2014). Finally, many parameters can not be
directly measured in the field, or taken from the literature, as their value is highly dependent on the site conditions
and on the modelled species. As a consequence, calibrating these unknown parameters by comparing experimental
and modelled data remains a widely-used method in ecosystem modelling (Rasse et al., 2001; Graux et al., 2011;
Kröbel et al., 2011; Puche et al., 2019). The quality of parameters calibration is critical for ecosystem models, as
the uncertainty of model parameters is a major source of simulation errors (Medlyn et al., 2005). Consequently, the
reliability of models is tightly linked to the quantity and quality of the data used for model calibration (Baldocchi
& Wilson, 2001). In this chapter, the parameters involved in the water cycle will be separately calibrated for three
main processes: soil evaporation, canopy transpiration and water infiltration and percolation. A brief methodology
will first be given and some results will be presented and then discussed.

4.1 Methodology

4.1.1 General procedure

Tuning parameter values is done by comparing modelled and measured data. As a model aims at reproducing
reality, the goal of parameters calibration, also called parametrization, is to stick predictions to measures as closely as
possible, by making parameters vary. Model parametrization may be conducted by manual or automatic calibration,
the first one requiring less computing power, and the second one often providing more accurate results for the same
working time. In both cases, model calibration is based on an optimization criterion, expressed as a function of
model residues, i.e. the difference between measured and modelled data. By modifying one or more parameters
at a time, the evolution of that function of model residues is studied. While manual calibration usually consists
in testing different parameter values within a predefined range, and choosing the ones that minimize the residues
function, automatic calibration relies on more complex linear, nonlinear, heuristic or probabilistic methods (Obropta
& Kardos, 2007) such as the Gauss-Marquardt-Levenberg method or the Monte Carlo Markov chain algorithm.
Automatic calibration will be preferred when the number of parameters that must be tuned increases. However,
in this work, a manual calibration was chosen, firstly for the sake of simplicity and considering the time available
to perform a Master thesis, and secondly to get a precise understanding of how parameters separately affect the
processes of interest.
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The method chosen for the manual parametrization of the water cycle is displayed in figure 4.1. This procedure is
used separately for each process that has to be calibrated, and is reiterated for each parameter. As all the parameters
can not be calibrated simultaneously, a sensitivity analysis must first be performed in order to know in which order
parameters should be calibrated. Afterwards, the TADA model is run with various values for parameter i (first
one in the list provided by the sensitivity analysis), and the value that minimizes the residues is chosen through an
optimization criterion. Then, the procedure is repeated with a new parameter j (second in the list) but using the
new fixed value for the parameter i, until calibrating all the parameters of interest. Once model parametrization
done, the calibrated process may be validated with a new dataset. The aim is to evaluate to which extent the model
error increases in conditions that could be slightly different from the ones used for model calibration. This step is
important to spot model overfitting, i.e. the elaboration of a model that reproduces so precisely the conditions on
which it was developed that it can not be extrapolated to new conditions.

Figure 4.1: Procedure of manual model parametrization

Sensitivity analysis The sensitivity analysis is the first step of the methodology presented in figure 4.1. It is
used to list in which order parameters will be calibrated. The method used for this first step is the constant fraction
analysis: one upper and one lower bound value for each parameter (+10% and -10% of a reference value) are defined,
the model is run with these configurations, and the variation of one output variable chosen as target variable is
assessed. For example, the sensitivity analysis of soil evaporation will consider the cumulative evaporation during
a fortnight as target variable. When both bounds are tested in the model, the sensitivity index of parameter i is
computed as:

si =

∣∣∣∣outup − outlowout0

∣∣∣∣ / ∣∣∣∣pi,up − pi,lowpi,0

∣∣∣∣ (4.1)

where pi,0, pi,up, pi,low are the reference, upper and lower values of parameter i and out0, outup outlow are the
output variables corresponding to the different parameter values. The most sensitive parameter will be the one with
the highest si. It must be noted that some parameters will be weakly sensitive, or even insensitive. Calibrating
these parameters will not be possible, as their effect can not be perceived on the target ouput.

TADA model When an order of parameters is established for a given module of the model, different values are
tested for parameter i and one is chosen following the optimization procedure, then for parameter j, etc.. Note that
all the TADA model is not optimized in one procedure, and that each module is calibrated separately. This requires
the isolation of the module of interest, to avoid the interference with the other ones, which in turn depend on their
own parameters values. For example, to calibrate canopy transpiration, net carbon assimilation must be known at
every time step (because the stomatal resistance, needed to compute transpiration, is dependent on GPP). In this
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case, measured GPP data will be preferred to carbon assimilation model outputs in order to avoid the propagation
of the error already present in the photosynthetical module. The way to isolate each module will be discussed later.

Optimization When the model is run with a given parameter value, observations (i.e. measured data) and
predictions (i.e. model output) are compared through various optimization criteria. The statistical parameter R2

may express the correlation between observations and predictions. However, model bias are not accounted by R2

(Mitchell, 1997), and several alternatives are available, such as the root mean squared error (RMSE) which measures
the mean deviation of model predictions from the observations:

RMSE =

√√√√ N∑
i

(xi − x̂i)2

N
(4.2)

where xi and x̂i are the observed and predicted variables at a given time step i and N is the size of the dataset
used for calibration. The optimization index chosen here is based on half-hourly data, instead of daily- or weekly-
averaged estimates, in order to focus on the intra-day variability of fluxes that must be calibrated. Note that the
RMSE does not consider whether a phenomenon is over- or underestimated, as the difference is squared. As the aim
of model calibration is to minimize the RMSE, parameters values are tested over an interval covering the realistic
range, until finding a range where the minimum of RMSE can be encountered. The procedure is then repeated
on this interval until reaching a certain level of precision in parameter estimation (generally, few percents). This
procedure is then applied to the second parameter, etc., until having calibrated all the sensitive parameters. Besides
the RMSE, a mean bias error (MBE) can be computed for each parameter value as:

MBE =
1

N

N∑
i=1

(xi − x̂i) (4.3)

This MBE indicates whether the variable of interest is on average over- or underestimated by the model. One last
statistical coefficient that was computed is the Theil’s inequality coefficient (TIC), introduced by Henri Theil in
1958:

TIC =

√∑N
i=1 (xi − x̂i)2√∑N

i=1 x
2
i +

√∑N
i=1 x̂

2
i

(4.4)

The main advantage of this coefficient is that it is bounded between 0 and 1, and allows comparisons between
parametrizations of different models or modules. A value of 0 corresponds to a perfect prediction, while a value of
1 indicates a total inequality between observations and predictions (Leuthold, 1975).

4.1.2 Evaporation
In TADA, three sources of water vapour are considered: snow sublimation Esn, soil water evaporation Esoil and

canopy transpiration TR (figure 2.1). The total flux of water vapour Etot may be measured with the EC technique,
and may be set equal to the sum of three contributions:

Etot = Esn + Esoil + TR (4.5)
These fluxes occur in distinct conditions, so that Etot corresponds to its evaporation or transpiration components
for some specific periods. First, snow periods are rare and most of the time, Etot = Esoil + TR. Secondly, Etot
sometimes corresponds to Esoil when no vegetation is present (TR = 0). This corresponds to inter-cropping periods
for Lonzée, when the ground is naked, and to the beginning of the renovation of pasture 2 in Dorinne, when the
soil was ploughed. Therefore, soil evaporation was calibrated against Etot measurements acquired during these bare
soil periods. To obtain an estimation of total water vapour exchange, the air canopy storage (computed from the
variation of the air water vapour concentration in the canopy) was added to the EC flux Eflux, expressed in mm
day−1 and obtained from LEflux expressed in Wm−2 (transformation with the latent heat of water vaporization).
In Lonzée, Eflux was measured with a LI-7200 analyser during the period of interest and with the Aerodyne analyser
in pasture 2 in Dorinne, which was assumed to be the most precise analyser for Eflux measurements during the
period of bare soil. Note that only positive values of Etot were kept, as evapotranspiration fluxes are assumed to
leave from the ecosystem.
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Table 4.1: Parametrization of the water cycle

Evaporation Transpiration Infiltration and
percolation

Parameters λae,λbl,εcst,εwater,z0 a1,vpd0,z0 Ci,mi

Measured Etot trans SWC

Modelled Esoil TR θ

Model inputs SWC GAI, h, SWC, GPP Esoil

Lonzée
Time range calibration 01.09.14 - 27.10.14 14.04.14 - 14.07.14 01.09.14 - 27.10.14
Time range validation 07.04.14 - 10.05.14 14.04.14 - 14.07.14 -

Dorinne
Time range calibration 02.05.18 - 16.05.18 01.09.13 - 31.12.13 29.04.18 - 16.05.18
Time range validation 02.05.18 - 16.05.18 01.09.13 - 31.12.13 -

Additional information regarding the calibration of the evaporation process is given in table 4.1. The parameters
that could be adjusted are listed in the first line. As a reminder, these parameters and the equations in which
they are involved are detailed in section 2.2.1. Five parameters were considered potentially influential for soil
evaporation: λae and λbl, the weighting coefficients of the aerodynamical and soil surface boundary layer resistance,
εcst and εwater, two parameters involved in the expression of soil pore resistance and z0 the roughness length, used
to compute u∗, which in turn impacts the soil surface boundary layer and aerodynamical resistance.

As presented beforehand, the calibration of a given module is performed by isolating it from the other ones. For
soil evaporation, the values of the soil water content (SWC), which influences soil pore resistance, were not the
outputs of the TADA model, but measured values.

In Lonzée, the calibration of soil evaporation was performed in 2014 from the 1st of September (stubble breaking
after harvest) to the 27th of October (seed emergence). The validation was done on a shorter period of 33 days in
2014, from the 7th of April (soil preparation and planting) to the 10th of May (first visible shoots). Before shoots
were visible on field images, it is estimated that no water is transpired by plants and that Etot remains equal to
the evaporation flux. In Dorinne, only one period of bare soil occurred in the available dataset. In 2018, during the
grassland renovation on pasture 2, some glyphosate was first applied on the field in March, the soil was tilled on
the 13th of April and grass was sowed on the 23th of April. On images, grass is estimated to have emerged around
the 16th of May. However, during that pasture renovation, SWC sensors had to be removed and then re-installed,
which leads to a big gap in SWC data. The only remaining period which corresponds to a bare soil and when SWC
data were available ranges from the 2d of May to the 16th of May. As no other period was available for model
validation, even days were used for calibration and odd days for validation.

4.1.3 Transpiration

Once the evaporation process calibrated for bare soil conditions, the hypothesis is made that the parameters
obtained for bare soil can be used for soils covered by vegetation. As a consequence, canopy transpiration can be
computed, when no snow is present (Esn = 0), as:

trans = Etot − Esoil (4.6)

where Etot must be expressed in mm day−1 and is computed with the same methodology than for the parametrization
of soil evaporation. For Lonzée, Eflux is measured with the LI-7200 gas analyser and with the Picarro gas analyser in
Dorinne, which was assumed to be the most precise one for Eflux measurements. In equation 4.6, Esoil is modelled
with the parameters previously calibrated for Dorinne and Lonzée datasets respectively.
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To parametrize canopy transpiration, the estimated transpiration trans is compared to the modelled one TR.
Three parameters were identified as influent for this parametrization: a1 which is a stomatal resistance factor, vpd0

which is an empirical coefficient required to compute the dependence of this resistance to the vapour pressure deficit
(equation 2.25), and z0 the roughness length. All three parameters are involved in plant transpiration through the
regulation of the total conductance for water vapour transfer.

Besides these parameters, the values of some variables must be known to compute plant transpiration. Once
more, in order to reduce the potential bias in this parametrization, these values where not the TADA model outputs,
but those estimated from measurements. First of all, the GAI must be provided at every time step in order to
weight the boundary layer resistance, as well as plant height h which impacts the aerodynamical and boudary
layer resistance. In Lonzée, h and GAI were estimated from, respectively, biomass measurements introduced in an
allometric relationship (equation 3.1), and specific leaf area SLA to tranform a mass into a surface. In Dorinne,
plant height was directly available from weekly measurements, and GAI was obtained by estimating the biomass
corresponding to h (equation 3.2), multiplied by grass SLA (value coming from Lazzarotto et al., 2009). As
sometimes only punctual measurements of GAI and h are available, a linear temporal interpolation was done to fill
the gaps and obtain values for each half-hour (see Delhez (2019)). Measured values of SWC at 5cm and gross carbon
assimilation were also used to compute canopy transpiration. For gross assimilation values, GPP estimations were
used. They come from gap filled NEE (EC measurements), partitioned into GPP and Reco. The partitioning was
performed by the REddyProc package of R software (https://cran.r-project.org/web/packages/REddyProc).
For more information, the partitioning algorithm is described in Reichstein et al. (2005).

The time range used for the adjustment and the verification of the transpiration module in Dorinne is the whole
year 2013, which is characterized by a nearly continuous EC dataset, by frequent biomass measurements and by
a regular management. This year was divided into two datasets: a calibration one (even days) and a validation
one (odd days). In Lonzée, the period of vegetation when biomass data were available ranges from the 14th of
April 2014 to the 14th of July 2014. As for Dorinne, this time range was divided into even and odd days for model
calibration and validation.

4.1.4 Infiltration and percolation
Initially, model SWC had to be compared with measurements in each soil horizon in order to parametrize both

water infiltration and water percolation. Unfortunately, the simulations showed important discrepancies between
predicted and observed SWC. As it was hazardous to determine whether this divergence was due to an inaccurate
description in the model, to a shift in the sensors signal or to both, water infiltration and percolation was not
calibrated. Instead of focusing on absolute values of SWC, more attention was paid to its variability, i.e. to the
dynamics of water transfer.

This dynamics was described and compared for observations and predictions at Lonzée and Dorinne. For this last
site, in addition, some parameters were tuned to obtain the same shape for the stabilization of soil moisture after
a rain event. These parameters are Ci and mi both used in the expression of the saturated hydraulic conductivity
(equation 2.17). Quantitatively, the SWC stabilization was described by the number of days required after the
beginning of a given precipitation to reach an equilibrium. For both sites, the periods considered during the
adjustment were the bare soil periods, similar to the ones used for the parametrization of soil evaporation. Also,
more attention was paid to the SWC at 5cm, as its variation is more easily detectable than in deeper soil horizons.
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4.2 Results

4.2.1 Sensitivity analysis
The results of the sensitivity analysis performed for the three processes of interest are displayed in table 4.2.

As a reminder, these values indicate how the output varies when the parameters are separately modified around a
reference value. For the evaporation process, the three most influential parameters are λae, z0 and λbl. This implies
that soil evaporation is mostly controlled by the aerodynamical and boundary layer resistance, as these three
parameters are involved in their computation. The other variable that could potentially control soil evaporation
is the soil pore resistance, which depends on SWC of the first soil layer. However, this resistance seems to be less
influential as the parameters involved in its computation, εwater and εcst, are the least sensitive parameters. This
could partially be explained by the fact that the time ranges used for this sensitivity analysis (the same ones as for
the calibration) did not cover high variations of SWC, leading to a narrow range of rsoil values. Indeed, soil pore
resistance stays very low as long as the SWC is close to the field capacity as it is the case for the sensitivity analysis
period. Consequently, this resistance and the evaporation are nearly not affected by any variation of εwater and
εcst during this period. This hypothesis is consolidated by the fact that the sensitivity of εwater and εcst is much
lower for Dorinne than for Lonzée, as the dataset covers 14 days with a variation coefficient of 2.82% for SWC at
Dorinne vs. 56 days with a coefficient of variation of 6.78% at Lonzée. As a consequence, εwater and εcst will not
be calibrated hereafter, and their default values provided by Passerat (1986, cited in Mahfouf Noilhan, 1991) will
be used.

Table 4.2: Sensitivity of evaporation, transpiration, infiltration and percolation parameters.

Sensitivity (%)

Lonzée Dorinne

λae 69.67 96.85
z0 18.68 26.14

Evaporation λbl 3.25 4.00
εwater 3.56 0.71
εcst 1.31 0.05

a1 - 48.64
Transpiration vpd0 - 21.66

z0 - 0.00

Infiltration mi - 619.06
and percolation Ci - 85.72

No sensitivity analysis was performed on Lonzée data, because the measures of canopy transpiration seemed
inaccurate. This will be discussed and illustrated in section 4.2.3. For Dorinne, a1 was the most influential
parameter of canopy transpiration, followed by vpd0. Plant transpiration showed no sensitivity to the roughness
coefficient z0. This illustrates that unlike soil evaporation, the boundary and aerodynamical resistances are not so
important in the transpiration process, and more influence comes from the stomatal conductance.

As explained before, the variable of interest for the infiltration and percolation process is the time required to
stabilize soil moisture at 5cm after a precipitation. This time directly depends on Ksat representing the velocity
of water transfer from one soil layer to the adjacent one, and which is highly sensitive to mi and Ci. Considering
the high influence of these two parameters, no other parameter will be considered to calibrate the stabilization of
SWC. The results show that mi is the most influential parameter.
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4.2.2 Evaporation
4.2.2.1 Lonzée

Figure 4.2 illustrates the comparison of measured and modelled evaporation computed with calibrated parameters
of Lonzée site, from the 10th of September 2014 to the 1st of October 2014. At first sight, TADA seems to
accurately reproduce the dynamics of soil evaporation during the eight first days. However, on the 19th of September,
precipitation occurs, and important disagreements between TADA outputs and measurements can be observed after
that date. The residues (corresponding to the difference between outputs and measurements) were plot against
potential driving variables, but not relationship could be derived. The most likely explanation is that, after a
precipitation, the assumption that Etot corresponds to Esoil for bare soil is not correct. Some of the water reaching
the ground surface probably directly evaporates, which is why Etot increases right after the precipitation and does
not correspond to the modelled soil pores evaporation. This observation reveals a default in the representation of
the water cycle in TADA. An evaporative flux from the intercepted rain should be added from a reservoir of surface
water. Neglecting this additional flux also leads to an overestimation of water infiltration. This implementation was
not realised in the frame of this Master thesis for a matter of time. Instead, a new calibration was performed after
having removed the days after rainfall (from the 18th to the 23d of September). If a larger dataset was available with
several dry and rainy periods, a statistical analysis could have been carried out in order to evaluate, on average,
how many days after a precipitation should be removed from the dataset of calibration.

Figure 4.2: First calibration of soil evaporation in Lonzée (2014).

The results and statistics of the second calibration (after having removed rainy periods) and associated validation
are listed in table 4.3. Starting from the reference parameter values, the largest reduction of RMSE and TIC
is obtained after the tuning of λae, which is the most sensitive parameter, the second one being z0. During the
calibration tests, the adjusted value of z0 was identical to the reference one, which is why RMSE could not be
reduced. This consolidates the choice of 0.0015 m for z0 provided for bare soil by Jones (1992). The two last
parameters εcst and εwater were not changed, as their modification did not lead to substantial reductions of RMSE,
and because default values were preferred, as the dataset of calibration did not cover wide variations of SWC.
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Table 4.3: RMSE, MBE and TIC parameters computed with the uncalibrated evaporation model, with the calibrated
one, and with the validation dataset (Lonzée, 2014).

Parameter Value
RMSE MBE TIC

[mm day−1] [-]

Uncalibrated - - 1.9789 1.1652 0.5975

λae 1.55 1.3737 0.1661 0.3196
z0 0.0015 1.3737 0.1661 0.3196

Calibration λbl 1.26 1.3725 0.2080 0.3235
εcst 3.8113 1.3725 0.2080 0.3235
εwater -13.515 1.3725 0.2080 0.3235

Validation - - 1.8172 0.2439 0.4097

Figure 4.3: Comparison of first and second calibration of bare soil evaporation in Lonzée (2014).

60



The remaining RMSE after the parametrization of bare soil evaporation is 1.3725. It means that, on average, an
error of 1.38 mm day−1 is made when estimating soil evaporation. The TIC indicates a rather good predictability.
As a comparison, Maes et al. (2019) reached a RMSE of 0.56 mm day−1 when comparing predictions of evapo-
transpiration computed with a radiation-driven approach of evapotranspiration. With another model of ecosystem
evapotranspiration, Hssaine et al. (2018) obtained RMSE from 49 to 128 W m−2, i.e. 1.73 to 4.53 mm day−1,
depending on the conditions of the modelled field.

The effect of removing the periods following a precipitation is illustrated in figure 4.3. On average, there still are
some underestimations of Etot as indicated by the MBE in table 4.3. This is probably due to the fact that all the rainy
periods were not completely removed in the calibration dataset (for example, after a short and slight precipitation).
As no period was removed from the validation dataset, the RMSE, MBE and TIC are larger comparing to those
obtained for calibration. As a comparison, Merlin et al. (2018) tested the calibration of soil evaporation from
eddy covariance measurements during a continuous period of nine month on the one hand and over separate drying
periods bounded by significant rainfall events on the other hand. When comparing both methodologies, removing
the precipitation events resulted in a better correlation between measured and predicted soil evaporation.

4.2.2.2 Dorinne

The results of the parametrization of soil evaporation for Dorinne experimental site are given in table 4.4.
Compared to the calibration for Lonzée site, λae and λbl are smaller, indicating that less weight is given to rae and
rbl in the total resistance to soil evaporation. This is why εcst is set at a higher value, providing more influence
to the soil pore resistance. However, it must be noted that for Dorinne as for Lonzée, λae was reduced to a value
close to 1 instead of its reference value of 4 in the ASPECTS version, which would indicate better estimations of
rae and rbl by equations 2.9 and 2.10 (no need of the weighting factors λae and λbl). In their review of evaporation
rates measured in different grassland sites, Kelliher et al. (1993) compared aerodynamical resistances estimated for
grassland sites. The mean value of rae across the 7 grassland sites listed in Kelliher et al. (1993) is about 40 s m−1

while the mean half-hourly value of rae during the calibration reaches 427 s m−1, which is more than ten times
higher. Kelliher et al. (1993) expressed aerodynamical resistance for sites with vegetation, while the value of 427 is
obtained for bare soil. This difference can partly be explained by the fact that aerodynamical resistance decreases
with increasing vegetation height (Bonan, 2008a).

A possible source of error in the estimation of rae and rbl in TADA is the hypothesis that neutral stability
conditions are always met, which is necessary to express these resistances only as a function of u and u∗ (equations
2.9 and 2.10). In unstable or stable conditions, rae and rbl are assumed to change, and some formulations were
proposed in these conditions, taking the stability parameter into account (Bonan, 2008a). However, the sensible
heat fluxes must be known to evaluate the stability parameter at every time step, which is not the case for the
TADA model, as no energy cycle is modelled. According to Camillo & Gurney (1986), aerodynamical resistance is
higher for neutral stability conditions than for unstable conditions. As unstable conditions tend to occur during
the day, when most of the soil evaporation takes place, rae and rbl might be overestimated with the hypothesis
of neutral stability conditions and rsoil would consequently be underestimated. This would explain the divergence
with the values of Kelliher et al. (1993).
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Table 4.4: RMSE, MBE and TIC parameters computed with the uncalibrated evaporation model, with the calibrated
one, and with the validation dataset (Dorinne, 2018).

Parameter Value
RMSE MBE TIC

[mm day−1] [-]

Uncalibrated - - 3.7071 2.2964 0.7145

λae 0.78 2.5699 0.2176 0.3088
z0 0.0015 2.5699 0.2176 0.3088

Calibration λbl 0.93 2.5695 0.1836 0.3069
εcst 55.3 2.5666 0.2605 0.3108
εwater -13.515 2.5666 0.2605 0.3108

Validation - - 2.7501 0.0014 0.3483

Although this calibration allowed reducing the error compared to the reference situation (ASPECT), the RMSE
remains relatively high. A part of this error comes from a divergence between measures and predictions during the
first days of calibration (after the 2nd of May) as 31mm of rain fell from the 29th of April to the 1st of May, leading
to higher Etot fluxes. However, the TIC remains in the same order as for Lonzée, because the magnitude of soil
evaporation is higher in Dorinne (figure 4.4), thus reducing the relative error. As for Lonzée, there is on average
an underestimation of evaporation fluxes by the TADA model, among others due to the precipitation that occurs
before the period of calibration. After the 5th of May, evaporation fluxes are quite satisfactorily reproduced, as well
for the calibration dataset as for the validation one. However, the results of this parametrization being established
for a very short time range (16 days), their extrapolation to other periods has to be carefully verified in the following
steps.

Figure 4.4: Calibration and validation of bare soil evaporation in Dorinne (2018).
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4.2.3 Transpiration

4.2.3.1 Lonzée

Canopy transpiration could not be calibrated with the dataset acquired in Lonzée. As presented in section 4.1.3,
the observed value for canopy transpiration trans was computed as the difference between the evapotranspiration
flux Etot and the modelled soil evaporation Esoil. However, as illustrated in figure 4.5, Esoil often overshoots the
Etot measurements with the adjusted parameters, leading to negative estimates of trans. Besides making plant
transpiration impossible to calibrate for every time step when Esoil is higher than Etot, this observation questions the
transposition of parameters values obtained during the Esoil adjustment performed on bare soil to soils covered with
vegetation. Indeed, while evaporation fluxes were underestimated for bare soil conditions, Esoil is overestimated
during the rest of the year. This involves that the adjustments from bare soil evaporation can not be extrapolated
to other conditions. This may be caused by a narrow range of environmental conditions encountered during the
naked ground periods, such as the weak variations of SWC, that lead to a wrong calibration of εcst and εwater.
Ideally, the evaporation of bare soil should be calibrated on a full year of bare soil conditions, hoping that contrasted
climatic periods will be met. As no such dataset is available for Lonzée, the best option remains the use of default
parameters provided in the ASPECTS model. An alternative to the distinct parametrization of evaporation and
transpiration will also be discussed in section 4.2.5.

Figure 4.5: Comparison of water vapour exchanges in Lonzée (2015) with initial and calibrated soil evaporation
parameters.

In addition to the difficulty of obtaining a calibration dataset with a large panel of environmental conditions, the
idea of extrapolating parameters calibrated on bare soil to soils covered with vegetation can bring some bias when
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the model is not mechanistic enough. As stated in Bonan (2008a), aerodynamical resistance decreases with higher
vegetation height, as the roughness length increases. The impact of this decrease might not be well reproduced on
rae with equation 2.9 because of a too empirical approach. Therefore, this decrease of rae for higher vegetation
can only be taken into account by the diminution of the weighting coefficient λae that multiplied rae and values
obtained under bare soil conditions are not adequate for vegetated fields.

4.2.3.2 Dorinne

The issue encountered in Lonzée dataset was also present in Dorinne. An additional hypothesis to the ones already
presented for Lonzée can be suggested to explain that phenomenon. The calibration of bare soil evaporation was
performed for pasture 2, with the 2018 dataset, which is the only bare soil period for Dorinne experimental site.
Afterwards, the calibration of canopy transpiration was performed for pasture 1. The parameters obtained for soil
evaporation might be highly plot-specific and might not be transferable from one pasture to another, potentially
because of a difference in soil composition or structure. Besides the distinct site conditions, the calibration carried
out on pasture 2 used EC data obtained with the Aerodyne gas analyser, while the calibration of transpiration
conducted on pasture 1 relied on those acquired with the Picarro gas analyser. As a reminder, distinct analysers
were used because they were the ones expected to provide the most accurate measurements for the chosen periods.
However, some bias may arise from the use of two different devices.

Table 4.5: RMSE, MBE and TIC parameters computed with the uncalibrated evaporation model, with the calibrated
one, and with the validation dataset (Dorinne, 2013).

Parameter Value
RMSE MBE TIC

[mm day−1] [-]

Uncalibrated - - 1.7270 0.0988 0.4290

a1 3.1 1.5813 0.4612 0.4750
Calibration vpd0 740 1.5766 0.5097 0.4895

z0 0.0015 1.5766 0.5097 0.4895

Validation - - 1.5884 0.4607 0.4805

Although Esoil was sometimes overestimated and overshot Etot, this did not happen as much as for Lonzée
dataset, and a calibration procedure was tested through the removal of the periods when Esoil exceeded Etot.
As shown in table 4.5, the parameters adjustment in the transpiration module reduced the RMSE in a very low
proportion, and even increased the TIC. As a1 and vpd0 are two parameters also involved in the photosynthetic
modules, modifying theses parameters values based on this calibration is not advised, as it would bring a potential
bias in the estimation of the ecosystem GPP. Therefore, the values of a1 and vpd0 derived from the parametrization
of the ecosystem GPP (Delhez, 2019) will be recommended.
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4.2.4 Infiltration and percolation

4.2.4.1 Dorinne

As presented in section 4.1.4, the parameters adjustment for water infiltration and percolation does not focus on
absolute values of SWC, but rather on their temporal evolution, i.e. on the dynamics of water transfer. Indeed, as
illustrated in figure 4.6, there is an offset of about 4% between the stabilized values of predicted and observed SWC.
Considering the accuracy of the SWC probes, it is difficult to charge this difference to sensors or model errors.
Despite the presence of this offset, the comparison of SWC variability can still be analysed.

Figure 4.6 shows the evolution of the modelled SWC (θ) in the first soil layer, compared to SWC measured at
5cm below ground. Note that soil moisture probes tend to be sensitive to variations of temperature, which explain
the oscillation of SWC in figure 4.6. In order to precisely spot the number of days that SWC needed to flatten
out, the mean daily values of SWC are also displayed. It took approximately 10 days to reach an equilibrium after
the end of the precipitation displayed on the left of figure 4.6. With the reference values of Ci and mi, Ksat was
estimated at 3.37 mm h−1 for the first soil layer and θ stabilized only 2 days after the end of the precipitation,
indicating too high infiltration rates.

As mi was the most influential parameter for the dynamics of water transfer, it was first adjusted within its
acceptable range before adjusting Ci. This procedure gives a mi = 3.3 and a Ci = 1400, providing a saturated
hydraulic conductivity of 1.22 mm h−1. This value seems coherent for silt loam texture, as Rawls et al. (1998)
measured 25% and 75% percentile values for Ksat of 1.0 and 9.9 mm h−1 with a database of 1,508 soil samples.
The corresponding temporal evolution of θ is displayed in dark blue in figure 4.6 and fits relatively well to the
measured one. As the infiltration rate was reduced to correspond to observations, the magnitude of the peak after
the precipitation increases, as more water is accumulated in the first soil layer.

Figure 4.6: Dynamics of water transfer after a precipitation in Dorinne (2018).
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Another interesting observation is that after rainfall, θ exactly stabilizes at the field capacity in the first soil
layer. This is due to the fact that in ASPECTS, no vertical transfer of water was assumed to occur under the
field capacity θfc (see section 2.2.1). However, according to the equation of Darcy, vertical fluxes of water are
proportional to a gradient of hydraulic head H which is the sum of gravitational, pressure and osmotic potentials
(Marshall & Holmes, 1988). Although the osmotic potential can often be neglected for water movements in soils,
the pressure potential h, or matric potential, that arises from the interactions between water and soil particles is
an important component of water movements in unsaturated soils. This component is taken into account in TADA
model (by the water diffusivity which multiplies a vertical gradient of θ (equations 2.15 and 2.19)), but only above
the field capacity. Under this value, fluxes due to a gradient of matric potential should still be accounted for in the
TADA model, to represent phenomena such as capillary rise.

4.2.4.2 Lonzée

Even though no parametrization of water infiltration and percolation was performed for Lonzée experimental site
(too high divergence between measurements and model outputs), the comparison of measured and modelled SWC
during the period of bare soil highlights some limits of the model (figure 4.7). An important offset of SWC can be
observed between observations (dashed lines) and predictions (solid lines) which sometimes reaches values of around
0.1 m3 m−3. It is difficult to determine whether this difference must be imputed to errors from the soil moisture
probes, to soil parameters values that could have been poorly estimated by the model, or to both.

Table 4.6: Measured and modelled soil water contents at field capacity and wilting point for Lonzée.

θfc [%] θwp [%]

Depth [cm] Measured Modelled Measured Modelled

Layer 1 0 - 25 29.65 ± 1.3 29.60 14.30 ± 1.2 7.83
Layer 2 25 - 55 32.2 ± 0.5 31.27 17.6 ± 2.0 10.16
Layer 3 55 - 85 36.8 ± 1.0 32.69 22.7 ± 1.8 12.12

Table 4.6 summarizes the comparison of measured and modelled SWC at field capacity θfc and wilting point
θwp for Lonzée experimental site. As a reminder, θfc and θwp were measured with a pressure plate apparatus, as
detailed in section 3.1. Although TADA seems to predict θfc with a high accuracy, especially in the two first soil
layers, an important bias is brought by the model when estimating θwp with Saxton & Rawls (2006) equations.
However, this variable does not strongly impacts water fluxes, unless the SWC falls below θwp which did not occur
during the simulation displayed in figure 4.7. Therefore, the accuracy of soil moisture probes must be questioned
and some quality checks should be carried out in the future.

Although the absolute values of measured SWC can be biased, the variation of these variables is illustrated
in figure 4.7. An important precipitation occurs before the 1st of September, after which no rain falls during a
fortnight, leading to a continuous decrease of SWC. The rate of this decrement is distinct between observations and
predictions. While the modelled SWC at 5, 15 and 25cm decline at a quite similar rate relatively coherent with
those of the 15 and 25cm probes, the decline of the measured SWC at 5cm is steeper. This difference is in part
explained by the fact that θ in the first soil horizon (5cm) was modelled with the texture of the second horizon
(15cm) as no soil data was available for horizon 1. Figure 4.7 highlights the importance of a precise estimation
of soil properties when modelling water transfer, as the equations of the water module are quite sensitive to soil
texture. A soil property that was not taken into account in this simulation is the soil bulk density. Although it
was measured for Lonzée and Dorinne experimental sites, the bulk density can not be introduced into TADA model
equations without providing the volume fraction of gravel. Measuring this quantity and precisely assessing soil
properties in the first soil horizon could maybe improve the dynamics of water infiltration and percolation in the
first soil horizon.
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Figure 4.7: Dynamics of water transfer in Lonzée (2014).

4.2.5 Overall analysis

In this section, a general discussion of the calibration of the water cycle is provided and some paths of improvement
are suggested. An important conclusion drawn from the calibration of the evaporation and transpiration modules is
that, with the available datasets, these phenomena could not be parametrized with sufficient accuracy. The chosen
methodology was based on a partitioning of Etot fluxes between their evaporation and transpiration components.
However, the periods of bare soil are so restrictive in terms of variation of environmental conditions that the results
of the parametrization of soil evaporation are not representative for all the year. The approach chosen in this work
could maybe have provided better results with a larger dataset collected during a whole year of naked ground,
which is quite unlikely to happen. What is more, as discussed in section 4.2.3, the estimations of aerodynamical
and boundary layer resistance differ from bare soil to vegetated periods. Their calculation could be improved with
a more mechanistic approach, taking the presence of vegetation into account.

Faced with this reality, alternatives must be considered. Massman (1992) provided a new method to partition
evapotranspiration measurements into soil and plant contributions, i.e. evaporation and transpiration. This al-
gorithm is based on micrometeorological data, and surface energy balance measurements which are available for
the instrumented sites of Lonzée and Dorinne. Using Massman’s (1992) methodology would allow calibrating both
evaporation and transpiration modules on a whole year of Etot measurements, thus providing a wider range of soil
and atmospheric conditions. Another option to parametrize the ecosystem evapotranspiration would be to consider
both modules simultaneously. One calibration would be performed on a whole year (or more) of Etot fluxes, by
gathering the parameters present in Esoil and TR equations. All parameters could be calibrated in their order of
sensitivity so as to match Etot fluxes and the sum Esoil + TR. The underlying risk of this method is that a good
calibration in terms of RMSE could be obtained with high values of Esoil and low values of TR or inversely. There-
fore, this parametrization should define a range of limit values that Esoil and TR can not exceed. The importance
of precisely estimating the contribution of evaporation and transpiration in water vapour emissions depends on the
objective pursued by the modeller. If more attention is paid to vegetation growth, the assessment of ecosystem
evapotranspiration mainly aims at estimating the amount of water that is lost by the soil system and with it the
water contained in the soil profile, which in turn impacts plant growth through hydric stress. Knowing whether this
water is lost by transpiration or evaporation is not a major concern for the TADA model user. Indeed, estimating
the transpiration rate could be necessary to evaluate plant growth if the transfer of sugar and nutrients through
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the plant system was modelled according to a flow of water from the roots to the stomata. However, this is not the
case in the TADA model.

Some other users could be interested in studying the ecosystem water cycle, and more precisely the evolution
of SWC in the different soil layers. If so, an exact evaluation of Esoil and TR is critical as the water lost by
the soil profile is not extracted at the same location for evaporation and transpiration fluxes. In the calibration
performed in this work, only the total transpiration was considered. However, as explained in section 2.2.1, TADA
computes the total plant transpiration and then partitions an equivalent plant uptake between soil layers, thus
reducing their SWC with different magnitudes. Once plant transpiration parametrized, calibrating the partitioning
of plant uptake could be interesting to improve the estimation of SWC in each soil horizon. This parametrization
requires an estimation of the fine root surface (or total root biomass as a proxy) in each layer, which should rather
be measured, as the calibration of the root growth module has not been performed yet.

Another module that should be parametrized for a precise estimation of SWC is the interception module. Although
the amount of intercepted water is smaller for winter wheat or ryegrass than for tree species, water interception can
result in a time lag between the precipitation and the increase of SWC in the first soil horizons. Some tests taking or
not water interception into account should be carried out to determine if the inclusion of this phenomenon results
in an important delay in the dynamics of SWC. If so, this module should be considered and calibrated against
measured SWC.

Overall, the calibration of the water cycle revealed the importance of wide and variate datasets in calibrating
phenomena that are tightly linked to environmental conditions. When calibrating a bioechemically based model
of carbon exchange, Schulz et al. (2001) found that an EC dataset of several weeks was insufficient to obtain
accurate results. According to Rauch et al. (2002), lack of data may be a greater hindrance to models than lack
of suitable algorithms. Besides the availability of datasets, the accuracy of the measures used for calibration is
a major concern (Medlyn et al., 2005), as larger uncertainty in the measurements implies larger uncertainty in
parameter estimates (Hollinger & Richardson, 2005). However, the estimation of errors in the data is challenging,
due to the lack of spatially replicated measures (Medlyn et al., 2005). As described by Baldocchi (2003) and
Hollinger & Richardson (2005), EC fluxes are affected by both random and systematic errors, mainly due to the
random character of turbulence and to the post-processing of these data. Hollinger & Richardson (2005) found
out that fluxes uncertainties tend to increase with flux magnitude, which can be a major problem when calibrating
fluxes modelled at an intra-day time step, as the reproduction of biased peaks by the model might lead to a poor
parametrization. Therefore, along with EC data, an uncertainty assessment might be of great interest to express
the reliability of measurements. By comparing results from two EC towers measuring similar vegetation at close
locations, uncertainty can be estimated, as done by Hollinger & Richardson (2005). Alternatively, uncertainty
assessment can be realized by taking four types of uncertainties into account (a random one, one associated to the
gap filling procedure, one to the u∗ threshold selection, and a last one due to frequency corrections) as done by
Gourlez de la Motte et al. (2016) for carbon fluxes measurements. The average uncertainty over a 5-year carbon
budget was estimated between +26 gC m−2 yr−1 and -17 gC m−2 yr−1 compared to a 5-year mean NEE of -141
gC m−2 yr−1. In a multi-site analysis of random error in EC sites, Richardson et al. (2006) evaluated this error,
i.e. the standard deviation of Etot measurements, between 3.4 W m−2 (0.12 mm day−1) and 38.1 W m−2 (1.35
mm day−1) for a grassland site and between 11 W m−2 (0.39 mm day−1) and 33.1 W m−2 (1.17 mm day−1) for a
cropland one. These errors could potentially account for a part of the RMSE computed during model calibration.
According to Moorhead et al. (2019), the errors around half-hourly estimates of evapotranspiration would be higher
than for daily-averaged values. This also explains why the calibrations performed with the TADA model may be
more erratic than other adjustments based on daily estimations of soil evaporation and plant transpiration.

As described in Hollinger & Richardson (2005) and Richardson et al. (2006), assessing the uncertainty around
flux data is important to compare and determine parameters derived by fitting models to measured fluxes. This
assessment is part of the maximum likelihood methods taking random errors into account and that have been
tested to provide unbiased estimates of model parameters (Schulz et al., 2001). Another problem inherent to model
parametrization that can be tackled by uncertainty assessment is the equifinality in the parameter sets (Schulz
et al., 2001). Equifinality implies that there may be many sets of parameters values that allow a quite good and
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similar fit between measures and model predictions. With an estimation of flux uncertainty, confidence intervals can
be associated with parameters estimates, as well as more precise parameters estimations, reducing the number of
possible sets of parameters (Hollinger & Richardson, 2005). For more information, Hollinger & Richardson (2005)
illustrate how to use the maximum likelihood analysis and Monte Carlo simulation based on flux uncertainty to
estimate parameters of a big-leaf model. Such methods could be used in a future calibration of the TADA model
to reduce the uncertainty around parameters estimates.
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Chapter 5

Test of the grazing module

This chapter aims at evaluating, at first glance, how the grazing module implemented in the TADA model
helps to fairly reproduce the dynamics of grazed pastures. The target variable considered here is the grass height.
First because it was frequently measured in Dorinne (on average every week from March/April to November), and
secondly because the evolution of grass height is the result of various processes, such as carbon allocation, shoot
senescence, and animal grazing. Both measured and modelled grass heights will be compared and some ways to
calibrate the processes running grass growth will be considered. This procedure is also an opportunity to evaluate
the influence of some parameters that were adjusted during the carbon and nitrogen cycles calibration performed
in Delhez (2019) and Vandewattyne (2019).

5.1 Modelling of grass height
Grass height can be deduced from the shoot dry matter content by using the allometric relationship designed for

Dorinne (equation 3.2). As the shoot dry matter is obtained from the aerial carbon reservoir (with a constant ratio
of gC per gDM), dealing with the dynamics of grass growth means to study the temporal evolution of the shoot
carbon reservoir. This evolution depends on five distinct fluxes according to:

dCsh
dt

= shgrowth − litsh,C − harvsh,C − Cintake − Ctrampling (5.1)

where shgrowth is the net assimilated carbon that is allocated to the shoot compartment, litsh,C is the carbon flux
from the shoot transferred into the litter pool due to plant senescence, harvsh,C is the carbon exported when the
pasture is mowed, Cintake is the carbon consumed by cow ingestion and Ctrampling is the carbon lost due to the
degradation of shoot material consecutive to animal trampling. Note that all these flux densities are expressed in
gC m−2day−1.

shgrowth is directly proportional to the plant gross photosynthesis that was calibrated by Delhez (2019) for
Dorinne experimental site. However, this calibration relied on measured values of shoot nitrogen content. As the
module of nitrogen uptake by plants has not been calibrated yet, it was preferred to use the GPP values estimated
from measurements instead of modelled ones, in order to reduce the potential bias inherent to GPP modelling.
Besides this, the estimation of the fluxes present in equation 5.1 depends on different variables and parameters,
such as the shoot/root allocation coefficients for shgrowth, the shoot lifespan for litsh,C , the DM intake capacity
of cattle for Cintake and the coefficient of trampling for Ctrampling. For a first trial, these parameters were given
values found in the literature rather than based on measurements, as a way to test their effect before adjusting
them. As a year without mowing was chosen for this simulation, harvsh,C can be neglected in equation 5.1, but the
uncertainty around other fluxes will be discussed in the results.

The year chosen for the modelling of grass height dynamics is 2013, characterized by a discontinuous grazing on
pasture 1. The grazing season ranges from the 25th of April to the 6th of October. TADA model was run during
the whole year with a gap filled climatic dataset. Carbon assimilation values were forced with estimates of GPP,
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obtained from NEE measurements and partitioned with the REddyProc package of R software. A management file
was also completed for this year, with two types of information: the stocking densities, expressed in LU ha−1 and
solid fertilisations, that occurred on the 2d of April (40kg N ha−1) and 11th of July (54kg N ha−1).

During that year, grass height was measured on average every week from the 8th of April to the 26th of November.
Between these punctual measures, a linear interpolation was made to obtain a continuous estimation of grass height.
Before the first measure of grass height, and after the last one, as no estimation of grass height was available, it
was estimated that grass height remained stable, which is very likely as grass barely grows in winter.

To run the TADA model for Dorinne site, reservoirs contents must be initialised. When possible, some values
were estimated from measurements and others from the literature when no site-specific estimation could be made.
The resulting values are summarized in Appendix B, table C.4. The shoot N and C content on the 1st of January
2013 were estimated from the grass height at the beginning of the simulation, from the allometric relationship 3.2,
and from the grass C and N concentration measured in Dorinne (gC gDM−1, gN gDM−1). As no measures of root
C and root N content were carried out in Dorinne, an initial value of total root dry matter for temperate grasslands
was taken from Jackson et al. (1996). This DM was partitioned between soil layers according to the density profile
proposed by Arora & Boer (2003) (equation B.9). Once partitioned, C and N content per soil layer were obtained
by using the same C and N concentration as for shoot material. In 2019, the total soil carbon content was measured
for pasture 1 in the three soil layers. It was assumed that this C content had not substantially changed in six
years, so that this value could be used in 2013. This hypothesis is often valid for grasslands which tend to see
their C sequestration stabilize after many years of regular and constant management practices (Smith, 2014). This
carbon content had to be partitioned between a carbon litter pool and a carbon SOM pool. This was carried out
by Vandewattyne (2019) with a steady-state simulation made on Dorinne experimental site. The total N content in
each soil layer was also measured in 2019, and was assumed to be the same as in 2013. This nitrogen was partitioned
between the NO3, NH4 and organic pools according to coefficients of Sharpley & Smith (1995). Afterwards, the
organic N was split into the SOM and litter N pools based on their C content and their C/N ratios, taken from
ASPECTS.
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5.2 Results and discussion

Figure 5.1 illustrates the evolution of observed and predicted grass height throughout the year 2013 in Dorinne
experimental site. To interpret this evolution, the stocking density, expressed in livestock units (LU) per ha is also
displayed in dashed line. Modelled and measured dynamics are quite similar, as illustrated by the simultaneous
rises, peaks and decreases in figure 5.1, but the amplitude of the variations is overestimated by the model. This
is probably due to different rates of increments and decrements, which are the result of distinct processes (carbon
allocation, shoot senescence, cattle intake, etc.), all controlled by more or less empirical parameters.

Figure 5.1: Evolution of grass height in Dorinne (2013).

From March to April, modelled grass height remains quite stable, but can not be really compared to measurements
which began on the 8th of April. After that date, the measured GPP is boosted and leads to an increase of both
measured and modelled grass height. The distinct rates of that increase must be questioned. If it is assumed that
measures of GPP are correct, the quantity of carbon that is allocated to the shoot reservoir first depends on the
maintenance and growth respiration that are removed from the GPP to obtain the net assimilated carbon, and
secondly on the shoot/root allocation coefficient. As explained in section 2.2.3, the maintenance respiration mainly
depends on various parameters, among which the reference respiration rate, the shoot and root dry matter content
and the dependence on air and soil temperature (equation 2.43). As the temperature dependence is expressed with
a Q10-like relationship (equation 2.44), up to seven parameters can be spotted to calibrate maintenance respiration.
The balance of GPP and maintenance respiration is partitioned between a net carbon assimilation and a growth
respiration according to a species-dependent coefficient of assimilation efficiency. This net C assimilate must then be
allocated to the above- or below-ground material, depending on a shoot/root allocation coefficient, which depends
on the phenological stage, on the shoot and root DM content, and on partitioning parameters. On the 13th of April,
vegetation switches to its reproductive phase, and more carbon is allocated to the shoot organs. This modification
boosts the shoot grass production in conjunction with the increase of GPP.
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It is difficult to determine whether the overestimation of grass height increment is due to a wrong parametrization
of maintenance and/or growth respiration or to a poor estimation of the phenological stages and/or their allocation
coefficients. As explained before, a real calibration should be performed, considering the high number of parameters
involved in the estimation of grass growth. To do so, a sensitivity analysis should be carried out, and modelled
grass height could be compared with measures from secured enclosures, described in section 3.2, which enable to
neglect the effect of grazing in the estimates of the evolution of grass height.

A potential bias of this calibration could arise from the use of a constant carbon concentration in the shoot, and
from the allometric relationship used to transform DM content into plant height. Indeed, it is possible that shoot
carbon content is better estimated than the grass height if the transformation of shoot carbon content to grass
height brings some bias. Therefore, continuous measures of above-ground carbon content in the secured enclosures
could be useful for a precise calibration of grass growth.

On the 25th of April, the first cows arrive on the pasture, but grass height does not start to decrease yet. The
peak of shoot height is reached quite simultaneously for the measurements and the simulation, and shoot carbon
content only starts falling with higher stocking densities (6 LU ha−1 on the 30d of April and 10 LU ha−1 on the
5th of May). The rate of this decrease is not similar between observations and predictions. Considering that grass
growth is already overestimated, the exports of shoot material due to grass intake and animal trampling are too
high. To square with the expected rate of decrease, grass growth should first be calibrated against data from secured
enclosures. Afterwards, the reduction of the grass export should arise from a trade-off between the two processes
of grass export, controlled by DMcap (equation 2.56) and fremove (equation 2.64).

To do so, different options are possible. Attempts can be made of precisely estimating the intake capacity of
Belgian Blue Beef. For Dorinne experimental site, Gourlez de la Motte et al. (2019) estimated the mean intake
capacity between 2010 and 2014 at 8.9 kg of DM LU−1 day−1. This estimation is based on measures of grass
growth both in the pasture and in secured enclosures (to determine grass growth without grazing). Note that
this value only considers the grass intake, and not the supplementary feeds given to cattle, so that estimates of
grass intake range from 6.8 kg DM in 2013 to 11.9 kg DM in 2011, depending on the amount of feed provided to
the herd. The high variability of estimates obtained by Gourlez de la Motte et al. (2019) highlights the strong
dependence of intake capacity on environment and management practices. Many other ways of estimating cattle
voluntary intake of dry matter are presented in Decruyenaere et al. (2015). The quality of the ingested biomass
and the quantity and composition of excreted faeces can be measured and used to estimate cattle intake, but this
requires housing the animals in digestibility crates which is not representative of natural conditions encountered
in the pasture. Other methods linking in vivo intake to laboratory measurements were developed (Decruyenaere
et al., 2015) but they are labour intensive and generally present poor repeatability. The alternative tested by
Decruyenaere et al. (2015) relies on near infrared reflectance spectroscopy (FNIRS) applied to faeces in order
to predict the composition of forage and to deduce from it the cattle voluntary intake. This method could be
considered for a precise estimation of intake capacities of BBB in Dorinne, but it requires a continuous sampling
of animal faeces. In order to improve the accuracy of the TADA model, the different classes of animals should also
be considered through distinct estimations of intake capacities. What is more, estimations of grass intake are very
likely to change with environmental conditions and management practices, and these effects should be taken into
account with long-term measurements to face various situations.

Another way to estimate animals intake capacity is to follow the methodology proposed in an enhanced version
of the PaSim model (Graux et al., 2011). In their new model of grass intake, Graux et al. (2011) distinguish three
classes of animals: (1) suckler cows and their claves, (2) dairy cows, (3) beef and dairy heifers. The intake capacity
of dairy heifers and beef is computed according to the type of production (milk, meat) and to the animal liveweight.
For dairy cows, many variables are considered when estimating the intake capacity: the potential milk production,
the liveweight, the body condition scores, the age and the physiological status of the cow. For every category of
animal, the real herbage dry matter intake is computed from the intake capacity which can be limited according to
the herbage organic matter digestibility (OMD), its nitrogen content, and its availability. To include this module
in the TADA model, some improvements are required like the introduction of a new fibre pool, as OMD depends
on the fractions of fibres in the ingested shoot compartments, and on their digestibility. Finally, the effect of
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temperature is taken into account through a decrease of herbage digestibility above 15◦C, and through a limitation
of herbage intake at high temperatures, accounting for heat stress. Another approach to predict voluntary intake
was developed by Illius & Gordon (1991) with a dynamic mechanistic model simulating rumen processes. However,
this level of complexity is too high for a model such as TADA which focuses more on the whole ecosystem dynamics.

A potential error that could arise from the use of a one vertical dimension model is the horizontal heterogeneity of
grass consumption. As a matter of fact, cows are generally not evenly distributed over the whole pasture, and some
spots of preferential grass consumption may exist. This disparity can lead to over- and underestimations of cattle
intake, and with it of grass height. Gourlez de la Motte et al. (2019) tested the hypothesis of a homogeneous cattle
distribution on Dorinne pasture, by tracking cows position with GPS devices. This hypothesis is often stated for EC
systems, in order to average NEE estimated over the whole pasture. They found out that cattle visited the whole
pasture during the day, with a preferential spot in the south-west direction, but tended to cluster near the water
trough and near an adjacent pasture in the north-west during the night. This could lead to a biased estimation
of grass consumption in some areas of the pasture, especially since the longest and most intense grazing events
normally occur at dusk (Gregorini et al., 2006) when the animals tend to gather near the water spot. However,
in Dorinne experimental site, where grass height measurements collected on the whole pasture are averaged, the
problem of heterogeneity may be reduced. On the one hand, cattle intake could be calibrated against these data,
thus balancing the zones of preferential and reduced grass consumption, and on the other hand, the modelled grass
height obtained with the hypothesis of a homogeneous field could be compared to the measured and averaged plant
height.

The last flux present in equation 5.1 is the dead shoot material entering the litter pool. This flux is directly
proportionate to the shoot lifespan, which depends on temperature and water through functions presented in
equation 2.53. The reference lifespan of shoot material is difficult to determine, as it depends on the grass species,
on grass age and on environmental conditions. Two approaches may be considered. First, shoot lifespan can be
calibrated along with other parameters involved in grass growth and grass exports. Alternatively, repeated measures
of grass litter could be carried out so as to estimate the death of standing biomass, and its corresponding lifetime.
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Conclusion

In order to better understand the dynamics of cropland and grassland ecosystems in a changing environmental
context, and facing some new management practices, this work consisted in developing a grassland and cropland
model. This conception relied on an existing forest model, which was enhanced in this thesis in order to consider
two additional types of ecosystems, namely croplands and grasslands. The resulting model (TADA) has been widely
described in this manuscript.

One of the main goals of this thesis was to calibrate some processes or modules present in the TADA model. The
model was divided according to its main cycles, and separately calibrated. While this thesis focuses on the water
cycle, Delhez (2019) and Vandewattyne (2019) calibrated different carbon and nitrogen modules. The calibration and
the validation of soil evaporation relied on the hypothesis that soil evaporation was equal to total evapotranspiration
(Etot) during bare soil periods. After a sensitivity analysis identifying the most influential parameters, their values
were adjusted by comparing modelled soil evaporation to measures of Etot acquired in a grassland and a cropland
sites. Although observations and predictions of bare soil evaporation did not significantly differ when the calibrated
parameters were used, modelled soil evaporation was overestimated for soils covered with vegetation. This flux
was sometimes higher than Etot, while it should be much lower as plant transpiration is an important component
of Etot fluxes. Considering this issue, canopy transpiration could not be calibrated. The unrealistic outputs of
soil evaporation module are probably either due to a narrow range of environmental conditions in the dataset of
calibration (short periods of bare soil for managed ecosystems) or to a parameterization of the canopy aerodynamic
resistance not mechanistic enough. As a conclusion, soil evaporation and plant transpiration should be calibrated
simultaneously against Etot measures, or separately but over the same period if the algorithm of Massman (1992)
provides a reasonable partitioning of Etot into soil evaporation and plant transpiration.

The infiltration and percolation of water could not be accurately calibrated, as it was difficult to detect whether
dissimilarities between modelled and measured SWC were due to a wrong simulation of water transfer or to a data
offset inherent to soil moisture probes. So far, only the simulated dynamics of water transfer could be compared to
observations. This comparison highlighted the necessity of, firstly, modifying TADA equations in order to consider
phenomena such as capillary rise, and secondly to acquire a good estimation of the soil bulk density together with
the gravel fraction in order to improve estimates of field capacity and wilting point.

Overall, for any calibration, uncertainties around the dataset should be assessed in order to provide standard
deviations around adjusted parameters values, and also to improve the estimation of these parameters. Different
methods are presented in Hollinger & Richardson (2005) and Richardson et al. (2006), and should be considered
in a future calibration of the TADA model.

Finally, the grazing model was tested by comparing both measured and modelled grass height in a grazed pasture.
Improving this module would require adjustments of the maintenance and growth respiration parameters, the
shoot/root partitioning coefficient and shoot lifespan during ungrazed periods. Besides that, a better estimation of
cattle grass intake should be made, and different ways of doing it are considered.

So far, the TADA model did not prove much of its utility in modelling ecosystems. Many processes, besides the
ones already calibrated by Delhez (2019) and Vandewattyne (2019) remain to be calibrated, and some frequent
biomass and soil measurements campaigns should be established. Nevertheless, this work was an important part
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of the modification of a forest model into a grassland and a cropland one, which is a considerable task. It also
illustrates how ecosystem models can be modulated in order to test different practices and environments. Hence,
the use of such tools to anticipate the effects of global warming on agricultural ecosystems remains relevant.
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Appendix A

Existing models

Table A.1: Models cited in this thesis with the meaning of the acronyms and the sources used.

Acronym Meaning Source

Anthro-BGC Anthro BioGeochemical cycles Ma et al. (2011)
APSIM Agricultural Production Systems sIMulator McCown et al. (1996)

ASPECTS Atmosphere-Soil-Plant Exchanges of Carbon in Temperate Sylvae Rasse et al. (2001)
CERES-EGC Crop Environment Resource Synthesis - Environnement et Grande Cultures Gabrielle et al. (2006)
CERES-Maize Crop Environment Resource Synthesis - Maize Ritchie & Otter (1985)
CERES-Wheat Crop Environment Resource Synthesis - Wheat Ritchie & Otter (1985)
ChinaAgrosys China Agrosystems Wang et al. (2007)
CQESTR Pronounced as "sequester" Gollany et al. (2012)
DayCent - Necpálová et al. (2015)
DNDC DeNitrification DeComposition Li et al. (1992)
DSSAT Decision Support System for Agrotechnology Transfer Jones et al. (2003)
EPIC Environmental Policy Integrated Climate Williams et al. (1989)

ORCHIDEE Organising Carbon and Hydrology in Dynamic Ecosystems Krinner et al. (2005)
ORCHIDEE-STICS Assocition of ORCHIDEE and STICS de Noblet-Ducoudré et al. (2004)

PaSim Pasture Simulation Riedo et al. (1998)
RothC Rothamsted Carbon Coleman & Jenkinson (2014)
SPA Soil Plant Atmosphere Williams et al. (1996)

STICS Simulateur muLTIdisciplinaire pour les Cultures Standard Brisson et al. (2003)
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Appendix B

Additional modules of the TADA model

B.1 Soil temperature

Soil temperature is considered as a reservoir and is modelled in every soil layer. The evolution of this physical
quantity is a result of heat conduction between soil layers:

cs,i∆zi
dT i
dt

= FT,i−1 − FT,i (B.1)

where cs,i is the volumetric heat capacity [J m−3 kg−1], depending on the proportion of solid and water phases in
soil, Ti is the soil temperature in layer i and FT,i−1 and FT,i are the heat fluxes due to conduction from layer i-1
and to layer i+1 respectively [K day−1].

Heat conductive fluxes are obtained with the same soil discretization as for water fluxes:

FT,i = DTmoy,i,i+1
Ti+1 − Ti

1
2 (∆zi + ∆zi+1)

(B.2)

This flux is proportional to the gradient of temperature between two adjacent soil layers and to a mean soil heat
conductivity DTmoy,i,i+1 taking into account both layers heat conductivities [J m−1 K−1 day−1], which are expressed
as an empirical function of soil water content.

The two boundary conditions regulating heat transfer in soil are the following ones:

• At the top of the soil profile, the soil temperature is equal to the air temperature as no energy balance is
included in TADA;

• At the bottom of the soil profile, the temperature does not evolve with time, and is equal to the annual mean
air temperature. This hypothesis is acceptable at a certain depth, the soil profile has a higher thermal inertia
than the air.

B.2 Root development

In ASPECTS, two kinds of roots were considered: coarse roots and fine roots, which had different development
patterns and different roles. In TADA, this distinction is not made as winter wheat and ryegrass do not produce
roots as coarse as trees do. Therefore, only one type of root is considered, and its elongation is modelled through
time. Root development is of great importance as the presence of roots in soil horizons defines the amount of
nitrogen and water that can be consumed.
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The development of winter wheat roots is based on Jones et al. (1991). Right after seeding, the depth of winter
wheat roots is equal to the depth of planting dptsow [m]. After that, root depth is computed every time step, as
the sum of the previous root depth and the potential increase in root depth, weighted by a stress factor:

dptt = dptt−1 + potincr ∗ strsrt (B.3)

where t stands for the time, potincr is the potential increase of root depth per time step [m] and strsrt is a stress
factor, computed in the soil horizon where the root tip is growing. This factor ranges from 0 to 1, and is taken as
the minimum value between a temperature stress, a soil strength stress, a soil aeration stress and an acidity stress,
all ranging from 0 to 1 and computed according to Jones et al. (1991).

The potential increase of root depth potincr is calculated every time step, considering that roots grow from the
sowing depth to the maximum root depth as a linear function of winter wheat development stage:

potincr = rtdpt,max
GSt −GSt−1

GSdpt,max
, GS < GSdpt,max (B.4)

where rtdpt,max is the maximum root depth [m] which is a genotype-dependent parameter and GSt and GSt−1

are the growth stages of time steps t and t-1. The growth stage GS ranges from 0 (seed) to 1 (maturity) and is
computed from the development units (UPVT ) in the phenological module. GSdpt,max is the growth stage at which
the root system ceases to increase in depth in soils without rooting constraints. Cereals usually stop developing
their root system during grain filling (GSdpt,max=0.6 to 0.9), and root depth does not increase any more after that
stage.

Once the assimilated carbon has been allocated to the distinct plant organs, it is important to know which
quantity is allocated to the roots present in the different soil horizons. The potential allocation of carbon to layer
i is computed as:

potalloc,i =
5

rtdens,i
0.025+rtdens,i

strsrt,i ∗ rtpres,i ∗ zi
LWratio,i

(B.5)

where rtdens,i is the root length density [cm cm−3 of roots] for each soil layer (values gathered from Asseng, 1997;
Hoad et al., 2004; Hodgkinson et al., 2017), strsrt,i is a stress factor to root development (the same as for root
depth increase), rtpres,i is a factor describing the tendency of a plant to distribute its roots in layer i (computed
according to a genotype-dependent factor), zi is the depth of the middle of layer i and LWratio,i is the length to
weight ratio of roots in layer i [km kg−1], expressed as a function of the growth stage, of the root depth and of a
stress factor.

Once the potential carbon allocation has been computed for each soil layer, the real carbon allocation is computed
as:

allocC,rt,i = allocC,rt
potalloc,i∑nhz
i=1 potalloc,i

(B.6)

where allocC,rt,i is the carbon allocated to roots in layer i [gC m−2 day−1] and allocC,rt is the assimilated carbon
allocated to all roots, computed in the allocation module [gC m−2 day−1].

Modelling the root system of ryegrass is different from winter wheat, in the way that at the beginning of the
simulation, ryegrass already has developed its root system which is going to fluctuate along the year, according to
environmental factors. The implemented new module of root development is based on Arora & Boer (2003) that
improved the exponential root density profile proposed by Jackson et al. (1996). The potential root depth [m] is
calculated at a given time t as:

dptpot,t = 3
(Wrt)

αrt

βrt
(B.7)

where Wrt is the total root biomass expressed in units of dry matter [gDM m−2], and αrt and βrt are parameters
depending on the type of vegetation. For αrt=0, roots grow horizontally, as dptpot,n does not change with an
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increase of root biomass. For αrt=1, roots mainly grow vertically. Therefore, the value of αrt, between 0 and 1,
defines whether roots grow preferentially horizontally or vertically. Similarly, βrt determines if, for a given root dry
matter content, the root system will rather be shallow or deep.

To take the effect of environmental factors into account, the actual root depth is not taken equal to the one
computed with equation B.7, but a potential increase of root depth is computed every time step, which is then
weighted by a stress factor, formulated in the same way as for winter wheat:

dptt =

{
dptt−1 + strsrt(dptpot,t − dptt−1) if dptpot,t − dptt−1 > 0
dptt−1 + (dptpot,t − dptt−1) if dptpot,t − dptt−1 ≤ 0

(B.8)

where dptt is the actual root depth a time t and dptt−1 at the previous time step. If (dptpot,t-dptt) is positive, it
means that roots should theoretically grow. Therefore, a stress factor is applied to make sure that root growth is
limited under adverse conditions. On the contrary, if roots are supposed to shrink, mainly due to a decrease of root
biomass, no stress factor is applied in equation B.8.

The root density profile proposed by Arora & Boer (2003) has an exponential form, as many root segments are
expected to be encountered in soil surface and much fewer in deeper soil horizons. The root density [kg m−2] at a
given depth is given by:

ρi = βrt(Wrt)
(1−αrt)e

−zi βrt
(Wrt)

αrt (B.9)

where zi is the depth of the middle of soil layer i [m]. In order to maintain a certain root density profile, carbon is
allocated to the roots of each soil layer proportionally to their theoretical root density:

allocC,rt,i = allocC,rt
ρi∑nhz
i=1 ρi

(B.10)

where allocC,rt,i is the carbon allocated to roots in layer i [gC m−2 day−1] and allocC,rt is the assimilated carbon
allocated to all roots, computed in the allocation module [gC m−2 day−1].

B.3 OM mineralization and humification
The mineralization encompasses the fluxes coming from soil litter and SOM to CO2 and NH4. The humification

corresponds to the carbon and the nitrogen transfer from litter to SOM. Those fluxes are calculated with the same
equations than in ASPECTS (see Bureau n.d.) except that woody litter is not represented for the grassland and
cropland (because there are no woody materials in the vegetation). The carbon mineralization of litter or SOM (x)
for an horizon i is calculated as:

minerC,x,i = xc,i ∗ fθ,i ∗ fT,i ∗ faera,i/lifespanx (B.11)

with xc,i the carbon content of the litter or SOM reservoir [gC m−2], lifespanx the lifespan of the specific pool
[day], fθ,i, fT,i and faera,i the water, temperature and aeration factor, calculated with the following equations:

fwater,i = 0.5 + 0.5 ∗ cos(π +
5.2358 ∗ (θi − θwp)

θfc − θwp
) (B.12)

ftemp,i = 2 ∗ eγtemp∗(
1

56.02−
1

Tsoil,i−227.13 ) (B.13)

faera =
1− θi

θsat

1− porocrit
(B.14)

with porocrit a critical porosity value calculated with a parameter and the clay content of the horizon and γtemp
the soil temperature parameter. The mineralized nitrogen is calculated as:

minerN,x,i =
minerC,x,i ∗ βx

CN2
x,i

(B.15)
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with βx a nitrogen mineralization parameter and CNx,i the C/N ratio. The humification is calculated as a ratio of
the litter mineralization with:

humN,i = γhum ∗minerN,litter,i and humC,i = humN,i ∗ CNSOM,i (B.16)

with γhum the fraction of the mineralized nitrogen which is humified and CNSOM,i the C/N ratio of the SOM. No
movements of the litter and the SOM are taken in account in the model.

B.4 Nitrogen cycle
Nitrogen deposition and symbiotic fixation

Nitrogen deposition covers the dry and wet depositions of NH4 and NO3, which are calculated as:

depNO3 = depNO3,an ∗
prc

prcan
and depNH4 = depNH4,an ∗

prc

prcan
(B.17)

with depNO3,an depNH4,an the annual depositions of NO3 and NH4 in an open field measured by ICP (2010) (0.63
gN m−2 yr−1 for NH4 and 0.54 for NO3), prc and prcan the precipitation during the time step and the year
respectively. Equation B.17 illustrates that N depositions will gradually occur when precipitations are encountered.
To simplify this phenomenon, the assumption is made that dry deposition are also incorporated in the soil profile
with the incoming precipitations.

In TADA, unlike for forests, no symbiotic and non-symbiotic fixation is considered for grasslands and croplands,
due to a lack of converging information in the literature.

Nitrification and denitrification

The nitrification is a chemical reaction converting NH4 into NO3 which occurs with a release of N2O. The rate of
this reaction in soil layer i is calculated with the following equation:

nitrNO3,i = NH4,i ∗min(βph ∗ stressph,i, βθ ∗ stressθ,i, βT ∗ stressT,i) ∗ ratenitr (B.18)

with NH4,i the ammonium content of soil layer i [gN m−2], ratenitr the basal rate of nitrification [day−1], βph,
βθ, βT the coefficients traducing the importance of the stress factors stressph,i, stressθ,i and stressT,i respectively.
The calculation of these stress factors comes from ASPECTS and is fully described in Bureau (n.d.). The N2O
produced during this process is calculated as:

nitrN2O,i = nitrNO3,i ∗ (rateN2O + ratestress ∗ (fnitr,θ,i + fnitr,T,i)) (B.19)

where nitrNO3
is the NO3 produced by nitrification, rateN2O the minimal fraction of nitrification that create N2O,

ratestress the varying rate in function of the stress, fnitr,θ,i is a factor introducing the influence of water availability.
It is equal to 0 when the soil water content (SWC) is below the wilting point, grow linearly and is equal to 1 if
SWC exceeds the saturation point. fnitr,T,i is a temperature factor equal to 0 when soil temperature is below 0◦C,
grow linearly and is equal to 1 if soil temperature is greater than 25◦C.

The denitrification converts NO3 into N2 and N2O. The total flux is calculated with the next equation:

denittot,i = min(
ratedenit ∗NO3,i

step
, βdenit ∗ fdenit,T,i ∗ fdenit,θ,i ∗min(βNO3

∗ fNO3
, βresp ∗ fresp)) (B.20)

rate of denitrification [-], NO3,i the nitrate content in the soil [gN m−2], step the time step of the simulation [day],
βdenit the denitrification factor, fnitr,T , fnitr,θ, βNO3 , fNO3 , βresp and fresp are temperature, water, NO3 content
and respiration parameters and factors respectively. Refer to Bureau (n.d.) for the calculation of these factors. The
fraction of N2 and N2O produced by denitrification is calculated according to the following equations:

denitN2O,i =
denittot,i

1 + (min(fNO3,i,bis, fresp,i,bis) ∗ fWFPS,i)
(B.21)
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denitN2,i =
denittot,i

1 + 1/(min(fNO3,i,bis, fresp,i,bis) ∗ fWFPS,i)
(B.22)

where fNO3,i,bis, fresp,i,bis and fWFPS,i are factors related to the NO3 availability, the soil respiration and the
water-filled pore space (WFPS). These three factors are calculated as follows:

fNO3,i,bis = 12.5− 25 ∗ tan(π ∗ 0.01 ∗ (NO3,i − 190)/π) (B.23)

fresp,i,bis = 13 + 30.78 ∗ tan(π ∗ 0.07 ∗ (respi − 13.)/π) (B.24)

fWFPS,i =
1.4

1317/132.2∗WFPSi
(B.25)

with NO3,i the total soil nitrate content of the horizon in µgN g(soil)−1, respi the heterotrophic respiration of the
previous time step and WFPSi the water filled pore space of the soil horizon of interest.

Nitrogen uptake

The nitrogen uptake subroutine does not change compared to ASPECTS and is completely detailed in Bureau
(n.d.). Briefly, this process is based on the principle of supply from soil nitrogen and demand of the plant reserve.
Fistly, TADA computes the maximum absorption rate of NO3 and NH4 either by diffusion or by mass flow transport
(i.e. by water transport). Secondly, this maximum absorption rate is compared to the demand of the plant nitrogen
reserve. If the supply exceeds the demand, the maximum amount of nitrogen is absorbed, until filling the reserve.
Otherwise, the available nitrogen is entirely absorbed. The unique difference between forest and grassland or
cropland ecosystems is the upper limit of the reserve. The maximum reserve of cropland is equal to a quarter of the
total nitrogen content of plant organs while grassland species are assumed to store a tenth of their total nitrogen
content.

Nitrogen allocation and translocation

As for nitrogen uptake, nitrogen allocation also follows the supply and demand principle. However, the supply now
comes from the nitrogen reserve and the demand comes from the different plant organs. In order to compute the
demand of these organs, their C/N ratios are compared to their optimal C/N ratios using the following equation:

demx =
Cx ∗ ( 1

CNoptx
− 1

CNx
)

step
(B.26)

with Cx the carbon content of a given organ x, CNoptx the optimal C/N ratio and CNx the actual C/N ratio of
this organ. The optimal C/N ratios come from the literature for ryegrass organs (data gathered from Li et al.,
1994; Jongen et al., 1995; Thornley, 1998; Abdelgawad et al., 2014; Jiang et al., 2016; Wang et al., 2016; Roche et
al., 2017) , and are modelled as a function of the growth stage for winter wheat (Kröbel et al., 2011). The total
demand is then compared to the available nitrogen in the reserve (resdisp) which is estimated as follows:

resdisp =
0.1 ∗ res
step

(B.27)

with res the nitrogen content in the reserve computed into the nitrogen uptake module. The role of equation B.27
is to prevent the N reserve from being consumed in one time step, which would not stick to the reality. If res meets
the demand of the organs, the amount of allocated nitrogen is dictated by the equation B.26 and is equal to the
demand. If the total demand is greater than the value of resdisp, the allocation pattern is defined as:

allocx =
demx∑norg
x=1 demx

∗ resdisp (B.28)

with x corresponding to a given organ and norg the total number of plant organs. According to this equation, each
organ receives a fraction of the available nitrogen proportional to its demand.

104



As TADA has a more complex set of plant reservoirs for croplands, the allocation pattern shows some specificities.
From the beginning of grain filling to the harvest of winter wheat, nitrogen is exclusively allocated to the grain
and can be translocated from non-reproductive organs to the reproductive ones. The translocation occurs if the
actual C/N ratio of an organ is lower than the optimal C/N ratio of this organ. If this is the case, the maximum
translocation flux (i.e. supply from plant organs) is equal to the opposite value of demx calculated in equation B.26
(offerx = −demx). If this supply exceeds the grain demand (demgrain), the translocation flux from each organ is
computed with:

transx =
offerx∑norg
x=1 offerx

∗ demgrain (B.29)

Otherwise, if the demand exceeds the supply, all the nitrogen necessary and available in the reserve is allocated to
the grain.

Nitrogen leaching

The nitrogen leaching module also follows the approach proposed by ASPECTS and is detailed in Bureau (n.d.).
The NH4 and NO3 concentrations in soil solution are calculated from their total quantity and their solute buffer
power, which is the ratio between ions adsorbed on the solid phase and ions in solution. These solute molecules
follows the water movement which can be divided into a vertical and a horizontal component. The amount of
leached NH4 and NO3 is therefore divided into a horizontal leaching flux and a vertical leaching flux. However,
these dynamics do not occur if the NH4 and NO3 concentrations are below a given threshold defined by azomi and
calculated as follows:

azomi = azommin ∗ (θsat,i − θfc,i) ∗ thicki (B.30)

with thicki the thickness of the soil horizon i, azommin the soil nitrogen content below which plants can no longer
extract (4.889 gN m(micropore)−3). If the NH4 or NO3 concentration in a given soil layer is below this threshold,
the leaching transport of the concerned molecule is null.
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Appendix C

Required data and parameters in TADA

C.1 Species and general parameters

Table C.1: Species parameters

Parameter Description Units Value References
Forest Crop Pasture Forest Crop Pasture

Main characteristics
SLA Specific leaf area m2 gC−1 0.045 0.0365 0.0445 Aspects measured in Lonzée Lazzarotto et al., 2009
SSA Specific stem area m2 gC−1 - 0.0067 - - Andrew & Storkey,

2016; Confalonieri et
al., 2013

-

Phenological parameters
Ap Thermal semi-amplitude of the vernalizing ef-

fect
◦C - 10 - - Brisson et al., 2008 -

Bp Subsoil plantlet elongation curve parameter ◦C d - 0.006 - - calibrated -
Cp Subsoil plantlet elongation curve parameter - - 3.8 - - calibrated -
daylfal Day length when leaf abscission starts hr 10.5 - - Aspects - -
DSear Developmental stage at ear emergence - - - 0.55 - - Lazzarotto et al., 2009
DSveg Developmental stage at the start of vegetative

growth
- - - 2 - - Lazzarotto et al., 2009

Emax Maximum elongation of the coleoptile in dark-
ness condition

cm - 8 - - Brisson et al., 2008 -

fear Shoot allocation coefficient after ear emergence - - - 0.25 - - Lazzarotto et al., 2009
gddbud Cumulative degree-days since FEB 10, over

5◦C for budburst
◦C 75 - - Aspects - -

iperm Flag (0 = deciduous; 1 = evergreen) - 0 - - Aspects - -
Pbase Base photoperiod for development hr - 6.3 - - Brisson et al., 2008 -
Psat Saturating photoperiod for development hr - 20 - - Brisson et al., 2008 -
Sp Root sensitivity to drought (1=insensitive) - - 0.5 - - Brisson et al., 2008 -
Sv Photoperiod sensitivity (1=insensitive) - - 0 - - Brisson et al., 2008 -
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Tbase Minimum threshold temperature for develop-
ment

◦C - 0 5 - Brisson et al., 2008 Lazzarotto et al., 2009

Tfroid Optimum vernalization temperature ◦C - 6.5 - - Brisson et al., 2008 -
Tstop High temperature stopping phasic develop-

ment and leaf expansion
◦C - 35 - - Brisson et al., 2008 -

Trep Normalization factor for grass development ◦C d - - 225 - - Lazzarotto et al., 2009
Tmax Maximum threshold temperature for develop-

ment
◦C - 28 - - Brisson et al., 2008 -

upvtgerm UPVT required to reach germination ◦C d - 50 - - Brisson et al., 2008 -
upvtst3 UPVT required during stage 3 (germination to

terminal spikelet)
◦C d - 275 - - Brisson et al., 2008 -

upvtst4 UPVT required during stage 4 (terminal
spikelet to flag leaf visible)

◦C d - 270 - - calibrated -

upvtst5 UPVT required during stage 5 (flag ligule vis-
ible to end of leaf growth)

◦C d - 105 - - calibrated -

upvtst7 UPVT required during stage 7 (grain filling to
physiological maturity)

◦C d - 530 - - calibrated -

upvtveg UPVT required during vegetative period ◦C d - 837 - - Brisson et al., 2008 -
VN Number of vernalizing days required d - 55 - - Brisson et al., 2008 -
VNmin Minimum vernalizing days required d - 7 - - Brisson et al., 2008 -

Photosythetic parameters
a1 Stomatal resistance factor - 20 2.3 7.1 Aspects calibrated calibrated
χn Ratio of photosynthetic capacity to leaf nitro-

gen at 25◦C
mmol mol−1

s−1
0.4567 0.21 1.02 Aspects calibrated calibrated

Nb Leaf nitrogen not associated with photosyn-
thesis

mmol
m−2(leaf)

1 25 25 Aspects De Pury & Farquhar,
1997

De Pury & Farquhar,
1997

ibbl Flag for Leuning (0) or Ball-Berry (1) stomatal
resistance equation

- 0 0 0 - - -

θA Curvature factor of response of canopy photo-
synthesis

- 1 0.8 0.8 Aspects calibrated calibrated

θJ Curvature factor of response of canopy photo-
synthesis to irradiance

- 0.7 0.7 0.7 Aspects De Pury & Farquhar,
1997

De Pury & Farquhar,
1997

vpd0 Stomatal resistance factor Pa 1000 1000 1000 Aspects Aspects Aspects
kn Coefficient of leaf nitrogen in a canopy - 0.713 0.713 0.713 De Pury &

Farquhar, 1997
De Pury & Farquhar,

1997
De Pury & Farquhar,

1997

Radiation parameters
β0 Boland-Ridley-Lauret model parameter - -2.4 -2.4 -2.4 calibrated on

Lonzée data
calibrated calibrated on Lonzée

data
β1 Boland-Ridley-Lauret model parameter - 2.77 2.77 2.77 calibrated on

Lonzée data
calibrated calibrated on Lonzée

data
β2 Boland-Ridley-Lauret model parameter - 0.033 0.033 0.033 calibrated on

Lonzée data
calibrated calibrated on Lonzée

data
β3 Boland-Ridley-Lauret model parameter - 0.054 0.054 0.054 calibrated on

Lonzée data
calibrated calibrated on Lonzée

data
β4 Boland-Ridley-Lauret model parameter - 1.03 1.03 1.03 calibrated on

Lonzée data
calibrated calibrated on Lonzée

data
β5 Boland-Ridley-Lauret model parameter - 0.63 0.63 0.63 calibrated on

Lonzée data
calibrated calibrated on Lonzée

data

Carbon parameters
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asigm Sigmoid function parameter - - -0.3 - - Fitting from Ehdaie et
al., 2008

-

csigm Sigmoid function parameter - - 15 - - Fitting from Ehdaie et
al., 2008

-

dmc Carbon content of dry matter gC gDM−1 - 0.449 0.4271 - Measured in Lonzée Measured in Dorinne
cvfcst Constant carbon assimilation efficiency - - - 0.74 - - Choudbury, 2000
DG0 CO2 gas diffusion coefficient in the air at

273.16K and 101.3kPa
m2 s−1 1.39e−5 1.39e−5 1.39e−5 Fang & Moncrieff,

1999
Fang & Moncrieff,

1999
Fang & Moncrieff,

1999
percentleft Percentage of C left in the reserve pool after

grain remobilization
- - 0.2 - - Ehdaie et al., 2008 -

remobceff Carbon remobilization efficiency - - 0.75 - - Ehdaie et al., 2006 -
timeremob Sigmoid function parameter - - 40 - - Ehdaie et al., 2008;

Pheloung & Siddique,
1991

-

tnsc Percentage of non structural carbohydrates in
dry matter

gC gDM−1 - - 0.15 - - Downing & Gamroth,
2007

Respiration parameters
aκ Teleonomic partitioning constant for grassland gN gDM−1 - - 0.35 - - Lazzarotto et al., 2009
rκ Maintenance respiration constant gC gDM−1 - - 0.03 - - Lazzarotto et al., 2009
cκ Teleonomic partitioning constant for grassland gC gDM−1 - - 1 - - Lazzarotto et al., 2009
Q10 Maintenance respiration factor - 2.7 2 2 Aspects Spitters et al.,1989 Lazzarotto et al., 2009
rm Maintenance respiration weightening coeffi-

cient
- - - 0.7 - - Lazzarotto et al., 2009

rm0 Reference maintenance respiration rate at
20◦C

gC gDM−1

day−1
- - 0.012 - - Lazzarotto et al., 2009

Temperature-dependent parameters
Tlow Lower temperature for temperature function C - 0 0 - Lazzarotto et al., 2009 Lazzarotto et al., 2009
Tref Reference temperature for temperature func-

tion
C - 20 20 - Lazzarotto et al., 2009 Lazzarotto et al., 2009

Tup Upper temperature for temperature function C - 45 45 - Lazzarotto et al., 2009 Lazzarotto et al., 2009

Nitrogen parameters
azomin Soil N content below which plant can not ex-

tract NO3
gN m−3

(µpore)
0.44 0.44 0.44 Gego, 1993 Gego, 1993 Gego, 1993

βlit Litter nitrogen mineralization gC gN−1 20 22 22 Aspects calibrated on Dorinne
data

calibrated

βsom SOM nitrogen mineralization gC gN−1 15 16.5 16.5 Aspects calibrated on Dorinne
data

calibrated

dmn Nitrogen content of dry matter gN gDM−1 - - 0.0275 - - Measured in Dorinne
fresNmax Fraction of plant nitrogen defining the maxi-

mum nitrogen reserve
- 0.25 0.25 0.25 Aspects Aspects Aspects

frNH4c NH4 concentration on the root surface molN cm−3 2e−8 2e−8 2e−8 Aspects Robinson et al., 1991 Robinson et al., 1991
frNO3c NO3 concentration on the root surface molN cm−3 2e−8 2e−8 2e−8 Aspects Robinson et al., 1991 Robinson et al., 1991
ratenitr Optimum nitrification rate (ratio of NH4 con-

tent)
- 0.4 0.1432 0.1432 Aspects calibrated on Dorinne

data
calibrated

Animal parameters
DMcap Intake capacity of dry matter per LSU per day gDM LSU−1

day−1
- - 8900 - - Gourlez de la Motte et

al., 2019
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fmeth Percentage of carbon intake lost as CH4 respi-
ration

- - - 0.025 - - Gourlez de la Motte et
al., 2019

fremove Percentage of shoot biomass removed by ani-
mal trampling

- - - 0.008 - - Vuichard et al., 2007

fresp Percentage of carbon intake lost as CO2 respi-
ration

- - - 0.725 - - Gourlez de la Motte et
al., 2019

fret,C Percentage of carbon retained for milk or meat
production

- - - 0 - - -

fret,N Percentage of nitrogen retained for milk or
meat production

- - - 0 - - -

furine Percentage of urine present in excreta - - - 0.6 - - Menzi et al., 1997
cited by Riedo et al.,
2000; Oenema et al.,

1997
fvolat Percentage of nitrogen in excreta volatilized as

ammonia
- - - 0.05 - - Menzi et al., 1997

cited by Riedo et al.,
2000

hlim Grass minimum height under which animals
can not graze

cm - - 3 - - Personal
communication
(J.Bindelle)

Root parameters
αrt Parameter for root development - - - 5.86 - - Arora & Boer, 2003
bdcoef Bulk density coefficient for root sensitivity to

soil strength
- 1550 1600 1600 Aspects Jones et al., 1991 Jones et al., 1991

βrt Parameter for root development - - - 7.67 - - Arora & Boer, 2003
crdpt,max Maximum depth of the coarse root system m 0.9 - - Aspects - -
frdens Root carbon density gC cm−3(root) 0.075 0.075 0.075 Aspects Aspects Aspects
frradius Root radius cm 0.025 0.0077 0.0066 Aspects Föhse et al., 1991 Föhse et al., 1991
LWratio,harvRoot length to weight ratio at maturity m g−1(root) - 175 - - Barraclough & Leigh,

1984
-

phmax Maximum pH for root growth - 9.25 9 8.4 Aspects - Hannaway et al., 1999
phmin Minimum pH for root growth - 3.75 5 5.1 Aspects Schroder et al., 2011 Hannaway et al., 1999
phop,low Lower pH for optimum root growth - 4.25 5.4 5.5 Aspects Zhang et al., 2004;

Johnson, 2011
Hannaway et al., 1999

phop,up Upper pH for optimum root growth - 8.25 8 7.5 Aspects Johl, 1979 Hannaway et al., 1999
GSdpt,max Growth stage at maximum root depth - - 0.9 - - Jones et al., 1991 -
poroh2o,crit Critical water-filled porosity for root growth - 0.4 0.4 0.4 Jones et al., 1991;

Williams et al.,
1989

Jones et al., 1991;
Williams et al., 1989

Jones et al., 1991;
Williams et al., 1989

rhizodep Fraction of matter allocated to root going di-
rectly to the soil

- - 0.134 0.134 - Newman, 1978 Newman, 1978

rtdpt,max Maximum depth of the root system m - 2 - - Gregory et al., 1978;
Kirkegaard & Lilley,

2007; Thorup-
Kristensen, 2009

-

rtdens
(1:nhz)

Root length density in each soil layer cm cm−3(root) - 8; 8;
4; 1;
0.5

- - Asseng, 1997;
Hodgkinson et al.,

2017

-

LWratio,seed Root length to weight ratio at seeding m g−1(root) - 200 - - Barraclough & Leigh,
1984

-

Tpfr,base Minimum soil temperature for root growth C 5 2 0 Aspects Porter & Gawith, 1999 Thornley, 1998
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Tpfr,op Optimum soil temperature for root growth C 20 16.3 20 Aspects Porter & Gawith, 1999 Thornley, 1998
wcg Coefficient for root distribution - - 2 - - Jones et al., 1991 -

Senescence parameters
fdepl Depletion factor of the total available water - - 0.55 0.6 - Allen et al., 1998 Allen et al., 1998
γtemp Mineralization temperature parameter - 308.15 277.33 277.33 Lloyd & Taylor,

1994
calibrated calibrated

taul Foliage lifespan at reference temperature
(20◦C)

d 219 70 83 Aspects Van Heemst, 1988 Lazzarotto et al., 2009

taufr Root lifespan at reference temperature (20◦C) d - 58.97 100 - Gibbs & Reid, 1992 Lazzarotto et al., 2009
tauw Woody biomass lifespan d 54750 - - Aspects - -
lifespanmin Litter lifespan d 730 730 803 Aspects Aspects calibrated
lifespanminc Woody litter lifespan d 7300 - - Aspects - -
lifespansom SOM lifespan d 36500 36500 16100 Aspects Aspects calibrated
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Table C.2: General parameters

Parameter Description Units
File names
initialfile Name of the initial values file -
soilfile Name of the soil characteristics file -
managementfile Name of the management file -
pathres Beginning of results file names -

Type of simulation
ecosyst Type of ecosystem (1=forest;2=crop;3=grassland) -
nhd Number of data per day d-1
nd Numer of days in the one year d
nnh Number of time steps per half hour -
nh Number of time steps per day d-1
nhwk Number of days for average of N uptake d
ifull Flag to generate 1/2h results -
nyrstart Starting year of simulation yr
nyrmax Number of years to simulate yr
ident_simul Variable to choose the simulation type -
ident_strs_n Variable to choose to simulate nitrogen stress -
ident_mana Forest management type -
ident_disease Forest mortality due to disease -
isteady Flag to start a steady-state simulation -

Numerical resolution
niter Maximum number of correction iteration -
norder Order of Runge-Kutta resolution -
thick_layer1 Thickness of the first fictive soil layer m

Environmental conditions Forest Cropland Grassland Units
ico2 Atmospheric CO2 concentration 360 360 360 ppm
idepot Annual nitrogen deposition for forest 28 28 28 gN 10-1 yr-1
sNH4_depos_an Annual deposition of NH4 in open fields - 0,63 0,63 gN-NH4 m-2 yr-1
sNO3_depos_an Annual deposition of N03 in open fields - 0,54 0,54 gN-N03 m-2 yr-1

Reservoirs information
nhz Number of soil layers 6 5 3 -
ncp Number of above-ground carbon pools 5 4 1 -
ncb Number of below-ground carbon pools 6 4 4 -
nco Number of carbon pools 41 24 13 -
nnp Number of above-ground nitrogen pools 4 4 2 -
nnb Number of below-ground nitrogen pools 7 5 5 -
nno Number of nitrogen pools 46 29 17 -
nwp Number of above-ground water pools 2 2 2 -
nwo Number of water pools 8 7 5 -
ntp Number of above-ground thermal pools 0 0 0 -
nto Number of thermal pools 6 5 3 -
nres Total number of pools 101 65 38 -

Site information
xlat Latitue 50,3050 50,3123 50,3123 deg
xlong Longitude 5,9980 4,7464 4,9678 deg
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C.2 Initial reservoirs values

Table C.3: Initial reservoirs values used for the cropland ecosystem (Lonzée).

Horizon
y Reservoir Unit Above-ground or horizon 1 2 3 4 5 Method

1 storage organs (C) g C m−2 0 -
2 reserve (C) g C m−2 0 -
3 leaves (C) g C m−2 0 -
4 stems (C) g C m−2 0 -
5-9 root (C) g C m−2 0 0 0 0 0 -

10-14 litter (C) g C m−2 38.3481 76.8971 130.496 103.825 64.7867 †
15-19 SOM (C) g C m−2 619.424 1242.09 2107.86 1677.05 1046.48 †
20-24 CO2 (C) g C m−2 0.61 1.23 1.62 2.05 2.46 Aspects

25 storage organs (N) g N m−2 0 -
26 reserve (N) g N m−2 0 -
27 leaves (N) g N m−2 0 -
28 stems (N) g N m−2 0 -

29-33 root (N) g N m−2 0 0 0 0 0 -
34-38 litter (N) g N m−2 1.25916 2.54575 4.32951 4.07448 2.97388 *
39-43 SOM (N) g N m−2 62.9584 127.287 216.476 203.724 148.694 *
44-48 soil NO3 g N m−2 0.42439 0.85801 1.45921 1.37325 1.00231 *
49-53 soil NH4 g N m−2 0.30222 0.61101 1.03913 0.97792 0.71376 *

54 snow mm H2O 0 Measure
55 soil water TOP m3 m−3 0.37781 Measure

56-60 soil water m3 m−3 0.37781 0.38622 0.39909 0.4186 0.43964 Measure
61-65 soil temperature K 273.628 274.645 276.614 281.016 290.057 Measure
†Total carbon measured, partitioned with calibration
*Measure of the total soil nitrogen, partitioned with Sharpley & Smith (1995) between NO3, NH4 and organic, calibration between litter and SOM.
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Table C.4: Initial reservoirs values used for the grassland ecosystem (Dorinne).

Horizon
y Reservoir Unit Above-ground or horizon 1 2 3 Method

1 shoot g C m-2 27.4497 *
2-4 root (C) g C m-2 70.159 25.161 4.3375 Jackson et al. (1996)
5-7 litter (C) g C m-2 1820.99 43.5049 0.01709 †
8-10 SOM (C) g C m-2 2916.54 5749.14 4846.52 †
11-13 co2 (C) g C m-2 0.61 3 2.87 Aspects

14 shoot (N) g N m-2 2.83027 *
15 vegetation reserves (N) g N m-2 4.132 Optimum reserve calculated

16-18 root (N) g N m-2 2.71041 9.72013 1.67567 Jackson et al. (1996)
19-21 litter (N) g N m-2 9.10774 12.1584 11.5528 ‡
22-24 SOM (N) g N m-2 455.387 607.921 577.642 ‡
25-27 soil NO3 g N m-2 2.71726 3.62742 3.44675 ‡
28-30 soil NH4 g N m-2 1.4177 1.89257 1.7983 ‡
31 snow mm H2O 0 Measure
32 soil water TOP m3 m-3 0.4984 Measure

33-35 soil water m3 m-3 0.4984 0.4759 0.438 Measure
36-38 soil temperature K 279.844 280.231 280.366 Measure
*Measure of herbage height the 26/11/2013, changed in carbon by means of allometric equation and dmc/dmn

†Total carbon measured, partitioned with calibration
‡Measure of the total soil nitrogen, partitioned with Sharpley & Smith (1995) between NO3, NH4 and organic, calibration between litter and SOM.
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