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Abstract

The Locator/Identifier Separation Protocol (LISP) is an encapsulation protocol
currently in development. It is based on the potential need to reorganize the routing
architecture of the Internet in order to meet the still increasing size of this worldwide
network. The key principle of this protocol is to split the current IP address space
into an identifier address space and a locator one. In this paradigm, the identifier ad-
dress serves the purpose of identifying a connection endpoint and is only routable
in a stub network, a LISP site. The locator address, in turn, is used to locate this site
in the core network. This address is thus globally routable. For nodes from different
LISP sites to communicate between each other, a data tunnel has to be put in place
between both sites.

Because of this separation principle, LISP needs a mechanism allowing it to trans-
late an address from the identifier space to the locator space: the mapping system.
Thanks to this, a LISP site is able to query a mapping, binding both address spaces,
by the use of LISP control messages. LISP-DDT is a notable example of mapping
system which draws inspiration, regarding its architecture, from the Domain Name
System.

Both LISP and LISP-DDT current implementations may be prone to potential secu-
rity vulnerabilities. In this regard, this work aims at getting a clear understanding of
the security aspects of the studied protocols. This approach is done in order to find
potential vulnerabilities in these protocols – while not claiming to be exhaustive –
and take advantage of them in order to develop an attack. That way, a denial-of-
service attack by amplification has been found out. This attack exploits the mapping
lookup process between a LISP site and the mapping system. In particular, it relies
on the fact that the mapping system is able to generate responses that are signif-
icantly larger than the queries causing them. This principle can hence be used to
produce a lot of network traffic towards a predetermined victim node in order to
consume its bandwidth.

As a proof-of-concept for the attack, a GNS3 emulated network topology has been
set up and configured. This network therefore simulates an up and running LISP-
DDT mapping system – mimicking the one of the LISP Beta Network, a worldwide
deployment of LISP on Internet – in order to use it as an amplification vector for
the attack. Results of the attack on this enclosed environment are analysed in this
work. It proves the feasibility of the attack in the current implementations of LISP
and LISP-DDT.

Finally, a brief discussion about possible mitigation techniques for the attack is
provided. Among these mitigation techniques, one can cite the limitation of the
reply size, the rate limitation or even anti-spoofing techniques. Either way, we hope
to draw the LISP IETF Working Group’s attention to the necessity of addressing this
issue.
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Chapter 1

Introduction

Since its beginning, the Internet is in continuous expansion and it still keeps grow-
ing nowadays [3]. Thereupon, solutions may have to be taken in order to provide
the needed scalability of this network [4]. In particular, the ongoing growth of the
routing tables in the core Internet may be a concern. A reorganization of the Internet
routing architecture may thus become a necessity. Notably, the IP address semantics
as it is today is overloaded : it serves at the same time an identification and a locali-
sation purpose. Currently, such an address is in one hand used to identify a specific
host in the network but is in the other hand used for figuring out on which site this
host is connected. One of the possible solutions to adopt for this reorganization is to
split the IP address into two roles: the locator and the identifier.

The Locator/Identifier Separation Protocol (LISP) addresses this issue by defining
two address types, and thus splitting the IP address into two roles: the identifier
and the locator [5]. First, the identifier is used to identify a node in the network. Such
an address, referred as an Endpoint Identifier (EID), is only locally routable, in a
specific LISP site. The second address type, the locator serves the purpose of locating
a LISP site in the Internet. This second address, called the Routing Locator (RLOC),
is in turn globally routable. For making two nodes from different LISP sites able to
communicate between each other, a data tunnel has to be put in place between these
two LISP sites. This tunneling is done by encapsulating an IP packet containing EID
addresses into a new IP packet which in turn contains RLOC addresses. The latter
packet is therefore able to cross the core network and be routed to the destination
LISP site.

Of course, a mechanism has to exist in order to translate an address from the iden-
tifier addressing space to the locator addressing space. Indeed, this mechanism is
needed by the different LISP sites in order to perform the needed encapsulations. A
mapping system is an architecture that serves the purpose of translating an address
from the identifier space to the locator space [6]. In this way, a LISP site has to possi-
bility to request relevant mappings prior to the encapsulation of packets intended for
another LISP site. This request is done by mean of two main LISP control messages
: the Encapsulated Map-Request and the Map-Reply messages. LISP is designed in
a way that the mapping system implementation is independent from the specifica-
tion of LISP. Thanks to this modularity, multiple mapping system implementations
can exist, each with different architectures. LISP-DDT is a notable example of map-
ping system that has an architecture similar to the one of the Domain Name System
(DNS) [7].

Like any other system in computer science, LISP and its mapping system may
present security vulnerabilities. This is particularly the case for LISP and LISP-DDT



Chapter 1. Introduction 2

as they both are fairly new and currently in active development. Moreover, these
protocols are intended to be deployed on the public Internet, which cannot be con-
sidered as a trusted environment. However, security aspects already exist in LISP
and its mapping system. Amongst these aspects, one can site the fact that a LISP site
must be authenticated with the mapping system in order to register an EID address
subspace the site is responsible for. In addition, LISP-SEC is an extension of the LISP
protocol that provides security features to it regarding authentication and integrity
of the LISP control messages [8].

This work presents a denial-of-service attack that exploits security vulnerabilities
in LISP and LISP-DDT. Those vulnerabilities allow IP spoofing techniques as well as
traffic amplification to happen. Indeed, the amplification relies on the fact that the
LISP-DDT mapping system is susceptible to generate Map-Reply messages that are
significantly larger than the Encapsulated Map-Request messages triggering them.
The main idea of the attack presented in this work is therefore to send a large amount
of Encapsulated Map-Request messages to the mapping system while impersonat-
ing a predetermined victim. In return, the mapping system will generate an even
larger traffic towards the victim and consume a significant part of its bandwidth.
The exhaustion of the victim’s bandwidth can lead to a denial-of-service if the sever-
ity of the attack is sufficiently high.

In order to prove the feasibility of this denial-of-service attack by amplification
exploiting the LISP-DDT mapping system, a GNS3 emulated network topology has
been set up. This topology includes a set of routers that are used to implement
LISP as well as LISP-DDT. For the latter, the mapping system topology mimics the
one of the LISP Beta Network, the wide-scale deployment of LISP on the public
Internet. This network also comprises an attacker node and a victim one. The attack
has been run and it experimentally proved that such an attack is indeed feasible for
the current implementation of the LISP and LISP-DDT protocols. As a matter of
fact, the mapping system indeed amplified the traffic generated by the attack, which
consumed victim’s resources such as its network bandwidth and CPU load. In order
to prevent this attack to happen in the future, some mitigation techniques are also
suggested in this work. In a nutshell, such mitigation can be done by disallowing
spoofing in the network, by rate-limiting the traffic, by detecting denial-of-service
attacks or even by preventing the mapping system to send large messages if they
are not authenticated.

Chapter 2 details the functioning of LISP and its mapping system whereas Chap-
ter 3 introduces the security aspects of these technologies. Moreover, it highlights
possible security vulnerabilities in their implementation. Chapter 4 defines a denial-
of-service attack and set up a testbed on which to perform it. This chapter also
suggests mitigation methods to adopt in order to prevent this attack to happen in
the future. Finally, Chapter 5 concludes this work.
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Chapter 2

Locator/Identifier Separation
Protocol

This chapter presents the Locator/Identifier Separation Protocol (LISP). The first
section provides a broad overview of the protocol as well as the rationale and ad-
vantages of deploying such a protocol in today’s Internet. In particular, this first
section presents LISP by splitting it into its two main parts: the data plane and the
control plane. A stronger emphasis is placed on the control plane as it will be used
in Chapter 4 to design an attack.

The second section, in turn, presents the different mapping system designs that
can be used to implement the control plane. Amongst these designs, the implemen-
tation of LISP-DDT in particular will be detailed. As a matter of fact, LISP-DDT is
the mapping system implementation that is used for the remaining of the work.

2.1 LISP Introduction

2.1.1 Principle

Nowadays, the scalability of the routing system in the Default-free zone (DFZ)
is more and more worrisome [4]. Indeed, even by considering the IPv4 address
space exhaustion [9], the routing tables size in the core Internet keeps growing [3].
This growth is thus due to a deaggregation of the IPv4 address space [10]. This
deaggregation arises from different factors such as, for instance, multi-homing, traf-
fic engineering and the demand of provider-independent address spaces by end-
sites [11, 4]. This scalability concern results, among others, in an increase of memory
and processing power needed in the routers as well as a burst of BGP UPDATE mes-
sages crossing the DFZ.

More generally, a root cause has been highlighted : the overloading of IP Address
Semantics [4]. At the present time, the IP address is both used for identification and
localisation purposes. The identifier is obviously needed to identify an end-host on
the network whereas the locator serves a routing purpose, in order to know where
the host is located on the network. The locator addressing follows the Internet topol-
ogy so as to aggregate the addresses and thus, efficiently store and advertise them.
However, the identifier typically depends on an organizational structure instead of
a topological one : this address does not have to depend on the location of the node.
As a consequence, a single address space serving both purposes is difficult to man-
age and it can raise problems.
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FIGURE 2.1: Routing examples from one LISP node to another [1].

The Locator/Identifier Separation Protocol [5, 12] addresses this issue by splitting
the locator and the identifier space. In that respect, two namespaces coexist : the
Endpoint Identifier (EID) that serves the purpose of identifying a particular node
and the Routing Locator (RLOC) which is needed by the underlying routing sys-
tem. As a consequence of this separation, a site is able, among others, to manage
its EID topology more loosely and to change its internet provider without having to
either readdress their nodes or use provider-independent address space in the first
place. It is important to note that both namespaces have the same syntax as IPv4 or
IPv6 addresses even though the LISP protocol allows, by design, an application to
use any Address Family Identifier [13] (AFI) published by the IANA. The IPv4 and
IPv6 addresses are examples of defined AFIs as well as the LISP Canonical Address
Format [14] (LCAF) which extends the possible syntaxes allowed to LISP-specific
encodings, such as Geo-Coordinates for instance.

The EID only has meaning on the stub networks whereas the RLOC is specific
to the core network (the DFZ). An IP packet leaving an endpoint has as a source
address the EID of this endpoint and as a destination address the EID of the desti-
nation host. If the destination host is located in the same domain as the source host,
the packet will be forwarded in the same way as for traditional IP packets. This is
the case of a packet sent by node A to node B in Figure 2.1.

However, if the destination host is located in another domain (such as the node C
in Figure 2.1), the packet will first be forwarded to an Ingress Tunnel Router (ITR)
– a LISP-capable router at the boundary between the source domain and the core
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network. This ITR will encapsulate the packet in a new IP packet whose source ad-
dress is a source RLOC and destination address is a destination RLOC mapped to the
destination EID. As the RLOC addresses have a meaning in the core network, the en-
capsulated packet will be routed to the Egress Tunnel Router (ETR) – a LISP-capable
router at the boundary between the core network and the destination domain – ad-
vertising the destination RLOC address. This ETR will decapsulate the packet and
forward it towards the destination domain. The destination address of the inner
packet is an EID associated to a host in the destination domain ; the packet can thus
be routed to this host.

In this scenario, one can notice that the xTRs (ITRs and ETRs) are the only devices
in the network that need to understand LISP. Indeed, LISP is transparent to the end
hosts and the other routers ; they work in the same way as for traditional IP packets.
This property benefits the LISP deployment and maintenance in a network.

In addition, a translation from the EID space to the RLOC space occurred at the
ITR. Therefore, the ITRs must keep track of the different EID-to-RLOCs mappings.
This is achieved by requesting the mappings in the LISP mapping system [6] – a
database storing and keeping track of the different mappings – and by caching those
for performance reasons [5, 15]. LISP defines a set of message types in order to
communicate with the mapping system. In particular, Map-Request and Map-Reply
messages are respectively used to request a mapping and send the answer back. Ad-
ditionally, the Map-Register message is needed to register mapping updates to the
mapping system. Section 2.1.3 details the different messages used to communicate
with the mapping system.

The mapping system is the main part of the LISP control plane [6], which is in-
dependent from the LISP data plane. Thanks to such a design, it gives a greater
modularity to LISP and it allows the data and control planes, among others, to scale
differently. Due to this modularity, several mapping systems exist and have been
proposed, each with a different architecture [2]. Depending on the mapping system
used, the control plane might offer a better management than the underlying routing
system regarding traffic engineering, multi-homing and mobility [5]. At the present
time, only two mapping systems amongst the variety of existing designs have gen-
uinely been deployed : LISP+ALT [16] – a mapping system relying on BGP [17] and
tunneling – and LISP-DDT [7] – the successor of LISP+ALT that has an architecture
similar to the DNS [18]. This topic is discussed in more detail in Section 2.2.

Finally, the implementation of LISP on today’s internet must be progressive and
the protocol has to interwork with Non-LISP sites [19]. In order to do so, two new
network elements are introduced : the Proxy Ingress Tunnel Router (PITR) and
Proxy Egress Tunnel Router (PETR). The former is used as an ITR for hosts in a
Non-LISP site, by acknowledging the reachability of the EID prefixes in the core net-
work whereas the latter is used by hosts in a LISP site trying to reach a host in a
Non-LISP site while still using LISP encapsulation in the data plane.

2.1.2 Data plane

As previously stated, the IP packet travelling through the core network must not
contain EIDs as source or destination addresses. Indeed, the EID address space has
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FIGURE 2.2: LISP IPv4-in-IPv4 Header Format.
OH = Outer Header, IH = Inner Header.
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no meaning in the DFZ, without taking into account the particular case of prox-
ies. To address this situation, the IP packet has to be encapsulated in another IP
packet whose addresses are from the RLOC address space. This encapsulation is the
bedrock of the LISP data overlay network framed amongst the LISP-capable routers.

This introduced encapsulation is performed by prepending a new IP header to the
already existing IP packet. This new header is referred as the outer header (OH in
Figure 2.2). Consequently, the encapsulated IP header is the inner header. An UDP
and a LISP header accompany the outer IP header in order to ensure the good for-
warding of this new datagram on all the middleboxes. A middlebox is a networking
device whose function is beyond the simple packet forwarding (e.g. NAT, Firewall,
Proxy, . . . ) [20]. Some of them might have policies that reject packets that use custom
protocols ; it is therefore a good practice to use UDP or TCP in the design of a proto-
col, if possible [21]. The format of the encapsulated packet’s headers is specified by
Figure 2.2, for the case of IPv4. The Protocol value set to 17 in the outer IP header
means that an UDP header should follow ; this is indeed the case. By contrast, the
Protocol value of the inner IP header is obviously not defined, as it depends on the
payload of the sender. The encapsulation is also possible with IPv6 and the format
is similar to the IPv4 one. It is worth noting that the same consideration can be made
for the IPv6 Next Header field, which is similar to the IPv4 Protocol field [22].

Thus, the outer IP header contains the source and destination RLOCs of the in-
volved xTRs. The destination UDP port is set to 4341, which refers to a LISP Data
Packet. The UDP checksum of the outer header should be set to zero for performance
reasons, as the integrity of the payload will anyway be handled by the inner header
(IH in Figure 2.2). The LISP header contains, among other things, reachability infor-
mation – providing a way to keep track of the Locator status – and an instance ID –
in order to potentially segregate the LISP traffic into different instances.

Let us examine in more details the different fields of the LISP header. As one
can notice in Figure 2.2, the header first contains a list of flags followed by the
Nonce/Map-Version and the Instance ID/Locator-Status-Bits fields.

• The N-bit (Nonce-Present) is used to determine if a nonce is present in the
Nonce/Map-Version field. The usage of a nonce will be explained when intro-
ducing this field.

• The L-bit (Locator-Status-Bits field enabled) determines if the Locator-Status-
Bits field is in use.

• The E-bit (Echo-Nonce-Request) is only used when the N-bit is enabled. It
requests the xTR receiving this packet to echo back the nonce value.

• The V-bit (Map-Version present) is used to determine if database Map-Version-
ing information is contained in the Nonce/Map-Version field. Obviously, the
N-bit must be disabled if this bit is enabled, and vice-versa. The Map-Version-
ing mechanism is out of the scope of this work and will not be discussed in
more details.

• The I-bit (Instance ID bit) specifies that the first 24 bits of the Instance ID/
Locator-Status-Bits are reserved in order to contain an Instance ID. In that
case, the Locator-Status-Bits field is reduced to 8 bits.
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• The R-bit (Reserved) has no current purpose.

• The KK-bits are used when the encapsulated packet is encrypted using LISP
data plane confidentiality mechanisms [23].

• The Nonce field contains a random value used for the Echo Nonce Algorithm.
The goal of this latter algorithm is to determine the reachability between an
ITR and an ETR. Upon reception of a LISP packet containing a Nonce (and
with both the N and E bits activated), the ETR will forward the encapsulated
packet as usual. Additionally, the ETR will send a new LISP packet containing
the same Nonce value (and with the N bit enabled). Thanks to this mechanism,
the ITR can determine if the targeted ETR is reachable.

• The Locator-Status-Bits field is used by the ITR to indicate to the destination
ETR the reachability status (up or down) of the different ETRs associated to the
source LISP site. Each bit of this field is then associated with the RLOC of an
ETR.

In conclusion, the ITR serves the role of prepending the described headers for
packets from inside of its LISP site to the outside. The ITR resolves the destination
locator by performing an EID-to-RLOCs mapping lookup, using the control plane
features. In return, the ETR must strip those headers when receiving LISP Data
packets whose destination is one of its RLOCs and forward the stripped packet into
its LISP site. This mechanism between the ITR and the ETR constitutes the LISP
tunneling over the core of the Internet.

2.1.3 Control plane

As one can notice, the LISP data tunneling strongly relies on the possibility for an
ITR to figure the mappings out from the EID space to the RLOC space. Indepen-
dently of its implementation, the control plane has to offer the possibility for an ETR
to advertise and register the EID subspace this device is responsible for. The control
plane is also responsible for answering an ITR that has requested information about
the mapping of a certain EID.

LISP introduces two devices that constitute the interface between the xTRs and the
mapping system : the Map-Resolver and the Map-Server [6]. Thanks to this archi-
tecture, the xTRs are able to interact with the mapping system while being oblivious
to its implementation. This offers a modularity in the choice of the mapping system
and the choice of its design.

The Map-Resolver is a device that listens for mapping requests and answers with
the appropriate mapping if it exists, or a negative answer otherwise. In turn, the
Map-Server is a device that learns mapping entries from the ETRs by use of a regis-
tration mechanism explained below. It handles the propagation of the information
within the mapping system.

LISP defines a certain kind of LISP UDP packet in order to communicate with the
control plane : the LISP Control Message [6]. Several different types of LISP Control
Message coexist, each having an individual specification. Although different, they
all begin with a 4-bit long Type field needed to distinguish them. The remaining part
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1.	Map-Register

2.	Map-Notify

3.	Map-Notify-Ack

4.	Map-Request 5.	Map-Reply

LISP	Site	A

ETR ITR

LISP	Node

LISP	Site	B

ETR ITR

LISP	Node

Mapping	System

Map-ResolverMap-Server

FIGURE 2.3: Overview of the different messages exchanged between
the xTRs and the control plane interface.

of the message is therefore specified depending on the message type. A LISP Control
Message type can either be a Map-Request, Map-Reply, Map-Register, Map-Notify,
Map-Notify-Ack or an Encapsulated Control Message.

Example scenario

Before diving deep into the details of each message type, let us introduce their
usage in an example scenario. Figure 2.3 presents a simple setup of LISP nodes
and a common use case. The mapping system is represented as a cloud because
its implementation is not relevant for using the different LISP Control Messages, as
stated before. Moreover, two different LISP sites (LISP Site A and LISP Site B)
are represented and the goal of this scenario is to make the LISP node of each site
communicate with each other. It is important to notice that the xTRs are the LISP
devices at the boundary of the LISP sites whereas the Map-Register and Map-Server
are the ones at the boundary of the mapping system architecture.

First, both LISP sites must advertise the different EID ranges they are responsible
for. The exchange of messages between LISP Site A and the Map-Server serves this
purpose. It should be underlined that a similar exchange has to happen between
LISP Site B and a Map-Server. As one can notice, this process consists of three
different LISP Control Messages : the Map-Register, the Map-Notify and the Map-
-Notify-Ack messages. The Map-Register message is sent by the ETR and contains
the information on the EID-prefixes managed by the LISP site. As the name of this
message indicates, its purpose is to register mappings into the mapping system.
Each registration contains a time to live and thus, a LISP site has to send new Map-
-Register messages on a regular basis. Note that a LISP site is allowed to register
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FIGURE 2.4: LISP Map-Request message format.
Rec is the portion of the containing information about a record. The

number of records in a packet is set by Record Count.

mappings to multiple different Map-Servers. Upon reception of a Map-Register
message, a Map-Server must send back a Map-Notify message to either confirm or
negate the registration. An ETR can choose not to receive such a message by stating
it in its Map-Register message. Finally, an ETR can potentially send back a Map-
-Notify-Ack message in order to acknowledge the good reception of a Map-Notify
message.

Once both LISP sites are well registered into the mapping system, they should
be able to retrieve the locator (i.e. the RLOC) of each other in order to set up the
LISP tunneling. In that respect, the Map-Request and Map-Reply message types are
used to retrieve the required EID-to-RLOCs mappings from the mapping system. An
example of this is shown in Figure 2.3 between the ITR of LISP Site B and the Map-
Resolver. In order to send a packet to a node of LISP Site A, the aforementioned
ITR has to know the RLOC of one of the ETR of LISP Site A. This information
is indeed stored in the mapping system. Hence, the ITR will send a Map-Request
message to a Map-Resolver. This Map-Request contains the EID-Prefix on which
the ITR needs to know the RLOCs. In this situation, the EID-Prefix is of course
one handled by LISP Site A. Upon reception of a Map-Request message, the Map-
Resolver will retrieve the relevant EID-to-RLOCs mapping and send it back to the
ITR via a Map-Reply message. If no relevant mapping exists, the Map-Resolver will
send a Negative Map-Reply message.

In-depth description of the message types

Now that the usage of the different LISP Control Message types is overviewed, let
us define them more precisely.
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FIGURE 2.5: LISP Map-Reply message format.
Loc contains information of a locator entry. Locator Count sets the

number of locator entries in a Record.

The LISP Map-Request – the first type of control message – is mainly used to query
the mapping system. Most of the time, this packet originates from an ITR requesting
a certain mapping to a Map-Resolver. Figure 2.4 presents the UDP payload of the
Map-Request. Among the fields of this message, the most important is the EID-
Prefix, which is part of the record, determining the prefix to query. Additionally,
the EID-Prefix-AFI determines the type of prefix (IPv4 or IPv6) contained in the
mentioned field and the EID mask-len field determines the number of relevant bits
in the EID-Prefix field. It is possible to include multiple records in a Map-Request,
and thus request multiple mappings in one packet. The Record Count determines
the number of records in the current Map-Request.

If the A (Authoritative) flag is set to 1, it means that the ITR specifically wants to
receive the reply from an authoritative ETR of its requested prefix instead of receiv-
ing the reply from the mapping system. In this case, the list of ITR-RLOC Addresses
can be used to give the possibility to the ETR to select the destination of the reply.
Note that this list must contain at least one element, the number of additional entries
to this list being defined by the IRC field.

One can notice that a Nonce field is present in the message. Its value must be
randomly generated. This nonce is used to uniquely identify the Map-Request and
to detect which Map-Reply is related to it.

Finally, the Source EID Address contains the EID of the host sending the Map-Re-
quest. This information is optional : the Source-EID-AFI can be set to 0 in order to
indicate that there is no Source EID Address in the message.
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The LISP Map-Reply is the control message used as a response of a Map-Request.
It can either originate from the mapping system or from an authoritative ETR. Fig-
ure 2.5 presents the format of such a message. This message format provides a struc-
ture to send a list of records (whose length is defined by Record Count). A record
associates an EID-prefix to a set of locators ; this is indeed the information con-
tained in an EID-to-RLOCs mapping. One can notice that a Priority and a Weight
is linked to each Locator. A low priority value takes precedence over a higher one.
The weight can be used to balance the traffic between the different ETRs of the same
LISP site.

Let us determine some important fields contained in this message type.

• The Nonce field carries the same nonce value as the corresponding Map-Re-
quest, as explained before.

• The EID-Prefix-AFI is used to define the type of EID prefix that is used. In our
case, this type is either set to 1 for IPv4 or 2 for IPv6.

• The L (Local) flag of a locator entry is set to 1 if the locator in question corre-
sponds to a RLOC reaching the current sending ETR.

• The R (Reachable) flag of a locator entry is used to determine whether the
relevant RLOC is currently reachable or not. Therefore, it is important to notice
that the ETR can advertise unreachable locators.

• In the same fashion than the EID-Prefix-AFI, the Loc-AFI determines the value
type used in the Locator field.

If the requested EID prefix is not bound to any locator, a Negative Map-Reply is
sent. This is simply represented by a Map-Reply with an empty set of locators ; and
thus, a Locator Count is set to 0.

The third type of control message specified by LISP is the Map-Register message.
It is sent by an ETR to a Map-Server in order to register one or multiple EID-Prefixes
this ETR is responsible for. The ETR can also include in the Map-Register the RLOCs
of the other ETRs that are responsible for the same prefixes. Figure 2.6 presents the
Map-Register message format.

A Map-Register message contains fields providing Authentication. One or mul-
tiple pre-shared secrets have to exist between the ETR and the Map-Server on which
the ETR wants to register. A trust relationship is therefore required between both
sides. This prevents a rogue to impersonate the ETR with the aim of defining ille-
gitimate mappings. The Key ID field is used to select which pre-shared secret will
be used to derive a key for the current message authentication, with the appropriate
algorithm, defined by Algorithm ID. The Authentication Data therefore contains
a Message Authentication Code (MAC) of the entire message, from the Type field
until the end1. Note that the Nonce field is a value that is incremented for each
Map-Register and is used to avoid replay attacks.

1At the time of the generation of the MAC, the Authentication Data field has to be preset to 0.
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FIGURE 2.6: LISP Map-Register message format.
Loc contains information of a locator entry. Locator Count sets the

number of locator entries in a Record.
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FIGURE 2.7: LISP Map-Notify and Map-Notify-Ack message format.
Loc contains information of a locator entry. Locator Count sets the

number of locator entries in a Record.

The Record part of the message format is similar to the one of a Map-Reply mes-
sage. Those records contain the mappings that the ETR wants to register as well as
the list of Locators authoritative to those prefixes.

Let us mention the P (Proxy) flag. If set to 1, the ETR specifically requests that
it is up to the Map-Server to assume the responsibility of sending Map-Reply mes-
sages instead of being up to the ETR to do so. As for the S (security-capable) flag,
it indicates that LISP-SEC [8] is in use ; this topic will be introduced later on in this
work.

Figure 2.7 presents the format of Map-Notify messages as well as Map-Notify-Ack
messages, depending on the Type value. The Map-Notify message is used to confirm
to an ETR the good registration following a Map-Register message. This Map-Notify
is only sent if the ETR had set the M (want-map-notify) flag in its Map-Register
message. The other fields of the Map-Notify are copied from the Map-Register. This
allows the ETR to acknowledge the validity of the information.

A Map-Notify-Ack message is used to acknowledge the good receipt of a Map-
-Notify message. This allows the Map-Server to become aware of the reception of
the Map-Notify by the ETR and therefore to stop trying to resend the message.
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FIGURE 2.8: LISP Encapsulated Control Message format.
OH: Outer Header, IH: Inner Header, LCM: LISP Control Message.

The last type of control message specified by LISP is the Encapsulated Control
Message (ECM). This message is characterized by the Type field set to 8. This mes-
sage contains fewer fields than the other control messages. The only fields present
are flags, as one can notice on Figure 2.8. This message is used to encapsulate an-
other control message in it. Most of the time, the ECM is used to encapsulate a
Map-Request. In this case, such a message is called, by extension, an Encapsulated
Map-Request.

The Encapsulated Map-Request is often used by an ITR to request mappings to a
Map-Resolver, instead of simply sending a plain Map-Request. Indeed, depending
on the need of the mapping system implementation, the Map-Request can possibly
contain different source and destination address values than the expected ITR and
Map-Resolver RLOCs2. In such a case, this Map-Request has to be encapsulated in
an Encapsulated Control Message to allow the good forwarding of the message,
by setting the aforementioned RLOCs in the outer IP header.

The use of an Encapsulated Control Message instead of a simple Map-Request
also permits the mapping system to forward the Map-Request (originated from an
ITR) to the corresponding ETR while leaving the whole Map-Request content intact,
including the IP and UDP layers. This enables the system to implement authenti-
cation and integrity mechanisms on the Map-Request messages. LISP-SEC [8] im-
plements those security aspects and can be enabled by setting the S (Security) bit
of the Encapsulated Control Message. In this case, the Reserved field is used to
contain authentication data. The security topic is discussed in more details further
on in Chapter 3, page 28.

2Even more, the LISP specification also allows a Map-Request to contain addresses from the EID
space in its IP header.
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Note that both UDP Checksum fields of an Encapsulated Control Message must
be non-zero, if the checksum is incorrect, the control message must be dropped. In
the case of an Encapsulated Map-Request, the inner destination port also has to be
set to 4342, which is the LISP Control Packets port. The D (DDT) flag is reserved for
the use of LISP-DDT [7].

Let us point out that other Type values are reserved but not specified by LISP. This
is the case of the Type value 6, defining a LISP Map-Referral message. This type of
message is used and specified by LISP-DDT [7], the currently deployed implemen-
tation of the mapping system. LISP-DDT is explained in details in Section 2.2.3.

2.1.4 Conclusion

As we have seen above, the Locator/Identifier Separation Protocol (LISP) ad-
dresses the growing scalability concerns about routing on Internet by separating
the locator space from the identifier space. In this way, the DFZ is oblivious to the
identifier of each node but will instead only have information regarding the location
of the site in which the node is situated. The locator space can therefore be managed
so as to optimize the routing.

In order to make it possible for two LISP sites to communicate between each other,
a tunneling has be established between both sites. Indeed, as the EID addresses are
irrelevant in the core of the Internet, packets whose addresses belong to the EID
space must be encapsulated in packets containing RLOC addresses. This is the pur-
pose of the LISP data plane.

Whenever performing a LISP encapsulation, one has to be aware of the EID-to-
RLOCs mappings, in order to be able to translate an EID address into a RLOC one.
The role of the control plane is to gather this mapping information and make it acces-
sible. The control plane is designed as a pull model : the entity needing information
about a mapping has to request it from the control plane. In contrast, a push model
would have required the control plane to spread the mapping updates to all the
entities.

LISP is specified in such a way that the implementation of the mapping system
– the database containing the mapping information – is flexible and modular. Only
the interface between the data plane and the control plane is specified by LISP. In
practice, many mapping system architectures were proposed, all having different
design choices. In Section 2.2, the most notable mapping systems are presented.
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2.2 The LISP mapping system

2.2.1 Introduction

The mechanism of the LISP protocol has now been introduced. However, the
denial-of-service attack that will be designed in Chapter 4 more precisely relies on
the LISP control plane and its mapping system. In that sense, it is important to
analyse the different possible implementations of the mapping system and focus on
the one that will be used throughout the attack.

This section is devised into two parts. First, a broad review of the choices that
one can make in order to design a mapping system will be done. In that regard,
a taxonomy of mapping system implementations will be defined. The second part
details the implementation of LISP-DDT [7], the de facto standard mapping system
as for today.

2.2.2 Taxonomy

Before entering into the details of the mapping system implementation that is used
throughout this work (LISP-DDT), let us have a broad overview of the different pos-
sible implementations that exist. In order to do so, instead of simply going over the
different notable mapping systems that are being developed, let us define a structure
allowing us to classify them according to their design. This will allow us to clarify
the differences between each of them in an overall perspective.

A general taxonomy for mapping systems was proposed by Hoefling and Hart-
mann [2]. First and foremost, it is important to note that the use of this particular
taxonomy was chosen in an arbitrary manner by the author of this work in order to
provide a structure for the different mapping systems that are mentioned. Other tax-
onomies for mapping systems could have been used, such as the Ramirez et al. tax-
onomy that classes them in four different categories (DNS based, DHT based, Dis-
tributed and Routing based) [24]. Anyhow, let us describe the selected taxonomy in
order to use it for classifying the several different mapping systems outlined in this
section.

As a reminder, the mapping system is a database of EID-to-RLOCs mappings.
More precisely, and in order to avoid having a mapping for every single EID, the
mapping system will map an EID prefix to one or many RLOCs. Thus, the EID
addresses can be aggregated into prefixes. Note that it is done in a way that prefixes
with the longest length – i.e. the most specific ones – take precedence [5]. This is
comparable with the way a forwarding table is built, for the network layer [25].

A node of the mapping system in use – referred as a map-base (MB) by the authors
of the taxonomy – can either have a full knowledge (MBFK) about all the mappings
of the system or, inversely, only have a partial one (MBPK). This difference con-
stitutes the first junction of this mapping systems taxonomy. An overview of the
whole taxonomy is available in Figure 2.9. Examples of notable mapping system
implementations are presented along the different taxa defined in this section.
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With the full knownledge case, all map-bases have to contain the same informa-
tion and maintain an overall consistent state. Even with prefix aggregation, we can
imagine that the size of such a database will grow according to the scale of the sys-
tem. Moreover, a mechanism has to be put into place in order to advertise every
map-base of a possible update in the mappings. Depending on the number of map-
bases in the system, this can potentially lead to a significant traffic. Therefore, we
can sense that this design is not suited for systems needing frequent changes in the
mappings. Nevertheless, the query of a mapping is really quick and simple as every
map-base contains this information on their own. Thanks to this aspect, one can be
sure that no packet has to be dropped while requesting the relevant mapping for
the encapsulation. The NERD (Not-so-novel EID-to-RLOC Database) is an exam-
ple of such a mapping system implementation [26]. In the latter, the mappings are
centralised in database authorities, which are then replicated in every ITR.

The implementation of map-bases with partial knowledge is not as straightfor-
ward knowing that the system has to be able to locate where a particular mapping
information is situated, one way or another. Multiple solutions coexist for making
the lookup possible. As shown in Figure 2.9, this taxonomy describes four different
discovery options in order to do so : MBPK-LL, MBPK-SRL, MBPK-IRL and MBPK-
OL.

The first option presented is the local lookup (MBPK-LL on Figure 2.9). In this
configuration, it is up to the ITR to maintain a table storing EID-prefix-to-MB infor-
mation ; with as much prefix aggregation as possible to keep this table small. In this
regard, the lookup is really fast because the ITR directly knows which map-base to
contact in order to receive a certain mapping. Assuming that the mapping system
architecture is quite stable, the information stored in the ITR does not change that
often. Nevertheless, a solution has to be implemented in order to keep this informa-
tion up to date.

Instead of keeping the EID-prefix-to-MB mappings locally (as it is the case with
MBPK-LL), this information can be stored in a remote device, serving as global au-
thority. This situation represents the second discovery option, the single remote
lookup (MBPK-SRL on Figure 2.9). Compared to the MBPK-LL, this option has to
perform one more lookup in order to finally obtain the desired mapping from the
system. The first lookup contacts the featured global authority to know on which
device (a map-base) the ITR has to perform the second lookup, and obtain the de-
sired RLOCs. Note that the MBPK-IRL can possibly store the information in a local
cache after the lookup to increase performances.

The iterative remote lookup option (MBPK-IRL on Figure 2.9) extends the prin-
ciple of MBPK-SRL in authorities divided into multiple levels. Hence, for a cer-
tain EID-prefix, the ITR first contacts the level-0 authority that itself answers back
a pointer to the appropriate level-1 authority. The ITR digs the layers iteratively
until receiving a pointer to the relevant map-base, the leaf of the tree. The Domain
Name System (DNS) [18] is a textbook case of such an architecture. Just as for the
MBPK-SRL option, the MBPK-IRL can cache the information obtained from the dif-
ferent authority devices. In the case of LISP mappings, two notable implementations
stand out. The first one, LISP-TREE, actually relies on the DNS implementation for
its infrastructure [27]. The records stored in LISP-TREE consist of locators for the
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different ETRs of the system. This mapping system benefits from the maturity of
the DNS and is also able to use DNSSEC [32] in order to provide security in the
system. The second mapping system implementation listed in this taxon is LISP-
DDT [7]. Although LISP-DDT also drawn inspiration from the DNS, this mapping
system specifies a completely custom protocol. LISP-DDT is the mapping system
that is currently deployed in the LISP Beta Network [33]. Hence, the attack that will
be presented in Chapter 4 implies the fact that LISP-DDT is the mapping system in
use. For that reason, this implementation is described in details in Section 2.2.3.

Finally, the last option of a partial knowledge solution – the overlay lookup (MBPK-
OL on Figure 2.9) – is to design the system by mean of an overlay network. The goal
of this overlay network is to forward the Map-Request from the ITR to the appropri-
ate map-base (i.e. an ETR or a proxy device). Let us mention that the reply does not
have to travel the overlay network ; the answering device is able to directly respond
to the querying ITR. Of course, the ITR has to be attached with at least one entry
node of the overlay network, however the latter is designed. The overlay network
can be practically constructed in various fashions, one can cite :

• The hierarchically structured overlay (MBPK-HSO), whose nodes form a tree.
Each node manages a certain EID-prefix and delegates the duty to its children
– managing subsets of this prefix – or a map-base. The map-bases connect with
the overlay node that handles the most specific EID-prefix relevant to the map-
base in question. This lookup option is similar in design with the MBPK-IRL,
with the difference that a Map-Request can travel up the tree if the entry point
is in another branch. Another main difference is the fact that, here, the lookup
can not only be done iteratively but also recursively or in a hybrid fashion.

• The distributed hash table (MBPK-DHT) option, on which the different map-
bases form a distributed hash table. Each node is attributed an order number.
A hash-function on the queried EID-prefix is used to determine which map-
base is responsible to answer it. Furthermore, a specific map-base should also
be able to forward a request to, at least, the map-base following itself, in order.
In this way, a request can be injected in the system from any node and can still
eventually reach the relevant map-base.

• The multicast overlay (MBPK-MCO), which takes advantage of the multicast
communication. A multicast group is created for each determined subset of the
EID space. The different ETRs are subscribed to the multicast groups relevant
to them. In this way, an ITR needing a certain mapping will send the request to
the multicast group associated to the relevant EID space subset ; the intended
ETR will sure enough receive the Map-Request sent by the ITR.

An example of hierarchically structured overlay is the LISP+ALT [16] mapping
system, the first one to have been deployed. This system uses an overlay of routers
tunneled between each other and running BGP (Border Gateway Protocol) [17] in
order to advertise the EID-prefixes they are responsible for. Thanks to this, a Map-
-Request message entering the overlay is routed to the relevant device.

In the case of the distributed hash table option, LISP-DHT [29] is a good example
of mapping system implementation relying on this. All the nodes responsible for
mappings connect into a Chord ring and are identified according to the prefix they
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manage. Chord is a popular protocol for peer-to-peer distributed hash tables [34]. A
request for a certain mapping is forwarded inside the ring until reaching the appro-
priate node.

Regarding the multicast overlay option, LISP-Decent [31] and EMACS-LISP (EID
Mappings Multicast Across Cooperating Systems for LISP) [30] are two notable can-
didates. The first one, LISP-Decent (in a push-based mode), suggests to create mul-
tiple multicast groups and broadcast the Map-Request messages in them in order to
reach the device that is responsible for the requested prefix. Note that a pull-based
mode also exists in LISP-Decent. In that case, the lookup is more comparable to
an iterative remote lookup one ; indeed, the list of Map-Servers managing the pre-
fixes is stored as records in the actual DNS. On the other hand, EMACS-LISP, the
second mapping system implementation of this taxon, takes advantage of multicast
groups in order to directly broadcast the data packets (instead of the control mes-
sages) whenever the mapping is not already known by the sending ITR.

Finally, it is important to notice that it is possible to find mapping system im-
plementations that cannot be classified in the currently used taxonomy. For in-
stance, a mapping system based on the blockchain technology can possibly be imple-
mented [28]. In such a system, the mapping information is stored in the ledger of
the blockchain. This system has the advantage of not needing to manage certificates
in order to enable data authentication [35].

As we just have seen, many different possibilities coexist in order to design the
EID-prefix-to-RLOCs mapping system. The taxonomy that has just been presented
here allows us to have a good notion of the variety of the implementation the map-
ping system can adopt. Nevertheless, the results presented in this work assume that
LISP-DDT is the mapping system implementation in use.

2.2.3 LISP-DDT

The LISP Delegated Database Tree (LISP-DDT) [7] is the second mapping sys-
tem implementation to have ever been deployed, along with the aforementioned
LISP+ALT system. Hence, in this work, we consider that LISP-DDT is the mapping
system implementation in use. Moreover, this is also the mapping system that is
used in the worldwide LISP network prototype accessible over the public Internet,
the LISP Beta Network [33]. The remaining of this chapter will thus be dedicated to
describe LISP-DDT in details, as the denial-of-service attack that will be presented
in Chapter 4 relies on this system.

LISP-DDT has an architecture that is really similar to the DNS. As a matter of
fact, this mapping system works as an iterative remote lookup, to employ the ter-
minology of the Hoefling et al. taxonomy. In that respect, this system is composed
of DDT nodes hierarchised in a tree. Each DDT node is authoritative for certain
XEID-prefixes ; an extension of the concept of EID-prefixes that will be introduced
straight after. A DDT node must maintain a list of pointers for all the sub-prefixes
of the intervals it is responsible for. In that matter, the children of a node represent
the different nodes that are pointed to by the node in question. Inexorably, a root



Chapter 2. Locator/Identifier Separation Protocol 22

DDT node – the top of the tree – is covering the whole XEID space ; it is thus author-
itative for all the XEID-prefixes. Conversely, the leaf nodes of the tree are the DDT
Map-Servers.

An XEID-prefix (Extended EID-prefix) is a notion specified by LISP-DDT itself.
As its name indicates, it extends the concept of EID-prefixes by including additional
information. This way, it contains :

• a DBID (LISP-DDT Database-ID), a number that could potentially be used in
the future in order to be able to use multiple different databases in the DDT.
At the present time, this value must be set to 0.

• an IID (Instance ID), allowing one to use different contexts of EID-prefix. This
can for example be useful in the situation of a Virtual Private Network (VPN),
where address allocation is specified differently [36].

• the AFI of the EID-prefix, as specified by IANA [13].

• the EID-prefix, strictly speaking.

It is important to mention that LISP-DDT does not necessarily store mapping in-
formation in itself (except for the case of Map-Reply proxying). Instead, it provides
a way to transport the Map-Request message up to the appropriate device, i.e. an
ETR that has registered the prefix included in the aforesaid message. A DDT client
is any device that is able to communicate with the DDT architecture, in an itera-
tive fashion. Such a device handles two kind of messages in order to communicate
with the DDT : the DDT Map-Request and the Map-Referral. Both message types will
be described in details in this section. Naturally, a Map-Resolver is a DDT client
in the case where LISP-DDT is the mapping system implementation in use. Nev-
ertheless, an ITR can also potentially directly communicate with the DDT without
passing through a Map-Resolver. In that specific case, the DDT client is the ITR. For
the sake of simplicity, let us consider the fact that a DDT client is a Map-Resolver, if
not otherwise stated.

Upon reception of an Encapsulated Map-Request message, the goal of the DDT
client is to be able to forward it to an appropriate DDT Map-Server. The Map-Server
will itself treat the Encapsulated Map-Request and act accordingly, either by send-
ing the message to an ETR or by directly answering to the ITR on behalf of the ETR
in question. This is indeed the expected operation of a Map-Server, as explained in
section 2.1.3. Note that, like for most of the mapping systems relying on an over-
lay network, the Map-Reply message does not cross the LISP-DDT mapping system.
Instead, the ETR sends this message straightaway to the ITR. To come back to the
DDT client, this device will therefore need to find this Map-Server in the first place.
This will be done by performing an iterative lookup on the DDT architecture. Thus,
the DDT client will first send a DDT Map-Request message to a root DDT node. The
DDT Map-Request message basically contains the information of the Encapsulated
Map-Request; this will be detailed afterwards. This root node will answer with a
Map-Referral message. This message contains a pointer to its child that is respon-
sible for this request. The DDT client will carry on the lookup, and receive as many
Map-Referral message as needed until receiving a Map-Referral message pointing
to the intended DDT Map-Server.
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FIGURE 2.10: LISP-DDT Map-Referral message format (Type 6).
Ref contains information of an entry in the Referral Set of the Record.

Let us point out that the DDT client – the Map-Resolver – can maintain a referral
cache of the different DDT nodes and Map-Servers in order to speed up the process
whenever a request for an already encountered prefix is treated. The different entries
in the cache have a limited time to live. Indeed, the state of the DDT architecture can
change over the time.

As we have just seen, the DDT client dug into the DDT tree until finding the Map-
Server it needed. This DDT client will now be able to forward the DDT Map-Request
message to the Map-Server. The latter will in turn be able to recover the Encap-
sulated Map-Request message and proceed. Additionally, the DDT Map-Server
will notify the good processing of the request by sending an acknowledgement to
the DDT client. This acknowledgement is in the form of a particular kind of Map-
-Referral message. However, in the case where the requested XEID is not regis-
tered by any ETR, the Map-Server will inform the DDT client with another kind of
Map-Referral stating that no ETR is registered for this request. Let us now describe
in details the different messages that are used inside the mapping system : the DDT
Map-Request and the Map-Referral.

The format of the DDT Map-Request follows the one of a LISP Encapsulated Cont-
rol Message. Therefore, its format can be seen on Figure 2.8, page 15. The difference
between both types of message resides in the D (DDT-originated) flag ; in the case
of a DDT Map-Request, this bit is set to 1. In particular, this flag is used by the DDT
client in order to indicate to the destination device (a DDT node or a DDT Map-
Server) that a Map-Referral message must be returned. Besides, the payload of the
Encapsulated Control Message – the LISP Control Message field in Figure 2.8 –
obviously contains a Map-Request message.
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As loosely mentioned in section 2.1.3, the Type value 6 of the LISP Control Mes-
sage format is reserved for the usage of LISP-DDT. As a matter of fact, this value is
used to define the second type of LISP Control Message used by LISP-DDT, the Map-
-Referral. Figure 2.10 presents the format of such a message. It basically contains
an action code – used to characterise the Map-Referral type – as well as the potential
information needed for the delegation (i.e. the pointer to the next device to contact
for the iterative lookup).

The format of the Map-Referral message strongly relies on the Map-Reply one.
Hence, most of the fields contained in the Map-Referral is specified by the LISP
control plane architecture [6] instead of LISP-DDT itself. For those fields, we invite
the reader to refer to the description of the LISP Map-Reply message format from
section 2.1.3, page 11. Let us new describe the most important fields introduced by
LISP-DDT in this datagram.

The record’s ACT (Action) field is used to define the type of the current Map-
-Referral. As its name indicate, it determines the action the receiver – a DDT client
– must take once this message is received. Six possible values for the action code are
specified by LISP-DDT.

• The NODE-REFERRAL (value 0) is used to indicate that the current device
knows at least one DDT node (a child) that is more qualified to find the rel-
evant Map-Server. This indeed means that this child DDT node has a more
restrictive XEID-prefix over the request. In the case of a NODE-REFERRAL
Map-Referral, the message must at least contain one referral in its referral set.

• The MS-REFERRAL (value 1) indicates, in turn, that the current LISP node is
aware of at least one DDT Map-Server authoritative for the requested XEID-
prefix. This action code is really similar in nature to the previous one. Nev-
ertheless, this is informative to the DDT client to know that the next device
to contact is actually the Map-Server. Indeed, the security information of the
original Map-Request should only be transmitted to the Map-Server and not
the intermediate DDT nodes.

• The MS-ACK (value 2) is the action code used by the Map-Server in order to
notify the DDT client that the request has properly been treated. This means
that the Map-Server has either forwarded the Map-Request message to one ETR
that is responsible for the EID-prefix or that the Map-Server has directly an-
swered the ITR with a Map-Reply message, as a proxy.

• The MS-NOT-REGISTERED (value 3) is used to indicate to the DDT client
that the answering DDT Map-Server is indeed responsible for this XEID-prefix
but that no ETR is registered for this prefix.

• The DELEGATION-HOLE (value 4) indicates that the requested XEID-prefix
is cannot be delegated to any DDT node. Hence, this prefix is a hole in the LISP
XEID space.

• The NOT-AUTHORITATIVE (value 5) can be used by a DDT node in order
to indicate that this node is not authoritative for the requested XEID-prefix.
This scenario can occur either because of a configuration error in the DDT or
because the DDT node used a cached referral that has become invalid mean-
while. In the latter case, the DDT node may possibly decide to erase this entry
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FIGURE 2.11: Overview of a typical mapping request over LISP-DDT.
LISP Site A and LISP Site B should contain at least one ITR and
one ETR ; only the devices that are involved in the scenario are repre-

sented.

from cache and restart the lookup starting from a DDT root. In the case of a
configuration error, the DDT node should silently discard the process of the
request.

Most of the case, the DDT node needs to attach referral information along its Map-
-Referral message for the purpose of indicating the locators of the next device to
contact in the iterative lookup. This information is included in the Referral Set of the
record. The size of this set is determined by the Referral Count field. Each element
of this set is determined by the different fields enclosed by Ref in Figure 2.10. The
most notable field is the Locator one, which is used to contain the RLOC of the
present referral.

Finally, the Map-Referral message contains security-related fields. The security
aspect of LISP-DDT will be discussed in details in chapter 3. In a nutshell, the secu-
rity implementation of LISP-DDT is really comparable to DNSSEC [32]. The record
of a Map-Referral message can be signed in order to provide authenticity and in-
tegrity. The relevant signatures are included in the Sig section field of the message.
The SigCnt field indicates the number of signatures that are present.

Now that we have a good insight about the LISP-DDT specification, let us de-
scribe a typical mapping request from an ITR using a LISP-DDT mapping system.
Figure 2.11 presents a configuration of two LISP sites (LISP Site A and LISP Site
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B) communicating with a LISP-DDT Mapping System. In the presented scenario,
the LISP node of LISP Site A tries to send an IP packet to the LISP Site B LISP
node. The shown LISP Site A ITR will thus need to encapsulate the packet in order
to form a LISP tunnel up to the LISP Site B ETR, as explained in section 2.1.2. In
order to do so, the ITR will need to become aware of at least one RLOC correspond-
ing to a LISP Site B ETR. Hence, the ITR will send an Encapsulated Map-Request
message to a Map-Resolver (Step 1), as detailed in section 2.1.3. Note that we con-
sider, in this situation, that the ETR is well registered to the Map-Server presented
in Figure 2.11, for a certain EID-prefix. Moreover, the LISP Site B LISP Node has
been attributed an ETR address included in that prefix. This is the address that the
LISP Site A LISP Node uses in order to contact the device.

Let us now consider what is happening inside the Mapping System, which was
considered as a blackbox in previous sections. Upon reception of the Encapsulated
Map-Request message, the DDT Map-Resolver will be charged to find a Map-Server
on which the LISP Site B is registered. Let us make the assumption that this infor-
mation is not already listed in the Map-Resolver cache, the latter will thus need to
begin the lookup from the root DDT node. In this way, the Map-Resolver sends a
DDT Map-Request message to a root DDT node (root1 in the example) which will it-
self answer with a NODE-REFERRAL Map-Referral message containing a list of its
children authoritative for this XEID-prefix (Step 2). Let us point out that the green
dashed arrows in Figure 2.11 represent the static configuration of each device. Thus,
we can see that the DDT Map-Resolver is configured with root1 as root DDT node,
for instance.

The DDT Map-Resolver must continue the iterative lookup until reaching a rel-
evant Map-Server. In order to do so, the Map-Resolver will choose between the
different nodes listed in the received Map-Referral message (node1 and node2). In
this example, the Map-Resolver chooses to contact the node2 DDT node and will
send to it, in turn, the DDT Map-Request message (Step 3). The mentioned DDT node
will answer with a MS-REFERRAL Map-Referral message, containing at least one
locator for the Map-Server of this example (Step 3).

At this point, the Map-Resolver is now able to contact the Map-Server, as required.
Thereupon, the DDT Map-Request message will be sent to the DDT Map-Server, in-
cluding the potential security information of the initial Encapsulated Map-Request
message (Step 4). The security aspect will be discussed in more details in Chapter 3.
The Map-Server will then confirm the correct processing of the request by answer-
ing with a MS-ACK Map-Referral (Step 4). Meanwhile, the Map-Server will send
the Encapsulated Map-Request message to a relevant ETR (Step 5) to continue the
process. This behaviour is indeed expected in order to be conform with the LISP
control plane specification, presented in section 2.1.3. At this point, the remaining of
the operation is independent from the mapping system implementation.

Ultimately, the ETR will receive the Encapsulated Map-Request message and will
be able to answer to the ITR using a Map-Reply message (Step 6). It is important to
notice that the Map-Reply message does not cross the mapping system ; this packet
is directly sent to the intended destination. The ITR is now able to create a LISP
tunnel towards the LISP Site B in order to establish a communication between both
LISP nodes. Let us point out that a similar scenario has to happen in a symmetrical
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fashion so as to make the LISP Site B able to send packets towards the LISP Site
A. Therefore, the LISP Site A needs to have at least one ETR that is registered at a
Map-Server of the mapping system. Moreover, the LISP Site B requires to have an
ITR to query the said mapping system.

In conclusion, the LISP-DDT mapping system provides an easily manageable pro-
tocol inspired by the DNS [37]. As we have seen, it consists of different nodes hier-
archised into a tree that serves the purpose of directing the Encapsulated Map-Re-
quest messages up to the relevant Map-Servers. As for today, LISP-DDT is the map-
ping system implementation that is currently used by the LISP Beta Network [33].
Moreover, this is the mapping system that is used during the denial-of-service attack
presented in Chapter 4.

2.2.4 Conclusion

As we have seen in this section, due to the modularity of LISP, its mapping sys-
tem can be implemented in a variety of ways. Currently, the most mature imple-
mentation is LISP-DDT, in which the lookup is done in an iterative remote fashion.
Although the architecture of this mapping system is comparable to the one of DNS,
LISP-DDT specifies a new protocol, extending the one of the LISP control plane. This
section covered the specification of this protocol in order to later find out possible
vulnerabilities on which to base an attack. Before doing so, it is important to analyse
the security characterized in the LISP-DDT protocol as well as the LISP security in
general.
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Chapter 3

LISP mapping system trust model
and security aspects

3.1 Providing security in LISP

3.1.1 Introduction

The previous chapter presented the different specifications and features of LISP
and the LISP-DDT mapping system. As LISP can potentially be deployed in un-
trusted environments such as the public Internet, security features must be imple-
mented in all aspects of the protocol.

Depending on the messages exchanged and the different nodes involved, one
must need to provide security features such as confidentiality, integrity, non-repudi-
ation, authentication, . . .

Security can be implemented in the data plane as well as in the control plane.
Because of the fact that the denial-of-service attack presented in Chapter 4 operates
on the control plane, this chapter mainly describes the latter’s security.

Yet, in regard of the data plane, confidentiality can easily be provided along the
LISP encapsulation as well as authentication and message integrity [23]. The differ-
ent xTRs (ITR or ETR) compute a shared secret between each other for the encryption
of their future messages by using the Diffie-Hellman key exchange [38]. The differ-
ent Diffie-Hellman parameters thus have to be exchanged between both xTRs. This
is done by using the control plane, using Map-Request and Map-Reply messages on
which the records are encoded with a LCAF type provided for that purpose : the
LISP Security Key LCAF Type [14].

In the case of the control plane, multiple security aspects have to be included.
Mainly, the registration of the EID-prefixes has to be authenticated between an ETR
and a Map-Server in order to ensure that the ETR is indeed allowed to register the
prefix at issue. In addition, an ITR should be able to check that the Map-Reply mes-
sages received, following a Map-Request message, has not been altered on its way
between the mapping system and the ITR. The answering ETR has to be authenti-
cated to ensure that the latter is legitimate to answer to the Map-Request. Finally, the
LISP-DDT mapping system also has to be secured.

All the security aspects of the data plane that just have been mentioned are dis-
cussed in more details in this chapter.
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FIGURE 3.1: Summary of the possible messages exchanged between
the different node types implied in the control plane. The colour of

the arrays identifies how security is provided for each message.
EMR means Encapsulated Map-Request.

3.1.2 Securing the control plane

In order to present the different aspects providing security in the control plane, let
us review in a broad perspective the different interactions occurring in this plane.
Six different types of devices participating in the mapping system can be listed :

• The ITR, asking for some mappings ;

• The ETR, registering EID-prefixes and replying to the Map-Request messages ;

• The Map-Resolver, at the interface of the mapping system, handling the re-
quests in it ;

• The Map-Server, also at the interface of the mapping system, acknowledging
and advertising the registered mappings ;

• The DDT node, composing the DDT tree structure ;

• The DDT root in particular, the root of the DDT tree.

It is important to note that a LISP node – a network device inside a LISP site associ-
ated with an EID – is not considered as a participant of the control plane. Although
the LISP node indirectly triggers control plane events when LISP tunnels have to be
established for its connectivity, this node is not aware of the LISP specification and
is not inclined to handle LISP control messages.
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Figure 3.1 summarizes the different possible messages – represented by arrows –
that can be sent and received for every listed nodes. The usage and specification of
those different messages are detailed in Chapter 2. Thanks to this figure, one can
have a better insight about the interactions in the LISP control plane. This overall
picture will enable us to present the different security aspects brought to the control
messages and later in the chapter, enable us to highlight potential security issues on
which to base the attack designed in Chapter 4.

The color code in Figure 3.1 represents, for each message, which document pro-
vides security on it. The document is either the LISP control plane specification [6],
the LISP-DDT mapping system specification [7] or LISP-SEC [8], a protocol specifi-
cally tailored to bring security in the mapping lookup. Depending on the message,
one needs security features such as, for instance, confidentiality or integrity of the
message, authenticity of the peers, mechanisms to avoid replay attacks, and so forth.
Let us describe each security provider listed above with particular emphasis on the
security features that are provided by each of them.

3.1.3 LISP Control Plane security

A trust relationship has to exist between an ETR and a Map-Server for the regis-
tration process of EID-prefixes ; achieved by the use of the control messages repre-
sented by orange arrows in Figure 3.1. Indeed, the authentication of an ETR register-
ing a certain EID-prefix is crucial. If it was not the case, any device could register for
any EID-prefix and thus direct the LISP traffic to any location, enabling rogue and
man-in-the-middle attacks. Such an attack is called EID-prefix hijacking.

Besides being able to identify the ETR sending the Map-Register message, the
Map-Server must also check that this ETR is legitimate to register to the prefixes in-
cluded in the message. Yet again, this verification is needed to avoid prefix hijacking,
ensuring that the ETR does not try to intercept illegitimate LISP traffic.

Therefore, in order to countermeasure this issue, the Map-Register messages are
signed by the ETR using one or multiple pre-shared secrets between the ETR and the
Map-Server. The LISP specification assumes that those pre-shared secrets are already
stated in the configuration of the different devices. The signature is included in the
message in the Authentication Data field, as already stated in Section 2.1.3. This
enables authentication and integrity of the message. In the same way and for the
same reasons, the Map-Notify and Map-Notify-Ack1 messages contains a signature
in its Authentication Data field.

Nonetheless, a mechanism is still needed in order to avoid Map-Register replay
attacks. The use of the Nonce field addresses this issue. For every Map-Register
message sent by an ETR, the nonce is incremented. The Map-Server must keep track
of the last nonce to ensure that one nonce is not used twice ; which would translate
to a replayed message. As the content of the message – including the nonce – is
signed, the value of the nonce cannot be altered by a potential attacker. Finally, the
Map-Notify and Map-Notify-Ack messages have to set their Nonce field to the same
nonce value as the related Map-Register message.

1The Map-Notify-Ack messages are not represented in Figure 3.1 for the sake of simplicity.
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3.1.4 LISP-SEC

LISP-SEC [8] is the security extension for the LISP mapping data conveyed be-
tween the mapping system and the xTRs during a mapping lookup. This data is of
course carried inside Encapsulated Map-Request and Map-Reply messages. In this
manner, LISP-SEC provides, for those messages, origin authentication, integrity of
the messages and anti-replay protection. It also provides protection against prefix
overclaiming ; which will be discussed in more details in this current section. This is
represented in Figure 3.1 with purple arrows.

Let us review the different operations happening during a mapping lookup with
LISP-SEC enabled. In the scenario, an ITR wants to contact one of its known Map-
Resolver in order to request an EID-prefix-to-RLOCs mapping. To this end, the
ITR sends an Encapsulated Map-Request message to the Map-Resolver. The ITR
also generates a one-time key (ITR-OTK) that will be used during the lookup for
enabling the different security features. This key accompanies the Encapsulated
Map-Request message and must be confidential. Therefore, its value is encrypted
either by using a pre-shared secret between the ITR and the Map-Resolver or by
enabling DTLS (Datagram Transport Layer Security) – the TLS equivalent for UDP
packets [39].

Upon reception of the Encapsulated Map-Request message, the Map-Resolver de-
crypts the value of the ITR-OTK. As a DDT Map-Resolver, the device begins the
iterative lookup. It is important to note that the LISP-SEC information is not trans-
mitted to the intermediate DDT nodes but is only transmitted to the last element of
the lookup ; the Map-Server.

In turn, the Map-Server receives a DDT Map-Request containing the LISP-SEC in-
formation – which includes the ITR-OTK. The Map-Server treats the request and
find out which EID-prefix and ETR is relevant for the DDT Map-Request message.
Before sending an Encapsulated Map-Request message to the ETR in question, the
Map-Server first computes different security elements : the EID-prefix authorization
and the Map-Server one-time key (MS-OTK). The prefix authorization is computed
by applying an HMAC of the EID-Prefix with the ITR-OTK as the secret. Regarding
the MS-OTK, its value is computed by applying a Key Derivation Function (KDF) on
the ITR-OTK. Both EID-prefix authorization and MS-OTK are sent along the Encap-
sulated Map-Request message to the ETR. Let us mention that the MS-OTK is a
confidential value ; it therefore has to be sent encrypted either by using a pre-shared
secret between the ETR and the Map-Server or by using DTLS.

When the ETR receives the Encapsulated Map-Request message from the Map-
Server, it first decrypts the MS-OTK. This secret will be used to generate the signa-
ture of the Map-Reply message. The EID-Prefix authorization must also be copied
in the message. As one can notice, this authorization is a signature from the Map-
Server of the EID-Prefix the ETR is responsible for. Because of the fact that the prefix
is signed with a secret unknown to the ETR, the latter is not able to change the value
of this prefix. If the ETR was able to do so, it could have tried to advertise to the ITR
that it is responsible for a wider EID-Prefix, and thus eventually be able to intercept
illegitimate traffic ; such an attack is called a prefix overclaim.
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Upon reception of the Map-Reply message, the ITR is able to verify the prefix au-
thorization – signed with the ITR-OTK, known to it – and the integrity of the mes-
sage – signed with the MS-OTK. Indeed, the ITR is in turn able to compute the MS-
OTK value, by using the same Key Derivation Function than the one used by the
Map-Server on the ITR-OTK.

In conclusion, LISP-SEC ensures that the content of Encapsulated Map-Request
and Map-Reply messages is not altered during its convey between the Mapping Sys-
tem and the xTRs. Moreover, it ensures that the EID-Prefix value is not altered by
the ETR but is instead determined by the mapping system itself.

3.1.5 LISP-DDT security

Figure 3.1 shows that a trust relationship exists between the different participants
of LISP-DDT. Indeed, a DDT Map-Resolver has to ensure that the received Map-
-Referral messages actually originate from the legitimate nodes and that their con-
tent has not been altered from the sender node to the Map-Resolver. In other words,
origin authentication and message integrity has to be provided for the Map-Referral
messages. Moreover, a Map-Resolver must trust all the different nodes participat-
ing in the XEID-Prefix delegation up to the Map-Server authoritative for it. As a
matter of fact, an untrusted DDT node can potentially be a rogue node sending fake
information about XEID-Prefixes.

The LISP-DDT security features listed above are provided using asymmetric cryp-
tography. Each DDT node generates at least one key pair : a secret key and a public
key. The secret key is used to sign the Map-Referral messages whereas the pub-
lic one is used to verify the signatures. It is obvious that the different public keys
have to be distributed amongst the different LISP-DDT participants needing them.
Yet, a public key infrastructure is not needed in order to do so. Instead, LISP-DDT
takes advantage of the fact that the DDT infrastructure consists of a tree. More pre-
cisely, every DDT node has to be aware of the different public keys of its child nodes.
Hence, whenever sending a referral to one of its child node, the parent node includes
the public keys of this child node in the Map-Referral message.

Thanks to this design, a Map-Resolver only has to keep track and trust the public
keys of a DDT root. In this way, during an iterative lookup, the Map-Resolver will be
able to establish an authentication chain from a configured trust anchor – the DDT
root – until reaching the Map-Server. Indeed, the DDT root will send the public key
of its needed child node and sign it. Because of this signature, the Map-Resolver can
consider this public key as trusted. This mechanism is done for each referral until
reaching the Map-Server. The discovered and trusted public keys can potentially be
cached by the Map-Resolver for speeding up the upcoming lookups.

The signature of a Map-Referral message is situated at the end of the datagram,
in the Sig section which was previously seen in Section 2.2.3. Figure 3.2 presents
in details the content of this section. Amongst the different fields, one can notice
the Signature Expiration and Signature Inception fields defining the time interval
on which the signature is valid. In addition, the Key Tag field allows the signer to
determine which key it used for the signature ; it allows one to own multiple keys.
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FIGURE 3.2: LISP-DDT Signature Section

Finally, the Signature field actually contains the signature of the entire Map-Referral
record, using the cryptographic algorithm determined by the Sig-Algorithm field.

As previously stated, in addition to the signature, the Map-Referral message must
contain the public keys of the referred child nodes. The public keys are included in
the Record by using the special LISP Security LCAF Type.

The LISP-DDT security gives the possibility for a DDT node to revoke one of its
key. In order to do so, a new record containing the public key is created and marked
as revoked. The record must also be signed with the private key corresponding to
the public key to revoke, in order to prove that the revocation indeed originates from
the node owning this key.

Once revoked, the key should never be used and the node should advertise the
fact that the key is revoked during all the life span of this key. This advertisement is
done in a pull model : any DDT client is informed when querying the node. The par-
ents of the node revoking a key should also be notified in order to stop advertising
this key as valid.

As seen in previous section, LISP-SEC material is transmitted from a DDT Map-
Resolver to a Map-Server. This includes the one-time key generated by an ITR along
its Map-Request message. The confidentiality of this information is critical, therefore,
this one-time key should be sent encrypted from the DDT Map-Resolver to the Map-
Server. LISP-DDT is able to do so by the use of its public-key infrastructure. The
one-time key can indeed be encrypted by using the Map-Server’s DDT public key.

3.2 Threat analysis

A threat analysis for LISP has been developed by the LISP IETF working group [40].
The document in question principally defines a threat model tailored for the LISP
protocol. The purpose of this section is to present this threat model in order to later
use it as a canvas for highlighting possible security threats. From the different secu-
rity threats that will potentially be found out, one in particular will be developed in
more details in order to construct the denial-of-service attack detailed in Chapter 4.
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3.2.1 Operation modes

The LISP Threat Analysis document provides multiple classifications for an at-
tacker. The categories of attacker are reviewed in this present section. It is important
to note that these categories are not mutually exclusive ; an attacker can be classified
in any combination of these ones.

An on-path attacker (man-in-the-middle) is an entity that is able to intercept (and
modify) messages between two entities. This can be achieved by either being located
in the normal communication path or by deviating using any manner of means. An
attacker that is not able to intercept such messages is thus called an off-path attacker.

Secondly, a internal attacker is an attacker whose attack is launched from inside
a LISP site. Inversely, an attack that is launched outside of LISP sites is produced by
an external attacker.

Next, a live attacker has to be active during all the duration of the attack. This
means that the attack ends whenever the attacker stops its process. On the contrary,
an attacker whose attack remains active after the action of the attacker is called a
time-shifted attacker.

Finally, a control-plane attacker takes advantage of the LISP control plane func-
tionalities – e.g. the mapping system – in order to build its attack. In turn, a data-
plane attacker uses the LISP data plane functionalities for its attack. However, one
can easily imagine an attack which takes advantage of both the data and control
plane functionalities.

3.2.2 Threat categories

Besides the attacker categories, the LISP Threat Analysis document also provides
categories for the different possible attacks. Once again, the categories are not mu-
tually exclusive.

Here is the list of the different categories.

• A replay attack aims at retransmitting one or multiple packets without modi-
fying their content.

• A packet manipulation attack means that an attacker intercepted a message,
modified it and transmitted it to its final destination.

• A packet interception and suppression attack aims at intercepting a message
and discarding it. Therefore, its final destination will not receive it.

• In a spoofing attack, the attacker pretends to be another node of the infras-
tructure. In order to do so, the attacker forges custom IP packets with another
source address than its own. In the case of LISP, because of its use of encapsu-
lation, the spoofing can either be applied to the inner header’s address or the
outer one.

• In a rogue attack, the attacker appears as a legitimate node. Contrary to a
spoofing attack, the attacker does not need to fake its identity.
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• A denial-of-service attack aims at making a specific network service to stop
operating.

• In a performance attack, the attacker exploits computational resources of the
victim so as to disrupt its proper functioning.

• An intrusion attack aims to gain access to a remote resource or information
that is not supposed to be accessible.

• In an amplification attack, the attacker generates packets to a specific target
that will itself generate a larger traffic than the one of the attacker.

• A passive monitoring attack, a technical attack about LISP traffic that is out of
the scope of this work.

The different categories of attackers and attacks will allow us to have a better
insight about the different possible attacks to design and the different security vul-
nerabilities to exploit.

3.3 Impersonating a node

Now, let us try to find security weaknesses to exploit in the LISP mapping system
in order to build an attack taking advantage of it. In order to do so, let us review the
different node types related to the LISP mapping system and analyse the possible
breaches in the architecture. The different participants of the control plane were
listed in Section 3.1.2 (and can be overviewed in Figure 3.1) : the ITR, the ETR, the
Map-Resolver, the Map-Server and the DDT node – which can be a root in particular.
Added to this, we can also try to discover possible direct or indirect interactions with
the control plane as a LISP node or any kind of network device outside of any LISP
site. In a general perspective, for each node type, we will try to answer this question
: “If I impersonate a node, what do I have access to?”.

3.3.1 ITR

As seen in Figure 3.1, the ITR should send packets to Map-Resolvers (Encap-
sulated Map-Request messages) and receive packets from either ETRs or Map-Serv-
ers (the Map-Reply messages). In addition, this node is at the interface of the data
plane, it is a boundary router of a certain LISP site.

The process of impersonating an ITR in the sight of the underlying LISP site ba-
sically boils down to impersonating a router in a network. As this is not related to
LISP in particular, this topic is not cover in the present work.

Considering the mapping lookup of the ITR, the latter device interacts with Map-
Resolvers, ETRs and – indirectly or not – Map-Servers. The security of this interac-
tion is provided by LISP-SEC for, among others, authenticating the different nodes.
The LISP-SEC process was detailed sooner in this chapter. Yet, the one-time key that
is used for enabling this security is generated by the ITR itself. Indeed, potentially
any ITR node must be able to use a certain Map-Resolver in order to benefit from
its service : the EID-prefix-to-RLOCs mapping lookup. Consequently, it is possible
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to act as a rogue ITR ; whether LISP-SEC is enabled or not. Indeed, a device want-
ing to act as an ITR in the eyes of the control plane just need to send Encapsulated
Map-Request messages.

In addition to this, it is also possible to act as an already existing ITR ; instead
of doing a rogue attack, the node proceeds to a spoofing attack. This is achieved
by forging Encapsulated Map-Request messages and changing the inner and outer
source addresses accordingly so as to match the value that would have been gen-
erated by the ITR the attacker wants to spoof. In this scenario, the Map-Resolver
receiving the spoofed Encapsulated Map-Request message will believe that it was
sent by the victim ITR. Thereupon, the Map-Reply of this request will be sent to the
ITR in question instead of being sent to the attacker. Of course, the victim ITR should
certainly not treat the reply because the device should notice that no Encapsulated
Map-Request message was sent by itself for this reply.

It is important to note that the spoofing of the outer IP header may not work in cer-
tain cases. Indeed, most of the routers will enable anti-spoofing policies and discard
IP packets whose source address comes from an unexpected interface. However,
anti-spoofing procedures for inner IP header addresses are not as straightforward as
it would result to deep packet inspection.

In addition to the spoofing of an ITR presented here, let us notice that one can
actually design a spoofing attack targeting not only an ITR but any network device.
However, a device that is not related to the LISP control plane is not prone to have
a network socket opened at the LISP Control Packets port (4342). In any case, the
Map-Reply message packet will reach the network card of the victim, whether the
packet is treated or not. This spoofing attack is at the source of the denial-of-service
attack that is designed in Chapter 4.

3.3.2 ETR

Taking back Figure 3.1 as reference, one can notice that an ETR communicates with
Map-Servers and ITRs. Depending on the procedure, the security is provided either
by the control plane itself of by LISP-SEC.

Let us first analyse the Map-Register mechanism. As previously seen, the control
messages exchanged between the Map-Servers and the ETRs are signed in order to
provide authentication. This is done by using pre-shared secrets. Hence, it is not
possible to impersonate a specific ETR as it would mean that we have information
about those secrets.

Even with the fact that the registration process is secured – meaning that an at-
tacker cannot fool a Map-Server by faking its identity –, let us analyse what an
attacker could do if they happen to intercept the Encapsulated Map-Request mes-
sages from a Map-Server in place of a specific ETR. Upon reception of such a mes-
sage, the ETR should decrypt the Map-Server one-time key (MS-OTK) in order to
use it for signing the subsequent Map-Reply message. However, this key is either
encrypted using a pre-shared secret between the Map-Server and the ETR – which
is subject to happen as a pre-shared secret is anyway needed for the registration – or
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by using DTLS. In both cases, the attacker will not be able to obtain the MS-OTK and
will therefore not be able to sign the Map-Reply message in place of the legit ETR.

3.3.3 Map-Resolver

The Map-Resolver communicates with multiple nodes, as one can notice in Fig-
ure 3.1 : ITRs, DDT nodes – including DDT roots – and Map-Servers. Once again,
let us analyse if an attack can impersonate a Map-Resolver in the eyes of one of the
listed nodes.

A certain Map-Resolver receives Encapsulated Map-Request messages from the
ITR that are configured to use this specific resolver for the mapping lookups. Thanks
to LISP-SEC, a pre-shared secret or the use of DTLS is required for the transfer of the
ITR one-time key. An attacker will therefore not be able to impersonate a certain
Map-Resolver in the eyes of an ITR if LISP-SEC is enabled.

A Map-Resolver also communicates with DDT nodes for getting information in
the mapping system. However, any node of the public Internet can potentially act
as a DDT client – and thus send DDT Map-Request messages to DDT nodes – without
problem. The Map-Referral messages answered does not depend on the identity of
the DDT client ; the fact of impersonating another one seems pointless.

Finally, a Map-Resolver send DDT Map-Request messages to Map-Servers. Once
again, the impersonation of another Map-Resolver does not seem relevant.

3.3.4 DDT root

Let us analyse what an attacker could do if they are able to impersonate a DDT
root of the mapping system. Such a node communicates with DDT clients, which
are most of the time Map-Resolvers. The latter Map-Resolvers are preconfigured so
as to use a specific DDT root as the entry point for the iterative lookup. Along this
configuration is stored the public keys of this mentioned DDT root, which is used
to verify the signature included in the Map-Referral messages sent by this root.
Because of the fact that an attacker will not know the relevant private keys, it is not
possible to impersonate such a node, thanks to the security provided by LISP-DDT
itself.

3.3.5 DDT node

The DDT root presented just before is a specific type of DDT node. Hence, the
analysis of such a node is quite similar. Contrary to the DDT root, a Map-Resolver is
not preconfigured with the public keys owned by the DDT node an attacker would
try to impersonate. However, those public keys are communicated and signed by
one of the DDT node’s parent for which the Map-Resolver already has a trust rela-
tionship thanks to the authentication chain explained in Section 3.1.5. As a conse-
quence, such a node cannot be impersonated.
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3.3.6 Map-Server

A Map-Server – being at the interface of the control plane – communicates with
several node types : Map-Resolvers, ETRs and possibly ITRs. What can happen if
an attacker impersonates a Map-Server ?

With regard to the Map-Resolvers, the security is provided by LISP-DDT. Thus,
the Map-Server owns public and private keys just as any DDT node ; which is used
to sign the Map-Referral messages send to the Map-Resolvers. Additionally, the
LISP-SEC information carried in the DDT Map-Request messages is encrypted thanks
to these keys. Consequently, an usurper will not be able to sign such messages and
thus impersonate a Map-Server in the eyes of the Map-Resolvers.

Taking the ETR into account, the prefix registration process is secured by the LISP
control plane itself ; a pre-shared secret must exist between a Map-Server and an
ETR. This scenario was already discussed when considering the impersonation of
an ETR. It is therefore not possible for an attacker to act as a Map-Server in this case.

A Map-Server also send Encapsulated Map-Request messages to ETR whenever
it receives a DDT Map-Request message from a Map-Resolver. However, an attacker
wanting to impersonate a Map-Server and having received a DDT Map-Request mes-
sage will need to decrypt the ITR one-time key so as to generate the relevant LISP-
SEC information for the Encapsulated Map-Request message. In order to do so,
the attacker would have to need the secret keys of the legit Map-Server. Hence, the
attacker will once again not be able to impersonate a Map-Server in this regard.

Finally, a Map-Server which have prefixes registered in proxy mode is prone to
directly send Map-Reply messages to ITRs without having to contact an ETR in the
first place. In the case in point, the Map-Reply messages must still contain LISP-SEC
information. However, we just saw that an usurper will not be able to generate such
information.

In conclusion, the impersonation of a Map-Server is not possible in any possible
aspect, if LISP-SEC is enabled.

3.3.7 LISP node

An attacker can be connected as a node in a LISP site, either in a legitimate manner
or by gaining access to an existing LISP node. In such a case, there is no question
of impersonation as the node is not part of the control plane. However, actions
of this node can indirectly trigger events in the LISP control plane. This is indeed
expected as the mapping system is used in order to have information allowing an
ITR to encapsulate LISP traffic in the data plane. Still, attacks can be imagined in
this manner. For example, one can try to overflow the ITR mapping cache by trying
to connect with EIDs from many prefixes [41]. However, such kind of attacks goes
beyond the scope of this work.
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Chapter 4

Denial-of-service attack using the
mapping system

4.1 Introduction

Taking back the different vulnerabilities of LISP highlighted in Section 3.3, let us
design an attack. As we already have mentioned, any node is able to act as an ITR
in the eyes of the mapping system – the Map-Resolver in particular. In addition to
this, the spoofing of the addresses in the Encapsulated Map-Request messages sent
to a Map-Resolver seems possible to do.

In response to an Encapsulated Map-Requestmessage, the mapping system sends
back a Map-Reply message containing a list of records ; the ETR RLOCs relevant to
the queried EID prefix. This topic was approached in details when describing the
LISP control plane in Section 2.1.3. Starting from this idea, one can notice that the
list of records – and therefore the length of the Map-Reply packet – depends on the
queried prefix and the topology of the deployed LISP infrastructure.

If the packet length of the Map-Reply message happens to be significantly higher
than the length of the associated Encapsulated Map-Request message, the mapping
system can be used as an amplification attack vector. Yet, the traffic generated by the
mapping system has to be directed to a certain victim. This is possible by spoofing
the address of the forged Encapsulated Map-Request messages sent by the attacker
to the mapping system. If the attacker generates a significant traffic, the mapping
system will send a greater one to the victim, in function of the amplification factor of
the attack. The mapping system will therefore exhaust a certain part of the victim’s
bandwidth that can eventually provoke a denial-of-service.

Taking back the threat model presented in Section 3.2, the attack described in this
chapter is a denial-of-service attack (and potentially a performance attack) that is
based on a spoofing attack and an amplification attack.

In the case of the attack presented in this chapter, the attacker is an off-path one
because no message between two entities is intercepted. Additionally, the attacker
is categorised as external to a LISP site. Indeed, the attack relies on trying to act as
an ITR in the eyes of the mapping system. The ITR, being at the edge of a LISP site,
communicates with Map-Resolvers by using a RLOC address instead of an EID one.
Finally, the author of the attack is a control-plane and a live attacker respectively
because the attack exploits the control-plane as an amplification vector and because
the denial-of-service is only operative while the attacker is sending traffic.
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The attack described in this chapter is an example of the myriad of existing denial-
of-service attacks by amplification. Indeed, multiple UDP protocols (such as SNMP,
NTP, DNS, BitTorrent and multiple game protocols) are sensible to amplification
attacks [42]. In our particular case, LISP is the exploited UDP protocol for the attack
studied in this work. This attack is particularly comparable to the amplification
attack exploiting the DNS infrastructure [43]. The latter attack describes the use of
either DNS open resolvers or authoritative name servers as a way to amplify the
traffic targeted to a victim in order to perform a denial of service. One or multiple
attackers send spoofed DNS queries to the DNS infrastructure that will answer with
significantly larger packets to the victim. Hence, this attack is comparable to the one
presented in this work because it uses spoofing and amplification techniques. The
main difference is in the amplification vector ; the presented attack uses a LISP-DDT
infrastructure instead of a DNS one.

This chapter is divided into four sections. The first one describes the amplification
factor, a metric that serves as a way to measure the severity of the attack. More-
over, this section will analyse the value of this metric in the LISP Beta Network, the
project that deployed a worldwide LISP infrastructure on the public Internet. Next,
the second section details step by step the modus operandi of the attack in a simu-
lated LISP network. The configuration of all the nodes forming this network is also
detailed in this second section. The third section, in turn, presents and analyses the
results of the simulated attack. Finally, a discussion about the different solutions to
adopt in order to mitigate this denial-of-service attack in the future is provided in
the last section of this chapter.

4.2 Amplification Factor

As we just have seen, the main idea behind the attack is to send Encapsulated
Map-Request messages to the LISP-DDT mapping system in order for it to answer
with Map-Reply messages to the attacker. This interaction is effective if the reply
packet length is bigger than the querying one. In this regard, let us define a metric on
which to evaluate the significance of the attack: the amplification factor [44]. Con-
sidering a message size as the total length of the full packet – including the IP header

and the Ethernet frame –, the amplification factor is defined as A =
size(reply)

size(request)
.

The goal of the attack is indeed to maximize this metric. In that sense, if A < 1,
the packet sent to the victim is smaller than the one sent by the attacker, the ampli-
fication is not favourable in that case. Additionally, if A = 1, the victim receives as
much traffic as the sender is sending, there is very little reason to going through the
mapping system for the attack instead of directly sending the traffic to the victim.
Finally, if A > 1, the amplification is meaningful for the sake of the attack. Still, the
goal of the attacker is to have the highest possible value for the amplification attack.
Therefore, the attacker aims at sending Encapsulated Map-Request messages that
are as small as possible while making the mapping system generate large Map-Reply
messages.

Figure 4.1 shows the smallest Encapsulated Map-Requestmessage that still makes
the mapping system reply. The attack presented in this chapter focuses on control
messages whose inner and outer headers are IPv4. The different fields of a typical
Encapsulated Map-Request message were presented in Section 2.1.3 at page 8 when
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FIGURE 4.1: Encapsulated Map-Request message forged for the
denial-of-service attack. The most noticeable fields are highlighted

in red.

discussing the LISP control plane. In total, the message forged by the attacker is
102 bytes long, including the Ethernet frame (that is not visible in Figure 4.1). This
message consists in requesting a certain EID mapping (lisp-node-eid) to a Map-
Resolver (upc-mrms) while impersonating the victim node. One can also notice that
the spoofing only occurs in the inner IP header as well as in the payload but not in
the outer IP header. This particularity will be detailed later in this chapter, when
performing the attack in a real-case scenario.

In response to this request, the mapping system will generate a Map-Reply mes-
sage targeted to the victim. The size of this message – and thus the amplification
factor – will depend on the EID prefix chosen in the first place by the attacker. More
precisely, the length of the reply message depends on the number of ETR RLOCs
registered in the mapping system for this specific EID prefix.

A negative Map-Reply message is simply, as a reminder, a Map-Reply message
with no locator in its record. Such a packet has a total size of 70 bytes. However,
each additional IPv4 RLOC in the record expands the packet by 12 bytes. Similarly,
an IPv6 RLOC increases the packet size by 24 bytes. Figure 4.2 presents the size of a
Map-Reply message depending on the number of RLOCs included in its record. It is
important to point out that the amplification factor has to be bigger than one in order
for the amplification to be meaningful. Therefore, the Map-Reply size should at least
be 102 bytes long. In this way, a Map-Reply containing at least 3 IPv4 RLOCs, 2 IPv6
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RLOCs or even one RLOC of each address type is sufficient. However, the attacker
must maximize the amplification factor in order to have a significant amplification.
For instance, the query of an EID prefix associated with four IPv4 RLOCs and four
IPv6 ones – resulting in a reply of 214 bytes – can be used to approximatively double
the traffic of the attacker.

Consequently, the goal of the attacker is to find an EID prefix to use for the attack
on which there is as many registered ETR as possible. To go further, the attacker
can also try to register by itself a certain EID-prefix in a way that a request for this
prefix provokes a really large Map-Reply message. This situation is comparable to
the DNS amplification attack on which an attacker inserts a large TXT record in the
system [43]. However, in the case of LISP, the attacker will need to gain access –
fraudulently or not – to a legit ETR in the network for inserting data in the mapping
system as the registration process is authenticated.

It is important to mention that this attack can easily be extended to a distributed
denial-of-service thanks to the fact that a single LISP can contain multiple ETRs. In-
deed, the ETRs of the exploited LISP site are the devices that send the potentially
large Map-Reply messages. The attacker only needs to send the spoofed Encap-
sulated Map-Request messages to the mapping system. The latter system will take
care of distributing the multiple requests among the different ETRs that are currently
reachable for the LISP site in use. This distribution is done according to the weight
specified for each ETR in the locator set at registration. In conclusion, a LISP site
containing a significant number of ETRs has multiple advantages regarding our at-
tack. On the one hand, it gives a big amplification factor, leading to a more powerful
attack. And on the other, the attack becomes distributed because multiple devices –
the ETRs – will target the victim at the same time with large packets.

In order to prove the feasibility of the attack, let us implement one in a real-case
scenario. In this regard, the attack will be performed in a simulated environment.
However, the topology of this environment – especially the LISP-DDT mapping sys-
tem – mimics the one of the LISP Beta Network [33], the worldwide LISP network
deployed in the public Internet. This network uses LISP-DDT for its mapping sys-
tem.

The first objective of the proof-of-concept is to have a good insight about the struc-
ture of the LISP Beta Network. This means that we have to inquire about the struc-
ture of its mapping system, the different Map-Servers and Map-Resolvers that exist
and the different LISP sites that are registered including the number of ETR for each
of them.

Let us mention that the LISP Beta Network ceased to provide its service since
February 2020. Prior to this date, the now unavailable home page of the project gave
information about the topology of the control plane. The EID space was divided into
three parts according to geographical areas : US, EU and Asia. For each geographical
area, two MRMSs (router combining the function of a Map-Resolver and a Map-
Server) were present :

• eqx-mrms and cisco-mrms for the US ;

• intouch-mrms and upc-mrmrs for the EU ;
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• iij-mrms and sg-mrms for Asia.

Therefore, the control plane interface consisted in those six devices.

The mapping system in use was LISP-DDT. As expected, the devices composing
this system were organised in a tree. The leaves of this tree were the six MRMSs
presented above. One DDT root (ddt-root) was present as well a two child nodes
of this root : ddt-tld1 and ddt-tld2. Each of theses child nodes were responsible of
the whole XEID range and therefore of the six MRMSs.

Region IPv4 EID Prefix
N/A 132.227.120.176/28

USA

153.16.5.0/24
153.16.10.0/24
153.16.17.16/28
153.16.23.240/28
153.16.25.176/28
153.16.25.192/28
153.16.29.0/28
153.16.30.96/28

EU

153.16.32.224/28
153.16.36.0/24
153.16.44.144/28
153.16.58.208/28
153.16.59.224/28

Asia

153.16.64.0/24
153.16.67.0/24
153.16.70.0/28
153.16.70.64/27
153.16.71.192/28

N/A 199.212.124.0/24

TABLE 4.1: List of the IPv4 EID prefixes (each one corresponding to a
LISP site) that are connected to the LISP Beta Network. This data was

collected on November 4th, 2019.

In order to have information about the different LISP sites registered to the map-
ping system, we used the data provided by LISPmon. LISPmon is a monitoring
platform that performed daily scan of the whole IPv4 EID space via Encapsulated
Map-Request messages [45]. We collected the data on November 4th, 2019 which re-
sulted in twenty LISP sites registered to the mapping system at that moment. The
list of these LISP sites is available on Table 4.1. For the purpose of the attack, the
number of IPv4 and IPv6 ETR RLOCs registered for each LISP site is an important
metric as it is related to the amplification factor of the attack.

Figure 4.3 presents the CDF of the amplification factor for the twenty LISP sites.
One can notice that, for more than 20% of the LISP sites, the amplification factor is
bigger than 1. The LISP site provoking the mapping system to generate the longest
Map-Reply message contains four IPv4 RLOCs, resulting in a packet size of 118 bytes.
Hence, with the current mapping system state, the best amplification factor is equal
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FIGURE 4.3: Amplification factor present in the LISP Beta Network.

to ∼ 1.16. This value is relatively small but let us point out that the LISP Beta Net-
work had a prototype-sized topology. Of course, this inconvenience does not change
the fact that one attacker can potentially trick the mapping system by registering a
long list of RLOCs if this attacker happens to have access to at least one ETR.

4.3 Description of the Attack

4.3.1 Logical Testbed

In order to run the actual attack, we reproduced the LISP Beta Network topol-
ogy in GNS31 (Graphical Network Simulator-3), a network simulator. This software
allows us to emulate the software of different network entities such as switches,
routers and end hosts. All routers used in the following topology emulate a Cisco
IOS C7200 image, a router operating system that is compatible with LISP and LISP-
DDT. In turn, the end hosts are either GNU/Linux operating systems or simple
VPCS (Virtual PC Simulator), a lightweight program simulating an operating sys-
tem supporting basic networking functionalities.

Figure 4.4 shows the logical testbed topology that is used for the attack. The Inter-
net core is represented by four different routers : DFZ, US, EU and Asia. With regard
to the LISP-DDT mapping system, the simulated topology accurately mirrors the
LISP Beta Network one. In this way, the three DDT routers and the six MRMS (Map-
Resolver and Map-Server) that were listed in Section 4.2 are indeed present. The
victim and attacker are respectively connected to the EU and Asia subnetworks as

1https://gns3.com/

https://gns3.com/
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FIGURE 4.4: GNS3 logical testbed topology. The arrows represent the
main steps for the attack.

non-LISP nodes. Finally, a LISP site, us-site1, is present in the simulated topology.
This site is made of the us-site1-xtr xTR2 and of lisp-node-eid, a simple LISP
node.

Now that the logical testbed topology was outlined, let us review how the differ-
ent devices of the network were configured. In particular, let us review the configu-
ration of the different routers and end-hosts of the topology3.

As previously stated, each router runs a Cisco IOS C7200 image. This operating
system is specifically designed for routers and switches. Moreover, this particular
version supports the LISP and LISP-DDT protocols. In that sense, a Cisco router is
able to work as an ITR, an ETR, a Map-Resolver, a Map-Server and a DDT node.

2A LISP router being an ITR and an ETR at the same time
3All the configurations and scripts presented here are available at https://gitlab.com/m.

gabriel/lisp-ms-ddos.

https://gitlab.com/m.gabriel/lisp-ms-ddos
https://gitlab.com/m.gabriel/lisp-ms-ddos
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In order to design the DDT mapping system, multiple Cisco routers have to be
configured : ddt-root as the DDT root of the tree, its two child DDT nodes ddt-tld1
and ddt-tld2 and the different Map-Resolver/Map-Server designed as *-mrms. All
these devices are interconnected in a common virtual subnet.

Regarding ddt-root, this device is authoritative for the 0.0.0.0/0 IPv4 EID space
as well as the ::/0 IPv6 EID space. This indeed means that this DDT node is respon-
sible for the whole EID space. In addition to this, it delegates the 153.16.0.0/16
and 2610:D0::/32 EID prefixes to both ddt-tld1 and ddt-tld2. Thus, both TLDs
are responsible for the same EID prefixes but this design enables a load balancing of
the different requests inside the mapping system.

As we just said, ddt-tld1 and ddt-tld2 are each responsible for the same prefixes.
Hence, they both have the same DDT configuration. This configuration consists
in delegating different parts of the EID-prefixes to the relevant Map-Servers. It is
important to mention that the DDT node must state that the delegation points to a
Map-Server. Indeed, the action code of the Map-Referral message sent by the DDT
node depends on the nature of the referred child node : another DDT node or a
Map-Server. This topic was detailed in Section 2.2.3. In that way,

• the 153.16.0.0/19 and 2610:D0:1000::/36 prefixes are delegated to both eqx-
-mrms and cisco-mrms;

• the 153.16.32.0/19 and 2610:D0:2000::/36 prefixes are delegated to both
intouch-mrms and upc-mrms;

• the 153.16.64.0/19 and 2610:D0:3000::/36 prefixes are delegated to both
iij-mrms and sg-mrms.

Regarding the different *-mrms nodes, it has to be configured in order to be able to
communicate with the DDT mapping system as well as the different xTRs. As a DDT
Map-Server, the XEID prefixes the device is responsible for is specifically stated. The
prefix values for each MRMS are the same than the one configured above, in the del-
egation of the different TLDs. Additionally, those devices act as DDT clients because
of their Map-Resolver nature. The address of the root DDT node is therefore present
in their configuration. Finally, traditional LISP Map-Resolver and Map-Server fea-
tures are enabled for those devices.

For the specific case of eqx-mrms and cisco-mrms, some configuration relating to
the us-site1 LISP site must exist, even before any registration from an ETR of this
site happens. Indeed, a pre-shared secret between the Map-Server and the potential
ETRs of this site has to be put in place, as already mentioned in Section 3.1.3 when
discussing the security aspects of the LISP prefix registration process. In addition of
the pre-shared secret of the us-site1 LISP site, the Map-Server also keeps track of
the potential EID prefixes this site can be responsible for. This indeed prevents an
ETR to establish a prefix overclaiming attack. In this topology, the us-site1 LISP
site is responsible for the 153.16.0.0/24 and the 2610:D0:1000::/48 EID prefixes.

Now that the mapping system is set up in the GNS3 environment, let us see how
the devices belonging to us-site1 are configured : us-site1-xtr and lisp-node-
-eid. The us-site1-xtr router acts has an ITR as well as an ETR. Regarding its
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ITR features, the configuration mentions which Map-Resolvers to contact for the
mapping queries. The eqx-mrms and cisco-mrms devices are the Map-Resolvers in
question. The us-site1-xtr router is also an ETR. In that sense, the configuration
specifies which Map-Servers – eqx-mrms and cisco-mrms – to contact in order to
register its LISP site on the mapping system. In addition, it includes the pre-shared
secrets between the Map-Servers and itself. Of course, a locator set of ETRs has to
be configured. This information is important as it is used during the attack in order
to influence the size of the Map-Reply messages sent by this LISP site and thus the
amplification factor. For each locator in this set, a priority and a weight can be tuned
in order to enable traffic engineering and load balancing. It is important to mention
that elements of the locator set must not necessarily really exist in this topology.
In any case, the entry for this locator will be present in the different LISP control
messages but the locator will be flagged as not reachable.

The lisp-node-eid device is also an element of the us-site1 LISP site. It is actu-
ally the only LISP node of this site. Its function in the simulation is just to test the
reachability of LISP packets and the good configuration of LISP in general. Practi-
cally, this LISP node is a device running a VPCS (Virtual PC Simulator). This allows
us to attribute an EID address to the device (153.16.1.2, indeed belonging to the
EID prefix the LISP site is responsible for) and send ping packets. The gateway of
this device is the us-site1-xtr ITR.

At this stage, the mapping system as well as one example LISP site are configured.
It is now time to link everything in a network representing the core internet. This
network will also allow us to connect the attacker and victim devices, their config-
uration is discussed just after. The core internet, in the simulation, is composed of
four routers : US, EU, Asia – each representing a geographical area of the Internet
– and finally DFZ that links the three former between each other. Figure 4.4 sum-
marises the structure of those core routers. The routers from the core network are
configured so as to be able to forward packets whose addresses belong to the RLOC
space. No packet having EID addresses should cross those routers. Let us mention
that our simulated network does not run any BGP whatsoever because of its relative
simplicity. Instead, the forwarding rules are configured statically. Let us also note
that no anti-spoofing policy, such as reverse path forwarding, is configured in the
different routers.

The purpose of the attacker node is to execute the script performing the at-
tack. This script will forge multiple Encapsulated Map-Request messages and send
them at a certain rate so as to perform a denial-of-service attack by amplification on
the victim node. This script is written in Python and the attacker device runs a
lightweight Debian distribution on which Python 3 is installed. The script execut-
ing the attack is based on a LISP looking glass developed by Tom Moraux for his
Master Thesis [46]. Hence, most of the code executed by the attacker node belongs
to the mentioned author. Nevertheless, his code has been modified so as to forge
custom Encapsulated Map-Request messages at a certain rate. The specification of
the forged Encapsulated Map-Request messages is described more precisely later in
this section, when describing the process of the attack.
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Finally, the victim node on which the attack is targeted is yet to be configured in
the network. As a reminder, the amplification attack consists in making the map-
ping system send potentially long Map-Reply messages. Those kind of messages
are meant to be sent to ITRs. In the case of this proof-of-concept, we assume that
the victim node is not LISP-enabled, and is therefore not an ITR. Nevertheless, the
Map-Reply messages will travel until reaching the victim device, still taking a con-
siderable part of the bandwidth and thus, enabling a denial-of-service. Yet, in order
to analyse the impact of the attack, a simple Python server listening at the LISP Con-
trol Packet UDP port (4342) is implemented on the victim node. Moreover, simple
Bash and Python scripts were created in order to collect and process the different
data relevant for analysing the results in Section 4.4.2. In this way, similarly to the
attacker node, the victim device is lightweight Debian distribution that is able to
interpret Python and Bash scripts4.

4.3.2 Process of the Attack

The testbed network is now duly configured and running, this subsection de-
scribes the exact events happening during the attack and the possible configurations
that can be changed in order to improve its impact. Figure 4.4 on page 46 gives a
broad view of the attack ; the different steps are represented by dashed arrows.

The attacker node will take advantage of the fact that a LISP site containing a
long locator set of ETRs is registered in the mapping system. The us-site1 LISP
site is an example of such. For the attack, the ETR of this site – us-site1-xtr has
been configured such as to contain in its locator set four IPv4 RLOCs and four IPv6
RLOCs. One of the eight locators is the actual IP address of the ETR in question
whereas the seven other locators does not really exist in the topology. Figure 4.2
states that such a configuration will result in 214 bytes-long Map-Reply messages.
The amplification factor is hence a little bit greater than 2.

Before that the attack occurs, a registration process has to happen between the
LISP site and the mapping system. In that sense, the us-site1-xtr ETR sends a
Map-Register message to its configured Map-Servers : eqx-mrms and cisco-mrms
(prerequisite step 1 on Figure 4.4). In response, the Map-Servers each sends a Map-
-Notify message to the ETR (prerequisite step 2). This message exchange is done
once in a while in order to keep the registration up to date.

Now that the LISP site that is used for the amplification attack is successfully
registered in the mapping system, the attack in question can occur. The different
steps of the attack are summarized on Figure 4.4.

• Step 1: The attacker node sends a continuous stream of Encapsulated Map-
-Request messages to a Map-Resolver, upc-mrms in this example.

• Step 2: This Map-Resolver uses either the DDT infrastructure or its cache in
order to retrieve which Map-Server to send the request. In this example, the
Encapsulated Map-Request messages are sent to the eqx-mrms Map-Server.

4The aforementioned scripts are freely accessible at https://gitlab.com/m.gabriel/
lisp-ms-ddos.

https://gitlab.com/m.gabriel/lisp-ms-ddos
https://gitlab.com/m.gabriel/lisp-ms-ddos
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• Step 3: Upon reception of the Encapsulated Map-Request message, the Map-
Server sends the request to one of the ETRs responsible for it. In this scenario,
the only available ETR is us-site1-xtr.

• Step 4: The ETR receives the Encapsulated Map-Request message and send
to the victim node a Map-Reply message which is longer than the original
message. The replies are indeed sent to the victim node because the Encap-
sulated Map-Request messages were spoofed ; the mapping system thought
that the requests originated from the victim node. More on this later in this
section.

In conclusion, the victim node is drowned by all the LISP packets received. If
those messages take a sufficient amount of the bandwidth, this can result in a denial-
of-service for the victim node. The us-site1-xtr can be configured so as to contain
more entries in its locator set and thus increase the amplification factor. Another
variant is to use the proxy mode of the Map-Server. In that configuration, the map-
ping system directly send the Map-Reply messages to the victim node without even
going through an ETR.

The source address in the Encapsulated Map-Request message has to be spoofed
in order to make the attack possible. If it was not the case, the Map-Reply mes-
sage would be directed to the attacker node. Let us go back to the Encapsulated
Map-Request message fields forged by the attacker in Figure 4.1. Three different
fields in this message mention the origin of the message : the source IP address in
the outer IP header, the source IP address in the inner IP header and finally, the
ITR RLOC entry in the LISP Map-Request section (whose value is victim in the fig-
ure). The straightforward idea is to set the victim RLOC in the three listed fields.
However, the source IP address in the outer IP header is not taken into account
by the mapping system in order to later send the Map-Reply message. As a conse-
quence, the attacker is able to leave this field intact, or set its value to any IP ad-
dress, when sending its Encapsulated Map-Request messages. Thanks to this, the
denial-of-service attack can occur while being sure that the messages originated by
the attacker are not discarded in a router by a potential anti-spoofing policy. Such
policy is anyway not present in the test environment but can possibly be present in
a real case, in the public Internet.

Going further with the Encapsulated Map-Request message format, in Figure 4.1,
one can see in red the most important fields that have been set by the attacker. The
outer Dst IP Address points to the RLOC of a Map-Resolver – the entry point in
the mapping system – whereas the inner Dst IP Address corresponds to the EID
of a LISP node (lisp-node-eid for instance). This LISP node belongs to the LISP
site on which a mapping is requested in this Encapsulated Map-Request message.
Indeed, this information is the same than the requested EID-Prefix, with an EID
mask-len equalling to 32, meaning that the requested prefix actually represents a
single address.
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FIGURE 4.5: Screenshot of the GNS3 client graphical interface. The
user has an easy access to information about the different GNS3

servers and about the emulated nodes of the topology.

4.4 Evaluation of the Attack

4.4.1 Physical Testbed

Now that we have the process of the attack in mind, let us analyse the impact
when being run on our testbed topology. Before presenting and interpreting the
results, let us get more insight about the GNS3 configuration that is used to simulate
the logical topology and emulate the different network devices.

The GNS3 simulator is designed in a client and server architecture. In addition,
multiple GNS3 servers can run concurrently on a same topology in order to balance
the load of the simulator. This gives the possibility to scale the simulated topology
without encountering constraints due to the specification of the device running the
GNS3 server. Hence, each GNS3 server handles a specific part of the logical topology
and one of them is configured as being the master GNS3 server that orchestrates the
others. Figure 4.5 shows a screenshot of the GNS3 client user interface. The main
part of the interface shows the current logical topology with the different nodes that
were detailed in Section 4.3.1. In addition to this, the panel at the right side lists
the different GNS3 servers dedicated to this topology as well as the different virtual
nodes each of them handles. This panel also provide information about the CPU
load and the amount of used memory of each GNS3 server.

In our current situation, four Linux machines from the Montefiore Institute net-
working lab (University of Liège) were dedicated to the simulation : scarab – the
master server –, hornet, termite and ladybug. The servers are connected in two dif-
ferent subnets. The first subnet interconnects scarab and hornet whereas the other
subnet contains termite and ladybug. Moreover, the bandwidth between both sub-
nets is limited by a 4 Mbit/s link. Figure 4.6 shows the topology of the network lab.
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FIGURE 4.6: Topology of the actual network running the different
GNS3 servers. The server represented by a star, scarab, is the master.
A bottleneck is present between both subnets, limiting the bandwidth

at 4 Mbit/s.

Note that the GNS3 client device does not participate in the simulation of the dif-
ferent devices in the virtual topology but is instead used to control and interact with
them.

It is up to us to determine which device of the logical topology has to be emu-
lated by which GNS3 server. We judged important to dedicate an entire server for
the attacker node as well as the victim one. Thanks to this, the results probed in
the victim emulated device are as little as possible influenced by the performances
of the emulator. In that respect, the hornet GNS3 server emulates the attacker
node whereas the ladybug server emulates the victim one. With regard to the two
remaining GNS3 servers, termite emulates all the devices forming the mapping sys-
tem (ddt-root, ddt-tld1, ddt-tld2 and *-mrms) and finally, the scarab GNS3 server
emulates everything else (DFZ, US, EU, Asia, us-site1-xtr and lisp-node-eid).

A better situation would have been to interconnect the four GNS3 servers on a
physical network lacking the bottleneck link shown in Figure 4.6. However, the net-
working lab in use was also needed for other projects. It was therefore not possible to
change its topology. During the simulation of the attack in the logical network, a sig-
nificant traffic has to be generated between the different GNS3 servers, on the physi-
cal topology. Figure 4.7 represents the traffic generated between the different servers
when they simulate the fact that the attacker node (emulated by hornet) generates
a spoofed Encapsulated Map-Request message in order to attack the victim node
(emulated by ladybug). As a reminded, the different steps of the attack are described
in Section 4.3.2.

GNS3 is able to natively emulate the Cisco IOS operating system for each router
as well as the VPCS for the lisp-node-eid device – which is configured so as to
have an EID address belonging to the LISP site EID prefix. However, none of these
emulated operating system is able to interpret Python scripts that are needed by
the victim and the attacker nodes. Hopefully, GNS3 also allows one to import a
Docker container as a node in the logical topology.
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FIGURE 4.7: Analysis of the traffic generated in the physical topol-
ogy during the simulation of the attack with regard to the bottleneck.
The arrows represent the packets exchanged from a GNS3 server to
another. The bold arrow is related to the amplified message directed

towards the victim.
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In this manner, the victim and attacker nodes are actually Docker containers
running a lightweight Debian distribution that is able to execute Python code. In-
deed, both victim and attacker run Python code in order to either generate traffic for
the attack or collect data about its impact, as seen in Section 4.3.1.

4.4.2 Results

This section analyses the impact of the attack on the victim node. This impact
depends on the intensity of the attack, characterized by the throughput of the at-
tacker. Let us already mention that a simulated network, such as the present case
with GNS3, creates performance limitations compared to an environment of real
network devices. This limitation has to be taken into account when analysing the
data probed during the attack.

As a reminder, the victim node in the topology runs a very simple UDP server
at port 4342, the LISP Control Packet port. This is indeed the port number used by
LISP Control Messages, Map-Reply messages in particular. This allows us to con-
firm the reception of the malicious data, product of the denial-of-service attack by
amplification.

The simulations in which the different measures are recorded last 90 seconds. The
attacker node send its traffic between second 30 and second 60 of the simulations.
Still, 30 second periods prior and after the attack are recorded. Thanks to this, one
can analyse the initial situation as well as the situation after the attack occurred.

Three different attack situations are presented, depending on the throughput of
the attacker. In the first situation, the attacker sends 10 Encapsulated Map-Re-
quest messages per second. For the second and the last situations, this node respec-
tively sends 100 and 1000 packets per second. Because of the limitation of the GNS3
servers hosting the topology as well as the network bottleneck present between the
different servers, attacks with larger intensities gave no relevant results : the simu-
lation was not able to handle that much traffic.

Figure 4.8 shows the amount of data received by the network card of the victim
node for each second of the simulation. The two vertical dashed lines respectively
represent the beginning and the end of the actual attack, period of time where the
attacker sends traffic. Prior to the attack, one can see that hardly no network pack-
ets are received by the node. However, for the three situations, the node begins to
receive a significant traffic at the moment when the attack begins. Moreover, as soon
as the attack ends, the situation is back to normal. This proves that the designed
denial-of-service attack is live (using the terminology presented in Section 3.2), it
only has an impact whenever the attacker is active.

In the situation where the attacker node sends 100 packets per second (∼ 10 kB/s),
the victim node receives a little more than 20 kB/s of data. This is indeed expected
as the current amplification factor equals 214/102 ' 2.098. A similar reasoning can
be derived for the 10 packets per second situation.
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In the case of the 1000 packet per second attack, the received data rate is expected
to equal ∼ 200 kB/s. However, on the graph, this value seems to fluctuate around
the 65 kB/s value. This is the result of the fact that a significant number of packets
were lost during their trip inside the simulated topology. As a matter of fact, when
running this simulation, the GNS3 client reported a heavy usage, in term of CPU
and RAM, of the different GNS3 servers managing the simulation. The GNS3 client
interface indeed allows the user to view this information, on the right-side panel
visible in Figure 4.5, page 51.

Moreover, the topology is distributed between the four GNS3 servers in a way
that, for each Encapsulated Map-Request message sent by the attacker node, this
message crosses twice the bottleneck link (Figure 4.7). In addition, the Map-Reply
message – possibly really large – also has to cross this link. Taking into account
that the maximum bandwidth in this link is 4 Mbit/s = 500 kB/s, let us analyse the
maximum possible throughput of the attacker node (raterequest) in the case where
the amplification factor equals 214/102.

500 kB/s = 2 · raterequest + ratereply

= 2 · raterequest +
214
102
· raterequest

=
418
102
· raterequest

(4.1)

Following Equation 4.1, one can estimate that

raterequest =
102
418
· 500 kB/s ' 122 kB/s (4.2)

This means that, because of the fact that a Encapsulated Map-Request message is
102 bytes long, the attacker node can theoretically send 1196 (= 122 · 103/102)
packets per second at maximum. Hence, even if the GNS3 servers were able to
treat that much information – which is not the case considering the multiple packet
lost at that rate –, the topology of the networking lab would not have allowed us to
simulate more traffic.

Figure 4.9 shows the CPU load of the victim node during the different simula-
tions. In terms of being specific, this graph represents the average CPU load – over a
time window of the past 10 seconds – of the Python server than runs on the victim
node. The load caused by the other processes of the operating system are therefore
not taken into account here. One can see that this process is idle prior to the attack.
However, as soon as the attack is launched, the process generates a significant CPU
load. The intensity of this load depends on the throughput of the attacker node. Fi-
nally, once the attack ends, the average CPU load gradually decreases until reaching
a state similar to the initial situation. Thanks to this graph, one can conclude that
the attack can potentially have an impact on the performance of the victim device
(performance attack using the terminology of Section 3.2) in addition to the fact that
the bandwidth can possibly be overloaded (denial-of-service attack).
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4.5 Mitigation

As we have seen in this chapter, a potential large-scale deployment of LISP on the
public Internet allows us to easily implement a denial-of-service attack on any net-
work device thanks to the LISP-DDT mapping system. The attack that was described
in this chapter is basically a combination of a spoofing attack and an amplification
attack. Different techniques can be thought of in order to mitigate the impact of this
attack. We can take inspiration from mitigation techniques already existing against
denial-of-service attacks by amplification, broadly speaking. Furthermore, one can
also imagine potential modifications on LISP and LISP-DDT in order to prevent one
to use the mapping system as a vector for such an attack.

Regarding the amplification attack, a possible solution could be to prevent the
amplification factor to be far too big. A straightforward solution would be to limit
the number of ETRs that are registered in the mapping system for a certain LISP site.
In addition, another possibility is to prevent the locator set of the Map-Reply message
to contain unreachable locators. However, both solutions presented here will affect
the usability of the LISP control plane as it is today. Because of the fact that LISP
is not yet broadly implemented on the public Internet, it is hard to evaluate if such
kind of limitations are constraining for the proper functioning of LISP. For instance,
it is challenging to figure out the maximum reasonable number of ETRs a LISP site
could need on a network as wide as the Internet. In any case, this limitation will
prevent a LISP site to scale. This is therefore not the best practice to adopt.

The attack presented in this work remains a denial-of-service one. Its only novelty
is the use of the LISP control plane as an amplification vector. Hence, any already ex-
isting technique designed to prevent this kind of attack can be set up in the network.
For instance, one can detect denial-of-service attacks using deep learning models
and convolutional neural networks in particular [47].

Another, more straightforward, solution is to include a rate limiter in the mapping
system. One can imagine that the rate limitation could either be done according
to the source address of an Encapsulated Map-Request message or the requested
EID prefix in it. Such information inside the message could be use to segregate the
traffic into different flows in order to potentially discard malicious ones (e.g. the one
performing a denial-of-service attack). Hence, all Map-Resolvers on which the rate
limiter is enabled should store statistics regarding the traffic it receives, depending
on the different flows. This information can efficiently be stored in a hash-table or
even more sophisticated data structures such as counting bloom filters [48] or count-
min sketches [49], for example. Both mentioned data structures allow one to quickly
check if the number of packets of a flow is smaller than a certain threshold.

If the requested EID prefix of the Encapsulated Map-Request message is the crite-
rion that is used to determine the flows on which to limit the rate, multiple concerns
has to be thought of. First, the attacker can easily change this information from
a message to another when performing a denial-of-service using a certain LISP site.
Indeed, this LISP site registered a certain EID prefix it is authoritative for in the map-
ping system. However, this does not prevent the attacker to request a more precise
EID prefix which is a subset of the registered one. As a matter of fact, the attacker can
request a certain EID prefix with a full mask length, which is equivalent to request
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a single EID address included in the set of EIDs the LISP site is responsible for. For
instance, let us imagine that the LISP site registered the 153.16.1.0/24 EID prefix.
Thus, this prefix contains 28 = 256 different EID addresses (with a mask length of
32). Even more, the attacker can request prefixes whose mask length is between 24
and 32 for this example, doubling the possible prefix values to request. However,
the rate limiter can possibly notice that all those prefixes belong to the same LISP
site and therefore, classify all these requests in the same flow.

The second concern with the idea of rate-limiting the Encapsulated Map-Request
messages based on the requested EID prefix is that it can enable other kind of denial-
of-service attack. Indeed, one can imagine that an attacker send multiple Encap-
sulated Map-Request messages with a certain prefix to a Map-Resolver until reach-
ing the threshold for this prefix in order to prevent other ITRs to perform legitimate
Encapsulated Map-Request messages for the mentioned EID prefix. Because of this,
an attacker can ensure that an entire LISP site becomes unreachable as the ITRs of
other sites will not be able to find out its location via the mapping system and there-
fore, they will not be able to ensure the LISP encapsulation of packets sent to this
site.

The other criterion on which to classify the different flows is to use the source ad-
dress of the Encapsulated Map-Request messages. This source address can either be
the one of the outer or the inner IP header. For the case of the outer source address,
this value can be spoofed with any value. Indeed, during the proof-of-concept at-
tack, the outer source address was left untouched whereas the entire Encapsulated
Map-Request message was still spoofed so as to target the victim. The value of this
field was the address of the attacker node but the latter can forge packets in a way
that this value is set at random. Hence, all the Encapsulated Map-Request messages
sent by the attacker would be considered as belonging to different flows and no rate
limitation would apply.

With regard to the inner source address, the rate limiter would be effective for
preventing the attempt of the studied denial-of-service attack. Indeed, this field
must contain the IP address of the victim node. If the rate is limited, the severity of
the attack is strongly reduced, obviously. However, in the same vein as above, the
rate limiter can be used so as to prevent a legit ITR to perform mapping queries and
hence prevent it to encapsulate LISP traffic to the desired destination.

The denial-of-service attack presented in this work relies on spoofing of Encap-
sulated Map-Request messages. A typical anti-spoofing technique is the ingress
traffic filtering [50]. This prevents an IP packet whose source address is spoofed to
enter the core of the Internet, the packet is instead discarded by the routers of the
Internet Service Provider (ISP) on which the attacker device is connected. Although
this technique is straightforward to implement and is known for several decades,
spoofing is still permitted by lots of ISPs [51].

Besides, the spoofing performed by the attacker occurs on the inner IP header,
which is considered as the payload of the IP packet for a router. In that sense, deep
packet inspection features on routers between the attacker and the control plane
should be implemented in order to check that the inner source address is legitimate.
To further complicate matters, the inner source address can be an EID address. A
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router performing inspection on this value should be able to detect if this EID ad-
dress is legit, which is far more challenging to do than for RLOC addresses.

Nevertheless, Map-Resolvers can possibly detect inconsistencies between the outer
and the inner addresses. For instance, this kind of device can verify that the source
EID address in the inner header is indeed in accordance with the source RLOC ad-
dress in the outer header. Combined with traditional anti-spoofing techniques, this
could fully prevent spoofing to happen.

Another potential solution to prevent the studied attack is the use of a certain kind
of authentication between the querying ITR and the Map-Resolver. A weak authen-
tication solution similar to DNS cookies [52] can be implemented, which is used to
prevent off-path amplification attacks. The basic idea is to include in the Encap-
sulated Map-Request message a client cookie as well as a server cookie in order to
authenticate each other. The client cookie is computed by the ITR and depends on
the ITR IP address, the Map-Resolver IP address and a secret only known to the ITR.
In turn, the server cookie is computed by the Map-Resolver and depends on the ITR
IP address, the client cookie and a secret only known to the Map-Resolver. This is
designed in a way that the server does not need to keep the cookies in memory for
each client since they can be computed at will. Prior to a request, the ITR has to ask
for the server cookie. In the case of a request spoofed by the attacker, the response
will be directed to the victim node. Thus, the attacker will never we able to ob-
tain the server cookie needed for the following communication. For the case of the
LISP mapping system, a solution could be to force cookies to be used in order to re-
ceive possibly long Map-Reply messages. Hence, for an Encapsulated Map-Request
message without cookies, the mapping system could either choose to answer with a
limited-length Map-Reply message, with a “no-cookie” error or even to discard the
request completely.

When LISP-SEC is enabled, the ITR one-time key has to be sent encrypted to the
Map-Resolver, as already discussed in Section 3.1.4. The encryption is done by either
using a pre-shared secret between the ITR and the Map-Resolver or by using DTLS.
Both cases could provide a secure authentication if a signature of the Encapsulated
Map-Request message is included in the latter. If the policy of the mapping system is
to force the use of LISP-SEC with authentication – or at least strongly encourage it–,
spoofed Encapsulated Map-Request messages will not be possible anymore. There-
fore, this solution can prevent the denial-of-service attack studied in this work to
happen while relying on LISP-SEC, an already developed technology.

4.6 Conclusion

As we have seen in this chapter, a LISP architecture deployed on a network –
and in particular a LISP-DDT mapping system – can be used in order to perform a
denial-of-service attack by amplification. This is due to the fact that the mapping
system is subject to reply with messages that are way longer than the messages sent.
The replies can easily be redirected towards a victim node on the network in order
to consume a significant part of its bandwidth. Afterwards, we analysed the sever-
ity of such an attack if it occurred on the LISP Beta Network, the now unavailable
deployment of LISP on the public Internet.
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As a proof-of-concept, the presented denial-of-service attack was performed in a
contained virtual environment. The results of this battery of tests was analysed in
order to highlight the risk of this kind of attack. We have taken care of analysing this
data while taking into account the possible limitations of a simulated network that
would not apply in a real-case scenario.

Finally, a discussion about the different way of mitigating this attack in a future
large-scale deployment of LISP has been provided.

4.7 Ethical considerations

This chapter detailed the process of performing a (distributed) denial-of-service
attack by exploiting the LISP-DDT mapping system. The presented work focused on
the theoretical aspect of such an attack and possible mitigation techniques. We did
not make any attempt to perform this attack in a real situation, including the LISP
Beta Network. All experiments were done in an isolated environment by simulating
a virtual network in GNS3.

However, this work could be used by a person with bad intentions in order to
perform this attack in a real network. Although this situation is possible, the risks
seem quite limited as for now. Indeed, the LISP Beta Network was the only glob-
ally deployed LISP architecture on the public Internet and it ceased operation since
February 2020.

Instead, this work must be considered as a way to highlight the security vulnera-
bility existing in the current specification of the LISP protocol, allowing a DoS attack
to be set up. We hope to draw the LISP IETF Working Group attention to this is-
sue in order to ensure that this vulnerability is mitigated by the time LISP is widely
deployed on the public Internet.
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Chapter 5

Conclusion

The routing system of the Internet is subject to scalability concerns. Indeed, the
routing tables of the core routers grows more and more. This seems to be mainly due
to different factors such as multi-homing, traffic engineering or even the demand of
provider-independent IP addresses by end-sites. The Locator/Identifier Separation
Protocol (LISP) addresses this issue by applying a certain separation paradigm on
the address space. This aims at splitting the address space semantics into its two
roles : location and identification. In that sense, LISP introduces a locator space
(RLOC) – which is globally routable – and an identifier space (EID) – which is in
contrast only locally routable. Hence, a device inside a LISP site is identified using
its EID. However, the EID address has no meaning in the core network, the RLOC is
therefore used and a tunnel between LISP sites is established. Thanks to this design
choice, the RLOC addresses can be defined so as to reduce the size of the routing
tables of the core routers whereas the EID addresses management is left to the re-
sponsibility of the LISP sites.

This address space separation requires a way to map elements from the EID space
to the RLOC space. In that regard, a mapping system – such as LISP-DDT – is used to
contain and retrieve this information. By means of this, a LISP site can thus request
the mapping system in order to retrieve the needed mapping information so as to
establish the data tunnelings. The different requests are done by mean of control
plane messages, notably the Encapsulated Map-Request and Map-Reply messages.

In this Master thesis, the security aspects of LISP and LISP-DDT are analysed in
order to find out potential security vulnerabilities on which to base an attack. This
analysis lead to the discovery of a possible denial-of-service attack by amplifica-
tion exploiting the mapping lookup mechanism. The vulnerabilities at the source
of the attack are the ability to spoof Encapsulated Map-Request messages as well
as the amplification opportunity of the mapping lookup. To be more precise, an
Encapsulated Map-Request message sent to the mapping system could provoke it
to return a longer Map-Reply message to the victim.

A GNS3 simulated testbed environment has also been set up for the purpose of
performing the studied attack. The severity of the attack is defined by the amplifi-
cation factor, which is the ratio between the reply and the request lengths. For this
proof-of-concept, in order to mimic a relatively small topology, we chose to perform
the attack with a small amplification factor. Still, results demonstrated that this at-
tack consumes both network bandwidth and CPU load at the victim’s side. The
feasibility of this attack was therefore proven, both theoretically and experimentally.
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Some mitigation techniques have been suggested in this work. One can for ex-
ample choose to prevent the amplification by limiting the size of the responses or
by strongly limiting the rate of the requests. Another idea would be to set up tech-
niques that detect spoofed messages and prevent them to be treated by the mapping
system.

In any case, we hope that this work could also serve as an alert for the LISP IETF
Working Group. Also, we could possibly hope that a solution to prevent such an
attack to happen in a future wide-scale deployment of LISP in the public Internet will
be set up. This current work could also be an entry point to future works developing
the different mitigation techniques that could be adopted. Finally, this document
did not seek to be exhaustive about the security vulnerabilities regarding LISP and
its mapping system. In that aspect, it leaves the door open to future finding about
other vulnerabilities or attacks.
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