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Abstract

In recent years, the energy sector has been in transition and this is particularly visible in the
electricity grid. More and more elements of the grid are smart and connected, leading the
community to talk about smart grids or cyber-physical power systems. These systems require
research and development of new protection and control algorithms to plan and operate the
power system and protect it against the multitude of new threats that emerge with the addition
of the cyber layer to the physical grid.

This is why the fundamental research project 'Cyber-Physical Risk of the bulk Electric Energy
Supply System' (CYPRESS) has been launched. The objective of this project is to develop
new knowledge, methods and tools needed to guarantee the security of supply through the
electricity transmission system.

This Master’s thesis has been produced along the lines of the original objectives of this project.
These consist, among other things, in selecting a platform adapted to the co-simulation of cyber-
physical power systems. First, an in-depth research of the state of the art on cyber-physical
power system co-simulation platforms is presented. Through the various stages of this state
of the art, choices are made regarding the most appropriate techniques and tools to be used
in the project. Then, these choices of existing tools and methods are used in order to realize
a practical implementation test case of cyber-physical power system co-simulation. The steps
of this practical implementation are described and the results of a test scenario are provided
as proof of concept. Finally, research on improving the platform for future developments is
presented in the conclusion of the paper, with a focus on making the co-simulation platform
more generic.
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Chapter 1

Introduction

For a number of years, the energy sector has been in full transition and this is particularly
noticeable in the electricity network. More and more elements of the grid are intelligent and
connected, which leads the community to talk about smart grids or cyber-physical power sys-
tems (CPPS) [I5],[16]. We are seeing more and more distributed generation, decentralized
control, agents in the network and in the market, intelligent loads and buildings, autonomous
software, etc. being part of the network and its management [17],[5]. All these are enabled and
empowered by information and communication technology (ICT), so that the latter is more
and more present in electrical systems [5]. From generation to consumption, passing through
transmission and distribution, there is clearly an increasingly tight connection between power
systems and ICT networks.

This growing interconnection calls for the research and development of new protection and
control algorithms [I8] to plan and operate the power system, optimize its use or protect it
against the multitude of new threats that are emerging with the addition of the cyber layer
to the physical network. Indeed, while the ICT presents an enhancement that enables, among
other things, complex controls in smart grids, it also introduces additional complexity, new
sources of failure and security threats [5].

These cyber threats and disruptions may be intentional or unintentional. Indeed, a lone
attacker or a terrorist organisation may intentionally (try to) exploit vulnerabilities introduced
by cyber systems to affect the operation of the power network, in this case we speak of cyber-
attacks. But unintentional failures can also occur due to software bugs or errors in the config-
uration of software and networks for example [19].

It is important to note that threats to (cyber-physical) power systems may have quite se-
rious and even dangerous consequences, as shown by the examples of cases that have occurred
in practice in SECTION below. Indeed, among the existing critical sectors, the electrical
infrastructure sector is considerably critical because failures in this sector can have negative
effects on all other dependent critical sectors [20]. Indeed, a very large number of areas per-
forming critical functions are highly, if not totally, dependent on electrical energy. To name
but a few, hospitals or water supply systems are equipped with backup systems but these have
limited production capacities and in the catastrophic scenario of a blackout lasting several days,
this can therefore also impact those critical infrastructures [21] and cause significant property
damage and loss of human life [22].
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To cite figures for a concrete example, the authors of [23] studied the effects on mortality
of one of the largest power outages to have occurred in the United States (that of 14 and 15
August 2003 in New York [24]). To do this they carried out a statistical study using a gener-
alised linear model using data from 1987 to 2005 and the results are that mortality during the
blackout increased by 122% for accidental deaths and by 25% for non-accidental deaths (i.e.
disease related). This corresponds to about 90 excess deaths. This increase in accidental deaths
and injuries during power outages is thought to be due to carbon monoxide (CO) poisoning,
food poisoning and hypothermia, among other things [23].

Different types of cyber-attacks exist and can reach the cyber layer of many critical infras-
tructures in different fields. In the critical field of energy and more particularly electricity, a
number of implementations of these different types of cyber-attacks have already been observed
in the world, with sometimes very important consequences on the affected areas. Some exam-
ples of cyber-attacks that have taken place against power system infrastructures are presented
in the following section in order to see the consequences that poor/non-existent monitoring,
control and protection of the cyber-layer can have.

Next, SECTION introduces the CYPRESS project that I had the opportunity to work on
during my internship at BlackLight Analytics and that has been the guiding line throughout the
writing of this document in which each step has been carried out in order to help the realisation
of this project.

Finally, SECTION presents the structure of this Master’s thesis and its contribution to the
CYPRESS project introduced in the previous section.

1.1 Cyber-vulnerabilities of cyber-physical power sys-
tems

In cyber-physical power systems, the occurrence of faults and failures can come from an increas-
ing number of elements. Firstly, there are the so-called traditional failures, directly infecting
the power network. Among these are those caused by bad weather such as lightning or falling
trees. Or blackouts may be caused by an imbalance between power generation and power con-
sumption. In these cases, if for example the demand exceeds the production, the frequency will
decrease and from a certain value the automatic load shedding plan will be activated to avoid
power cuts. However, what happens if the frequency decrease is excessive is that the power
generation plants will shut down in cascade until the network totally collapses and leads to a
blackout [25].

Secondly, there are failures that are more indirect and are the result of failures in the cyber
layer of these CPPS. These, as written above, can be unintentional and due to bugs or con-
figuration issues but they can also be of anthropogenic (criminal) origin, with cyber-attacks.
In order to understand the importance of research into the cyber security of electricity net-
works, this section presents some real examples of attacks that have taken place against the
ICT network of electricity infrastructures around the world, causing damage of varying degrees
of severity. Note that in the context of a cyber-attack, the motivations of attackers are diverse
and can range from state-level attacks to financially motivated attacks [26].

According to the authors of [27], the first documented case of a cyber-attack collapsing the
power grid took place in December 2015 in Ukraine. This attack was meticulously planned

GODFRAIND Adrien 2 Master thesis
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and executed to perfection, causing a six-hour blackout for about 210 000 people around the
Ukrainian capital. During the attack, computers in control centres were hacked and manip-
ulated by "invisible" attackers who, in the eyes of the helpless operators, de-energised about
30 substations, disabled emergency power sources and deleted essential system files, causing
computer crashes. In addition to these attacks, it was impossible for Ukrainians affected by the
blackout to contact the call centres as they were saturated with false calls.

An example of an attack that is fairly well known in the cyber security community is the
Stuxnet WOHI]EI that was discovered in an Iranian nuclear power plant in 2010 where it caused
significant damage to industrial centrifuges used to enrich uranium [28]. This attack has thus
greatly slowed down Iran’s vital nuclear energy development [29]. This highly complex mal-
ware is suspected to have been introduced by plugging in an infected USB stick and resulted
in 45,000 computer systems being infected.

Another notorious case is the case of the organised hacker team "Dragonfly", which in 2014
attacked more than 1,000 companies in the European and North American energy sector with
the aim of spying on these companies. Dragonfly gained access to power plant control systems
through malware in emails, websites and third-party programs. However, in this case, the intru-
sion was detected before Dragonfly was able to affect the power supply in the affected regions
[29].

More recently, in May 2021, a major electricity company in the UK suffered a cyber-attack
that prevented its employees from accessing their work email. This was the second attack on an
energy sector organisation in two months, as the European network of electricity transmission
system operators ENTSO-E was also the victim of a cyber-intrusion in March 2021. Although
the distribution of electricity was not impacted in these cases, this raises concerns and questions
about whether cyber-attackers could take control and affect supply [30].

The likely severity of these consequences explains why the proper application of cybersecu-
rity practices is very important in order to further expand the smartisation of power systems
[19].

1.2 The CYPRESS project

Based on the increasing number of criminal and non-criminal failures in the ICT layer of CPPS
and the limited security and safety that these systems have offered against such failures, there
is a need for further research. This research should lead to an improved understanding of the
interactions between cyber vulnerabilities and electrical stability and a more secure future for
the energy sector (and by extension for other sectors, as explained above).

This is why the fundamental research project "Cyber-Physical Risk of the bulk Electric En-
ergy Supply System' (CYPRESS) [31] has been initiated. The objective of this project, which
started in November 2020 and will last for 5 years, is to develop new knowledge, methods and
tools necessary to guarantee the security of supply through the electricity transmission network.
These developments aim to address cyber threats by integrating them into a coherent probabilis-

LA worm is a malicious software which replicates itself on multiple computers without human interaction
(contrary to the virus) by using a computer network such as the Internet.
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tic risk-management approach. The latter (probabilistic risk management) has been explored in
the literature and is beginning to be used in practice, but the "cyber-vulnerability /physical grid
stability limits" interactions have hardly been explored. This is why this objective of developing
knowledge, methods and tools in the cyber-physical reliability management of the transmission
system has been initiated [31].

CYPRESS brings together a team of researchers from the University of Liege, the Université
Libre de Bruxelles, KU Leuven/EnergyVille and the company BlackLight Analytics. It is as an
intern at BlackLight Analytics that my work was linked to CYPRESS, whose first objectives
served as a guideline during the writing of my Master thesis.

During this internship, my role has been mainly to carry out research work upstream of
the future tasks on which BlackLight Analytics will have a role to play within the project.
This research is mainly aligned with the objectives of Task 2.2 "Co-simulation of cyber-physical
transmission" of the CYPRESS project. This task consists among other things of selecting
suitable platforms for the physical and cyber parts of the power system, integrating them into
a co-simulation framework and completing this combination with pre- and post-processors for
data input and result output.

Therefore, my tasks were mainly to research existing platforms for modelling and simulating
cyber-physical power systems. A small test case was also implemented as a proof of concept
of the outcome of the research. In addition, a small part of the research was focused on some
possible choices of components to model in the cyber-physical layer of power systems in order
to improve the relevance of the simulations as well as the way to make the final platform generic
and modular, which is an objective of the project.

1.3 In this Master’s thesis

This document is structured as follows: Firstly, Chapter [2| presents a broad state of the art
of existing CPPS simulation tools and platforms in the literature. The challenges to combine
physical and cyber domain simulations of cyber-physical power systems are first presented in
SECTION followed by a presentation of the different solutions that exist to address these
challenges in SECTIONS [2.2] and with a particular focus on temporal synchronisation in
SECTION [2.4] In the remainder of this chapter, a wide range of tools specialised respectively
in power system and communication network simulations are presented in SECTION before
concluding on the possible choices for the use of a co-simulation platform.

Secondly, Chapter [3| presents the practical part of the work done for this Master’s thesis.
Following the tool research carried out in Chapter [2, an implementation of a co-simulation plat-
form has been considered and a use case is first described in SECTION [3.I] Then, SECTIONS
B2, 3.3 and describe the design steps of this practical implementation, punctuated by
the results of the test scenarios carried out in SECTION [3.6]

Finally, Chapter [] proposes possible developments for future work, especially in terms of
genericity, before finally concluding this master’s thesis with section SECTION [£.3] Note that
most of the work consisted of research work, which is mainly found in Chapter [2]and somewhat
in the conclusion Chapter. The practical part was intended to serve as a proof of concept and as
first real implementation tests of the desired co-simulation platform highlighting the feasibility
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of the research.
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Chapter 2

State-of-the-art of tools for simulating
cyber-physical power systems

In order to enable the development, testing and assessment of new protection or optimization
techniques and tools, modelling and simulation is a key method that is widespread in the scien-
tific community [5]. Simulation is a powerful tool for evaluating control and protection systems
and algorithms [I8], with economic and practical benefits. Developing a new technology or up-
grading an electrical or communication network (by disrupting the part that needs upgrading)
can be quite costly economically and socially, even for a short period of time [32]. The costs
of installing and testing power system or ICT infrastructure upgrades as well as the costs of
potential loss of service as a result of these upgrades are reduced by simulation [2]. Indeed, if
there are errors in what is installed, these costs can become substantial, whereas with simula-
tion we can reduce them by testing technologies and upgrades before deploying the technology.
In this way, different configurations can be tested and improved before installing it, allowing
for a variety of scenarios and conditions to be analyzed. With cyber-physical power systems,
performing a simulation can help to better understand and study the interactions between the
cyber and physical domains [2]. Moreover, it is obviously easier to carry out tests and devel-
opments in a simulation platform, which corresponds to a well-controlled environment, rather
than in a real situation.

There exist a large number of power system simulation tools and a large number of commu-
nication network simulators. These tools are commercial or open-source and some of them will
be described in SECTIONS [2.5.1] and [2.5.2, For a broader list, the interested reader can refer to
[17] and [15]. The problem is that the close interdependence between power and communication
systems makes it difficult to analyze them using a single simulator designed to simulate only
the power systems or the communication networks. Traditional power grid simulators do not
model the communication protocols and traffic patterns found in today’s networks [2]. In most
of these simulators, the cyber layer is only considered in a very simple way, e.g. by simply
assigning constant communication latency when simulating ICT dependent control systems [5].
Concerning simulators dedicated to communication networks, they are not at all designed to
model power systems. Therefore, there is a critical need for simulation tools that combine
communication and electrical models and enable detailed analysis of the dynamics and mutual
impacts of both domains [17],[18],[3].

The creation of such simulation environments for cyber-physical electrical systems has been
studied increasingly over the past decade and research and development processes are still un-
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derway. This chapter tries to review as well as possible the tools, software environments and
methods described so far in the scientific literature. This state-of-the-art should help to make
choices regarding the simulation methods and tools to be used and/or developed within the
CYPRESS project. These choices are discussed progressively at the end of each section of the
state-of-the-art as well as in the conclusion of SECTION 2.6l

In the following, SECTION presents the challenges for combining simulations of power
system with communication networks. Some solutions to these challenges are given in SEC-
TIONS[2.2] [2.3]and containing respectively the global approaches for coupling heterogeneous
simulators, the frameworks to interface simulators in a co-simulation and the techniques to en-
able synchronization between simulators. After that, SECTION presents tools specialized
in power system modelling and simulation while SECTION presents those specialized in
communication networks. The chapter ends with the conclusion in SECTION [2.6]

2.1 Challenges for a combined simulation of both do-
mains

modelling and simulating systems belonging to heterogeneous domains can be a complicated
task. The combination of the power system domain with the communication and informa-
tion domain is no exception to this fact since interfacing and synchronizing these two worlds
presents several challenges that are discussed in the following. First, the governing principles
for modelling and simulating power systems and communication networks (separately) are dis-
cussed. Then, the challenges of combining these two domains in a simulation environment are
presented.

2.1.1 Principles for modelling and simulating both domains

Simulators of electrical and communication networks tend to adopt different modelling ap-
proaches [2].

In terms of temporal resolution of the electrical domain, dynamic simulations of power

system simulators often adopt continuous time modelling [7]. Electrical systems are composed
of a set of individual physical components that are assembled in a complex way and represented
by sets of differential algebraic equations (DAE) emanating from fundamental physical laws such
as Maxwell’s equations [5]. Consequently, the system state variables change continuously with
respect to time [33] and the relations between these continuous state variables of the components
are defined by these differential equations which represent the dynamics of the different elements
of the power system [2]. Moreover, the individual components interact dynamically with each
other because of their physical coupling, and the state of a component depends also on the
states of other components, so that the DAEs are also coupled [5].
On the other hand, there are still elements, such as circuit breakers, that bring discrete dynamics
to the system. Moreover, solving these differential equations analytically in order to obtain
closed form results is feasible with simple cases, but solving DAEs analytically and exactly is
not straightforward for non-trivial real world cases and such closed form results are therefore not
obtainable in these cases [33]. Therefore, time steps are used to simulate the electrical domain,
using numerical algorithms based on discrete time steps [2]. This leads to the temporal evolution
illustrated in FIGURE 2.1l
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Note that the methods used by power system simulation tools can be based on steady-state
calculations (power flow) or continuous-time calculations (electro-mechanical or electromagnetic
simulations) and that it is up to the developer/user to choose which model to use [5]. This
aspect is further explained in SECTION [2.5.1]

tO Initialize all state variables

Calculate network boundary
variables

Calculate secondary variables

Calculate state variable
derivatives

one round

<

Integration step

t=t+at

| aniteration round |

atr-

FIGURE 2.1: Power system dynamic simulation. [I]

On the other hand, concerning communication networks, their modelling is not based on
physical principles but rather on the functionality of components. It must be possible to
simulate the different communication processes, from the transmission of messages and signals
to their processing [5]. This is why, concerning the temporal resolution of communication
network tools, these simulators are generally discrete event simulators [7] in which each event
is a significant step of the message processing or transmission [5].

These discrete events are for example the sending of packets from a node, their reception at
another node, the expiration of timers, the processing of a message on a node, etc. and generally
take place in a non-periodic way, which results in the use of an approach where the interval
between the events is not fixed contrary to the approach used for power systems [2]. Here, the
events are ordered and stored by an event scheduler and processed one after the other during
the simulation [2], as can be seen on FIGURE [2.2]

It should be noted, as was the case for the electrical domain, that the developer has the choice
concerning the level of detail of modelling and simulation used. Indeed, globally two types of
choices are possible. Either the communication processes are represented by statistical models
in which the transmission delays and waiting times during packet processing are determined
via random distributions. The second choice lies in the possibility of using a communication
system emulation that will model the different functionalities of the system in more detail [5].
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FIGURE 2.2: Communication network simulation. [I]

2.1.2 Challenges

One of the major challenges in the combination of both domains is that they, as explained
above, often adopt a difference in temporal resolution, different time models are used by the
various simulators, with continuous models on one side and discrete event models on the other.
Therefore, especially when combining these tools in so-called co-simulation approaches (see
SECTION , the time synchronization of the different components of the co-simulation is a
topic of major importance [2] that can lead to difficulties and inaccuracies when simulating the
cyber-physical system, as will be discussed in SECTION dedicated to temporal synchroniza-
tion.

This time synchronization challenge is linked to the way to figure out how to detect, link,
and process events in both domains. In a power system, the detection of an event can often be
due to the crossing of a certain threshold (e.g. a voltage going to zero or a current exceeding
a specified value, etc.), which is a very computationally intensive process, especially for large
systems [5]. Another event can be simply the end of a power flow calculation and potentially
sending some state variable (voltage, current, active, reactive power,...) to be processed [33].
Whether it is with these techniques or with the events generated in the ICT domain, the detec-
tion of an event might most probably lead to a transmission of information to the other domain
to induce a reaction. It is this information flow that is a crucial point of the coupling because
both domains must then execute in a synchronous and deterministic way, avoiding for exam-
ple that a communication network simulator moves to a future event while the power system
simulator is late and has not yet detected or processed the information of the last event sent [5].

Moreover, as written above, the existing tools dedicated to the modelling of electrical net-
works do not model in detail the communication networks and the same goes for the communi-
cation simulators that do not support the modelling of power systems at all [5]. The proposed
solutions to achieve the coupling between these two domains are presented in SECTION [2.2]
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Other more general challenges in the design of the simulation tool combining the different
domains is that it must be able to specify different scenarios in a flexible way and one must
also be able to define the level of detail of a simulation (by playing for example on the temporal
resolution). Moreover, scalability is also an important feature, the simulator must be able to
adapt to complex scenarios applied to large-scale networks.

We can note that, as written by the authors of [5], when building a software whose goal is
to combine the power system layer and the ICT layer, a trade-off exists between three options
out of which we can generally choose only 2. These options are reusability, precision and speed
of execution. If one wants to simulate smart grids accurately and quickly, one cannot use 100%
reuse as it is, since one has to build the simulation environment of the hybrid system and, if
one does reuse existing tools, one has to modify them. On the other hand, if we want a high
level of reusability, the simulation will be based on ad-hoc approaches to allow synchronization
and interactions, which results in calculations that can either be fast or accurate, not both.
The choices will therefore depend on the context and the desired application.

2.2 Solutions for a combined simulation of both domains

First, it is important to note that to date and according to the research done so far, no tool
or environment for the combined simulation of cyber-physical power systems has been found
that was created from scratch and does not use at least one existing tool. Indeed, it is very
complicated, time consuming and expensive to build from scratch an entire tool combining ICT
components and power systems [2]. Therefore, the approaches developed so far use existing
simulators and join them in some way to achieve the desired simulation [2],[I8]. These (open
source or commercial) simulators have the advantage of being mature and efficient as they are
developed over multiple decades and widely used in the domains for which they have been
created [33].

Looking at the literature, it turns out that there are different types of approaches to couple
the heterogeneous simulators. The first step is to choose one of these approach based on the
characteristics, advantages and drawbacks they offer, which are given in this section.

2.2.1 General purpose tools

With tools such as MATLAB, it is possible to simulate both types of models in one environment
[16]. However, as these tools are not specifically dedicated to the simulation of power systems
or communication networks, they lack efficiency, do not provide enough models or modelling
libraries and are therefore not optimal compared to specialized tools [5].

2.2.2 Integrated or comprehensive approach

Another approach enabling to simulate both types of models in one environment is the inte-
grated or comprehensive approach [I8]. With this approach, both domains, i.e. power system
and communication network, are modelled and simulated in a single environment as can be
seen in FIGURE [18],[2]. The main challenge is to combine the two types of models in one
environment, e.g. by implementing the power system techniques in an ICT environment or vice
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versa [I8],[2]. This kind of tool must provide a single simulation interface instead of one for
each simulator, which is beneficial for users. This feature is a challenge as the single interface
must offer the ability to build detailed models of smart grid simulations [2].

It seems that integrating a simulator for one domain into another simulator for another domain
must be very complicated in practice. You have to take into account all the models and all the
simulation techniques of the integrated domain. It will surely never be easy to have an integra-
tion as powerful and complete as a simulator dedicated to the domain as this method leads to
many simplifications and a potentially inexact and deficient translation for foreign models [7].
An advantage of integrated simulation environments is that no time synchronization is needed
as both models use the same logical simulation time in the same time domain [I§]. A disad-
vantage is that they rarely offer the possibility to simulate complex scenarios: they are limited
in the complexity of simulation scenarios and lack efficiency in these cases [§]. According to
[18], this kind of approach is well suited to analyse stationary power system (e.g. power flow)
but is less adapted to dynamic power system simulations because those are much more complex.

This approach can be found in [34], where they use OMNeT++ (see SECTION as
development platform to build an integrated smart grid simulation framework. They use ex-
isting models for communication networks and add power grid models: they have modelled an
electrical distribution system in MATLAB and linked it into the OMNeT++ platform [34].

In [35], the authors build a Smart-Grid Common Open Research Emulator (SCORE), which
is a smart grid emulator built upon an existing open source communication network emulator,
CORE [36] and that uses a power module emulating DC power flows as power system emulator.
SCORE mainly focuses on real time simulation [35] and allows to port solutions developed in
the environment to embedded devices with few modifications or no modification at all [37].

Other integrated platforms are given in [38], where the Network Simulator NS-2 (cf. SECTION
is extended to simulate physical system dynamics and controls or in [39], where OPNET
Modeler is extended to simulate wide area communication networks (WAN) in power systems.

Simulator
interface r\

Power System Network

Simulator Simulator

Power System Network U

FI1GURE 2.3: Integrated simulation approach.

2]

FIGURE 2.4: Co-Simulation approach. [2]

2.2.3 Digital co-simulation approach

In the case of digital co-simulation, existing simulators specialized in both domains are joined
in order to realize a purely virtual cyber-physical co-simulation, as can be seen in FIGURE
[2]. A big challenge with this approach lies in the need to synchronize the tools accurately
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and to enable interactions between them [§]. According to the authors of [40], this fully digital
approach lacks the ability to handle unknown and cascading power system and ICT network
events. They use the example of EPOCHS [3], a disadvantage of which is the potential accu-
mulation of errors due to the way it implements synchronization (cf. SECTION and GECO
[33],[1], which can also induce simulation errors although removing some that used to be in-
duced in EPOCHS.

However those two particular tools were last updated in 2006 and 2012 respectively and several
other co-simulation tools with other characteristics have been developed and updated since then.

Note that most of the time, for this kind of approach to work, the combined tools must
present adequate Application Programming Interfaces (APIs) [5]. It may happen that some
simulators do not offer such a feature. In that case it is really hard or even not possible to
use them in a co-simulation while in some other cases, the available API just needs some mod-
ifications to connect, synchronise and manage the objects of a certain tool [I8], making the
co-simulation feasible.

According to [41], identifying the most suitable heterogeneous tools to be coupled requires
modelling experts from the corresponding domains in order to select those with the capabili-
ties required for a certain simulation objective. In addition, compared to simulations involving
hardware (discussed below), digital co-simulation would be limited in modelling complex and
various electrical equipment, communication equipment and private communication protocols
according to authors of [40]. Another drawback pointed out in [2] is that performance penalties
and delays may infer from the necessary synchronization.

Regarding some advantages of co-simulation approach, it reduces development time and mod-
elling effort as existing tools are used and there are "just' additional features to be added,
which reduces the implementation error risk [2]. Furthermore, a co-simulation can run in a
distributed manner across different runtime environments and there is the possibility to build
generic systems that can be reused more easily with less effort needed to interface the different
simulation components in other applications [41].

The first known approach combining simulators for power systems and communication net-
works [I8] is EPOCHS [3]. This tool uses the co-simulation approach to combine NS-2, the
PSCAD/EMTDC electromagnetic transient simulator (cf. SECTION and the PSLF elec-
tromechanical transient simulator (cf. SECTION [2.5.1]). This combination allows the user to
choose whether to perform the analysis of electromagnetic scenarios with communication (us-
ing NS2 and PSCAD/EMTDC) or electromechanical scenarios with communication (using NS2
and PSLF). EPOCHS uses a specific approach with a core component that enables the coordi-
nation and synchronization of the different simulators, this aspect is discussed more deeply in

SecTIioN 2.3.11

Another more recent project (last updated in April 2021), called 'Smartgrid Cosimulation
Platform', is based on co-simulation and couples together the NS-3 (cf. SECTION for
network activity and OpenDSS to simulate power flow calculations (cf. SECTION . The
combination between these simulators is done via a co-simulation framework called mosaik [42]
which is presented in SECTION and an example of transformer on-load tap control is put
into practice with this platform [43].

Note that many other works have been done with the co-simulation approach and some of them
are described in the following sections.
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2.2.4 Hardware-in-the-loop approach

Some approaches use real equipment to replace part of the simulation models [40] and tend to
reduce some of the disadvantages of digital co-simulation. These are called Hardware-in-the-
loop (HIL) simulations. A HIL simulation characterizes a digital simulation of the operation of
an embedded system for which the hardware environment is simulated: the inputs and outputs
of the embedded system under test (hardware) are connected to a computer that reproduces
the operation of the environment (plant simulation) [44]. Electrical emulation of sensors and
actuators are included in the simulation thanks to a mathematical model of the simulated sys-
tem [2] and make up the interface between the plant simulation and the hardware under test
[45].

A HIL co-simulation allows testing of hardware and software components under more realistic,
detailed and accurate conditions [5],[40]. It gives more accurate and closer to reality results
[46] as potentially erroneous or incomplete virtual models are replaced by real components [5].
However, a challenge raised in [5] is that this type of simulation must guarantee the execution
of the virtual simulator in accordance with the real-time constraints of the tested hardware.

A HIL simulation platform of cyber-physical power system is introduced in [40] where they
use this platform to simulate a system that is subject to a cyber-attack. The co-simulation
system is composed of DIgSILENT (cf. SECTION for power grid simulation and a com-
bination of communication simulation software QualNet (cf. SECTION and three real
routers and they implement an automatic voltage control (AVC) algorithm as power controller.
In [47], they develop a real time HIL test platform whose goal is mainly to emulate the be-
haviour of a realistic Active Distribution Network, i.e. an electrical grid of which the energy
resources are actively controlled by an energy management system. Their platform is built with
the eMEGAsim PowerGrid Real-Time Digital Simulator provided by Opal-RT.

2.2.5 Choice

A choice among these different approaches must now be made. First of all, general purpose
tools (such as MATLAB) do not bring enough detail and efficiency compared to specialized
power or ICT tools, so that they will not be chosen here. Secondly, regarding the possibility
of using hardware to perform the simulations, this is not really feasible in the context of my
Master’s thesis, where I will be limited to purely virtual simulations. Indeed, I do not have
access to any hardware, which would obviously be necessary to carry out hardware-in-the-loop
implementations. Regarding the choice that the CYPRESS collaborators might make, adding
hardware to the simulation loop is clearly a possibility as they plan to create a test lab in the
project. However, it seems that a purely numerical simulation process is also planned, so the
choice will be up to them, depending on what is planned. By the way, the goal here is not to
try to perform real-time simulations as some tools offer, so this is not a criterion that will help
to choose.

The final choice (for my Master’s thesis) stands between creating a single simulation en-
vironment integrating both types of systems while providing a single interface or creating a
co-simulation by joining separately specialized simulators that will then have to be synchro-
nized and for which it will be necessary to establish the possibility to interact between them.
A preference choice in the majority of the works found during the literature research is towards
the co-simulation approach and it is also towards this one that I am going to move. As it
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has just been said, there is more work done on this method, which offers a greater number of
possibilities to analyze and potentially use. In addition, co-simulation is more practical and
should offer greater possibilities for making generic and modular platforms [48]. Finally, the
limitation regarding the complexity of the possible simulation scenarios with an integrated ap-
proach, stated in two papers, does not seem to make it an interesting enough candidate for the
CYPRESS project where the power grid and the accompanying communication layer will have
to be modelled in detail and simulated effectively.

Since the main challenges with co-simulation are to enable interaction and data exchange
between simulators and their temporal synchronisation, the remainder of this chapter is or-
ganized as follows: Different ways of making the simulators of a co-simulation interact with
each other are described in SECTION in order to know which type of architecture to use
to join the simulations in an efficient way. Existing methods to synchronize the tools in the
chosen framework are discussed in SECTION SECTION proposes an overview of some
simulation tools specialized in power system or in communication networks so that the more
adequate ones can be chosen. Finally SECTION concludes the chapter by summarizing the
choices that have been made through the previous sections.

2.3 Frameworks for coupling co-simulation components

The authors of [5] list four different frameworks and techniques introduced in the literature
to interface simulators of both domains while those of [4] classify the existing methods for
simulators coupling in two parts, themselves divided in subparts. Based on both papers as well
as on other ones (that do not necessarily carry out a methods’ overview), this section gives an
overview of several frameworks to couple and interface simulators in a co-simulation.

2.3.1 Co-simulation standards

Before presenting these different approaches, it is important to note that there are standards
in the field of combined simulation. These standards have been implemented and used in some
works, are potentially coupled to the approaches presented below and are generally chosen for
the features of reusability and genericity that they bring.

The most common standards used in the literature regarding co-simulations of cyber-physical
power systems are the High-Level Architecture, which provides an interface and a set of guide-
lines to direct the execution of a co-simulation, and the Functional Mock-up Interface, which
provides an interface for communicating with the simulation models [49]. Both are described
here-below.

IEEE 1516 High Level Architecture (HLA)

The high-level architecture is a software architecture specification (a standard) that provides
a general framework within which simulation developers can structure and describe their sim-
ulation applications. Its purposes are to allow flexibility, interoperability between simulations,
and reuse of models in different contexts [50]. This architecture defines how to create a global
simulation composed of distributed simulations that interact without being recoded [51].

In an HLA-based simulation, each participating simulator is called a federate and it interacts
with other federates in an HLA federation, i.e. a group of federates [51]. The federation is done
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thanks to a core component called the Run Time Infrastructure (RTI), serving as a central ad-
ministration instance [I8]. The RTT provides a set of software services that are needed to help
federates coordinate their operations and data exchange during an execution, it enables syn-
chronization of simulations and routing of communications between federates [3]. Furthermore,
a Federation Object Model (FOM) is defined for the overall simulation [I§]. It is a specifica-
tion that defines the information exchanged at runtime such as Object Classes and Interaction
Classes [50],[52]. HLA also provides a generic object-oriented model description for realising a
synchronized and distributed environment. This standardized model description is called Object
Model Template (OMT) [18]. Based on the latter and in order to enable bidirectional commu-
nication from and to the RTI, the RTT provides an API. This API must be implemented by
the federates and will make it possible to access "system-wide and simulator-specific attributes
and interactions" [5].

An advantage of this architecture is its scalability: one can perform highly paralleled sim-

ulations of large-scale systems using HLA frameworks [5]. Moreover, the concept of federates
means that several types of components can be combined, for example simulation models but
also concrete functional codes and potentially hardware. The main advantages provided by
HLA are interoperability and reusability [53].
On the other hand, among the challenges and disadvantages it presents, the implementation
of standardized interfaces to simulators may require significant work. Indeed, to make existing
simulators compliant with HLA specifications, modifications must be made and this can be
difficult in some cases. It is particularly complicated in the case where the source code is not
available (for example with commercial off-the-shelf simulators). In this case it is possible to
make the simulators compatible with the HLA federation but it is often quite tricky, notably
due to the large number of additions to be made, the limited number of input and output
options offered by these tools and the difficulties in accessing their internal simulation state [3].
Other drawbacks with HLA-based frameworks lie in the cost of licenses to use advanced RTI,
even though open source implementations of HLA are available [49],[5]. In addition, since the
system operates using a publish-subscribe mechanism to exchange information [52],[53], any
information that is updated by a federate will be received by federates that have subscribed to
it. When this is not necessary, it will cause unnecessary delays and exchanges [3].

A first example of a tool based on HLA is EPOCHS [3], which was already introduced in
SECTION [2.2.3) EPOCHS connects power (PSLF or PSCAD/EMTDC) and communication
(NS-2) simulators using a RTI based on the HLA (IEEE 1516-2000) [54], so that it works in the
same spirit as HLA but with a custom interface for a simpler implementation [3]. The RTT of
EPOCHS allows the routing of communications between the components. The last component,
as can be seen in FIGURE is AgentHQ, providing a unified environment for the agents]
Basically, none of the used simulators are designed for interoperability, so they had to find a
way to federate them. In [55], the different methods available to federate commercial off-the-
shelf components are presented. In EPOCHS, internal APIs have been used to federate all the
simulators, all of which allow user-defined extensions [3].

They added a new transport protocol to NS-2 in order to establish the link to the RTI, and
this protocol is invoked once per time step to stop execution and interact with the RTI.

In [3], they define agents as "autonomous, interactive computer programs capable of communicating over a
network'. The agents of interest may be located in a number of intelligent electronic devices (IEDs) that enable
control and protection. These agents can set/receive values from the power system as well as receive and send
messages to each other.
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PSCAD/EMTDC generates FORTRAN source code from scenarios generated in its graphic
environment. The tool can thus be extended by making calls to the source code in C or FOR-
TRAN. Concerning PSLF, with the help of the EPCL languagd’] a stub is created, allowing
the interaction with the RTT by using files [3].

The advantage of EPOCHS using this type of approach is that it uses non-intrusive techniques
to federate simulation engines using only their built-in APIs [3]. Note that according to [29],
EPOCHS does not support cyber-attack simulation.
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FIGURE 2.5: Relationship between EPOCHS’ components. [3]

Note that IEEE 1516-2000 - HLA was created in 2000 and that an evolution was created
in 2010, i.e. IEEE 1516-2010 - HLA evolved [52]. Furthermore, note that there exists an open
source HLA /RTI implementation called OpenRTT [56].

Functional Mock-up Interface (FMI)

The Functional Mock-up Interface (FMI) is "a free standard that defines a container and an
interface to exchange dynamic models using a combination of XML files, binaries and C code
zipped into a single file" [57]. Tt facilitates the exchange of models across modelling tools [58]
and defines abstract functions that each component of the simulation must implement, which
ultimately provides a common interface. The FMI standard also defines Functional Mock-up
Units (FMUs), which are black box packages of models. These FMI components can be plugged
into a larger model, i.e. a combined simulation, thanks to the standard interface [5]. In addi-
tion to the models, solvers can be included in FMUs [59]. Then a FMU has two modes: either
it provides access to the model equations (Model Exchange), or it implements a solver that
manipulates the model equations (Co-simulation). The first mode is more similar to the ap-
proaches integrating the different models into a single tool such as those presented in SECTION
i,

An advantage, that is also a HLA feature, is the possibility to perform simulations in a parallel
and distributed way, which can result in faster simulations than for single-threaded cases [5].
Moreover, the standard is broadly supported by modelling tools [49]. Note that simulators
interfaced via FMI also need a co-simulation master (cf. SECTION that enables their
coordination and synchronisation [41].

The authors of [59] have developed the DACCOSIM co-simulation environment [58] based
on the FMI standard. This tool, which evolved into DACCOSIM NG in 2018 [60], allows to

2EPCL is the PSLF’s proprietary language.
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build and run co-simulations and provides a graphical interface to design co-simulation graphs.
FMI compliant simulators can be integrated into DACCOSIM NG. The co-simulation platform
CyDER introduced in [61] is also based on the FMI standard and includes different domain-
specific simulators in order to allow planning and operation of the power grid. However, this
tool does not integrate ICT simulators.

Some implementations using the HLA to realize a cyber-physical system simulation also use
the FMI simulation interoperability standard. Paper [62] proposes SAHISim, the Standardized
Architecture for Hybrid Interoperability of Simulations, a framework for distributed simulation.
SAHISim is based on HLA and FMI: the federates used can be FMUs and an advantage of this
platform is that it offers the possibility to run the different components in parallel. The use of
HLA and FMI allows for a standardised format [62].

2.3.2 Coupling with Orchestrator

Concerning the co-simulation approaches properly speaking, the first one presented is the co-
simulation with "orchestrator'. In this one, a master algorithm is set up to orchestrate the
framework by instantiating, interfacing and coordinating the simulators as can be seen in the
example of FIGURE [2.6l This central component has to configure and initialize the simulators,
synchronize their time during the whole simulation and exchange variables and events between
them [7]. The communication between these simulators is done either via a message bus gov-
erned by the master or directly from one to the other following a route defined by the master
algorithm [4]. According to [4], this type of co-simulation simplifies the architecture of the
co-simulation framework.

To develop this master algorithm, it can be implemented with a script language such as Python
or Java, but also with software dedicated to co-simulation such as the those presented below.
These middleware are used to manage the interoperability within a co-simulation and present
the advantage of being flexible as simulators can be easily added or removed without affecting
the rest of the co-simulation [63]. According to [63], this flexibility is possible thanks to the
fact that simulation software have to be interoperable with the simulation’s master rather than
directly interoperable with each other.
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FIGURE 2.6: Co-simulation with an orchestrator. [4]

Mosaik

Mosaik is a flexible, generic and modular open-source co-simulation framework that focuses on
energy systems [I7] and that is based on an automatic composition of existing simulation mod-
els [64],[2]. It is a Python-based framework that enables to couple heterogeneous simulators and
control applications and to generate large-scale scenarios [5]. Indeed, Mosaik provides support
for specifying scenarios, thanks to a scenario-API, and analyzing the results of these scenarios
[2]. These scenarios are generated using the MoSL language (Mosaik Specification Language),
thanks to the information provided by the different components of the simulation. The coordi-
nation of execution of the different simulators is done thanks to a discrete event-based approach.
With this approach (based on SimPyEl [65]), each simulator may have a different step size and
it is possible to control these step sizes at runtime [5],[42]. Mosaik’s core contains a scheduler
module thanks to which the data exchange between simulators is coordinated at runtime [41]
and that allows the platform to carefully track dependencies between simulators by letting them
run a simulation step only when necessary (e.g. if data is requested by another simulator) [9].

An advantage of Mosaik is that it has a "component-API" that allows the integration of
existing simulation tools regardless of the language in which they have been implemented [42].
In addition to the wide variety of simulators that can be integrated with Mosaik thanks to this
component-API specification, some simulation tools that are part of the Mosaik ecosystem are
already interfaced with the framework (e.g. PyPower, PandaPower, PowerFactory or Opal-RT
eMEGAsim). Furthermore, an FMI adapter is also included in the environment, which allows it
to be used as a master algorithm for simulators compliant with the FMI standard (cf. SECTION
2.3.1) [41]. According to [2], the simulation interface of Mosaik should allow a communication
network simulator to be integrated in the environment. Indeed, this is possible and several
tools, described below, have achieved it.

38imPy is a process-based discrete-event simulation framework based on standard Python [65].
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The authors of [66] have created, as part of the ERIGrid project [67], a combination of
Mosaik with NS-3 (see SECTION and PowerFactory (see SECTION as well as MAT-
LAB/Simulink to implement smart grid control applications. They use the FMI standard: the
simulators are interfaced via FMI in order to remain generic and the "component-API" must
be mapped to FMI so that Mosaik can access the simulators encapsulated in the FMUs (to do
this they use a certain "FMI++" toolbox).

In the project "LarGo!" [68],[69], they combined PowerFactory and OMNEST (commercial
version of OMNeT++ which is presented in SECTION around Mosaik. The goals of this
project are to prepare for the mass deployment of software applications for smart grids, such
as energy management at the customer level or monitoring and control for DSOs and to an-
alyze the technical side effects of deployment, update, patching and operations on a common
communication infrastructure [70].

Mosaik was also used as a co-simulation middleware in Astoriaﬁ [37]. This tool results
from the integration of PyPower as a power flow simulator to model the power grid and NS-
3 to simulate the behavior of SCADAE] components and their communication infrastructure.
Astoria allows the specification of smart grid networks, as well as the simulation of attacks and
the evaluation of their impact on these infrastructures: one can specify precise topologies of
smart grids, create different types of attack profiles (a set of attack profiles are provided and it
is possible to develop new ones) and inject attack instances during execution.

Ptolemy II

Ptolemy II [73] is an open-source Java-based framework for simulations of real-time heteroge-
neous concurrent systems [74]. It gives the possibility to combine, among others, discrete and
continuous models [I7] by offering different models of computation. Thanks to this, Ptolemy IT
seems suitable for modelling cyber-physical systems since physical properties may be described
with continuous time computations while discrete events computations may handle software
and control [53]. In Ptolemy II, components are encapsulated as actors that communicate with
other actors through ports. A director orchestrates the exchange of data between actors and
advances time for individual actors. Actors contain the action performed on input data to
produce output data and this data is encapsulated in what they call tokens. According to the
authors of [62], Ptolemy II supports the FMI standard. According to those of [15], Ptolemy is
part of the cyber-physical co-simulation tools useful for evaluating the cyber-physical security
of CPPS, which simulate power and communication systems together.

An interesting feature provided by Ptolemy II that is pointed by the authors of [74] is that
it offers the possibility to study the effect of lost packets or of the latency in a communication
network on the performances of a control system (in this case, the considered system is a build-
ing control system).

In the same paper, they use Ptolemy II to create a software environment that allows various
simulators to be connected to exchange data during execution. In this environment, an actor

4Note that unfortunately, according to the GitHub page of the software [71], there seems to be a problem
that has still not been solved and its use as is seems compromised.

SSCADA stands for Supervisory Control and Data Acquisition, this is a large-scale remote management
system that can process a large number of remote measurements in real time and remotely control technical
installations [72].
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can be a Java class communicating at runtime with a simulation program. The actor’s input
token can, for example, be a command signal that needs sending to an actuator in the simulator
while a sensor value received from the simulator can be an output token. For the co-simulation
they joined a Java package to the framework which contains the actors Simulator and System-
Command. The Simulator class is the actor dealing with the start of a simulation program
and which deals with the sending of its input tokens to this simulation program and with the
reception of new values from it that must be sent to the output port.

The authors of [75] created VirGIL, a modular co-simulation platform aiming to analyze the
interactions between demand response techniques, building comfort, communication networks
and electrical system operations. To do so, they combined OMNeT++ and PowerFactory
using Ptolemy II. In VirGIL, the link between the orchestrator and the simulations of power,
buildings, communication networks and control and optimization is done via FMI. FMUs are
used for PowerFactory and OMNeT++, where the FMU acts as an interface to the OMNeT++
API and Ptolemy synchronizes the data of all FMUs.

FNCS

Framework for Network Co-Simulation (FNCS) [76],[77] is a framework that uses a federated
approach to integrate power grid and communication network simulators. This framework
makes it possible to co-simulate transmission and distribution power grid simulators with a
communication network simulator. Each simulator is executed on its own process and FNCS
takes care of the synchronization and delivery of messages between simulators [78]. Note that
FNCS, while being built in C++4, offers interfaces for other languages such as C, Java, Python
and MATLAB [79].

The synchronization technique developed, consisting of speculative decisions on when the
simulators will exchange messages, allows messages to be delivered quickly, consistently and on
time between simulators. In particular, their approach allows the communication network sim-
ulator to immediately inject messages into its network without adding delays by the framework
[78]. In the FNCS presentation paper [76], they integrate GridLAB-D (power distribution),
PowerFlow (power transmission) and NS-3 (telecommunication) using the framework. On the
other hand, MATPOWER is used for transmission part in their introductory video [78§].

GridAttackSim [80] is a smart grid attack co-simulation framework combining GridLAB-
D, NS-3 and FNCS [29]. This tool allows to simulate the characteristics of the smart grid
infrastructure with several cyber-attacks and to automatically visualize their consequences.
GridAttackSim contains a set of predefined attack profiles but it also allows users to design
new ones: the framework can be extended with additional libraries of attack models and addi-
tional simulation scenarios. The role of FNCS is to allow communication between GridLAB-D
and NS-3 and the synchronization of the simulation with configurable time steps. Note that
in [81], the creators of GridAttackSim have researched co-simulation tools dedicated to smart
grids, and according to their conclusion, the proposed combination is a "promising direction”
for studying smart grids. Furthermore note that GridAttackSim is one of the most recently
developed tool that could be found (last updated in March 2021).

According to the developers of HELICS (cf. SECTION [2.3.2)), FNCS misses key capabilities
such as co-iteration within a time step in order to ensure convergence among federates. In
addition, they raise the fact that the software has scalability concerns. They tried to federate
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tens of thousands of federates but the performance was considered too poor, so they preferred
not to use FNCS as the basis for their own software [79)].

MECSYCO

MECSYCO [82] is a co-simulation middleware allowing to interconnect various pre-existing and
heterogeneous modelling and simulation (MS) tools. This software executes co-simulation in a
parallel, decentralized and distributed way [63] and its co-simulation engine is based on DEVEﬂ
so as to integrate tools using different formalisms. In consequence, heterogeneous tools can be
co-simulated in a homogeneous way under the form of a DEVS system. The middleware is com-
patible with the FMI standard, the authors have built DEVS wrappers for FMU components.

In [84], the authors simulate a connected home scenario in which a smart meter is linked to
a heat pump that can be connected/disconnected via commands (communication). They use
NS-3 for the telecommunication network, an FMU for the distribution network and the heat
pump and the decision system is a PLC written in Java.

Note that MECSYCO is also one of the most recently developed tool that could be found
(last updated in January 2021).

HELICS

The Hierarchical Engine for Large-scale Infrastructure Co-Simulation (HELICS) [85] is an open-
source and modular high-performance co-simulation framework [86] that enables high scalability
[79]. Tt allows several existing simulation tools (and/or several instances of the same tool) to
exchange data during execution and ensures their temporal synchronization so that they form
one single large simulation [86]. The basic idea of HELICS is to integrate transmission, dis-
tribution and communication tools but it also allows to simulate the market. This framework
supports the FMI standard to provide direct access to a set of existing models and controls and
adopts features of the High-Level-Architecture, notably in terms of the time synchronization
approach [79].

The main uses of HELICS correspond to the energy field. Indeed, the elements constituting
this domain benefit from a large and growing support, with the availability of a wide range
of electrical, communications and control systems, transportation or even buildings. HELICS
enables the study of scenarios and systems ranging from dynamic transient dynamics to long-
term planning studies and steady-state power flows. It also allows to study the markets and the
behavior of individual devices or to perform simulations on a national scale with distribution
and "bulk" systems [86]. Note that HELICS is also one of the most recently developed tool that
could be found (last updated in April 2021).

In [87], they develop a cyber-physical co-simulation code using HELICS to which NS-3 and
GridLAB-D are coupled, among others. Their goal is to study the impact of cyber security
attacks on distributed energy resource management systems.

6The Discrete Event System Specification is a formalism allowing to model and analyze discrete event systems,
continuous state systems, and hybrid continuous state and discrete event systems [83]. It converts continuous
dynamics (e.g. power systems) into discrete events using mechanisms that detect state events, such as a voltage
crossing zero, for instance [33].
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Co-simulation
orchestrator Language Last update
Ptolemy II Java June 2018
FNCS C++ December 2018
MECSYCO Java and C+-+ Under active
development
HELICS Cat Under active
development
i Under active
Mosaik Python development

TABLE 2.1: Comparison of co-simulation orchestrators depending on the writing language
and their last update.

2.3.3 Ad-hoc Approaches
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FIGURE 2.7: Ad-hoc co-simulation. [4]
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Another way to achieve interoperability is the ad-hoc way, 7.e. generally by directly modifying
simulation tools to make them compatible [63]. This approach is represented by the authors of
[4] in the example of FIGURE 2.7] Rather than using a co-simulation orchestrator, interfaces
between simulators can be implemented within themselves. This method has the advantage of
being concise and efficient. As can be seen from the number of researchers who have imple-
mented it in the table of FIGURE 2.§] it is an approach that is often used in research work|
[5]. In an ad-hoc approach, there is no orchestrator that manages the interactions and inter-
dependence between simulators, which must be configured with great care in order not to lead
to a deadlock or inaccurate results [4]. This type of integration allows a specific study to be
carried out fairly quickly according to [4].

"Note that this table comes from [5], so that the references appearing in it do not correspond to those of the
current Master’s thesis.

8Note that this list does not take into account the projects realised using existing co-simulation masters such
as Mosaik or Ptolemy II.
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A disadvantage with this type of approach is that it is potentially necessary to make deep
adaptations to the tools used. It is necessary to find out how to integrate the different domains
(continuous or discrete-event), how to allow synchronisation between the different platforms as
well as how to obtain acceptable scalability and usability while these issues are easier to solve
with HLA and FMI for instance [5]. According to [4], ad-hoc approaches are rarely optimal for
large scale systems. Interface configurations are simulator specific and if one wishes to reuse a
simulator whose interface and model have been implemented as part of an ad-hoc coupling, this
requires significant adaptations and is therefore not easy to achieve. The solution is potentially
to use the FMI standard presented in SECTION To summarize, this method is most of
the time case-specific and is very limited in term of reusability [4]. Several co-simulation works
using an ad-hoc framework are given in this section.

Power System Network Simulation Time Execution

Recent Focus Simulator Simulator Frameworks Strategy Scalability Mode
GECO PMU-based PSLF NS-2 Ad-hoc (TCL Global Large systems NA
[17][18] WAMPAC, high linking) event-driven

voltage grid
INSPIRE WAMPAC, high DIgSILENT OPNET IEEE 1516-2010 Dynamic Large systems NA
[19][20] voltage grid PowerFactory Modeler (HLA evolved) time stepped
EPOCHS Multi-agent PSCAD/ NS-2 IEEE 1516-2000 Fixed time Large systems NA
[21] protection and EMTDC, PSLF (HLA) stepped
control systems

ADEVS WAMPAC ADEVS NS-2 Ad-hoc (inte- DEVS Large systems NA
[22 grated in NS-2)
VPNET WAMPAC VIB OPNET Ad-hoc (Sockets) | Time Small systems NA
[23] Modeler stepped
GridSim WAMPAC Powertech GridStat Ad-hoc Fixed time Components can | Real-time
[24] TSAT stepped be distributed + HIL
PowerNet Controlling power | Modelica NS-2 Ad-hoc (Unix Time Small systems NA
[25] devices named pipes) stepped
Bergmann Evaluation of NETOMAC NS-2 Ad-hoc (INI) Time Small systems Close to
et al. [26] DERs and VPPs stepped real-time
Babazadaech | WAMC, HVDC, OPAL-RT OPNET Ad-hoc, emulated, | Real-time Small (HIL), Real-time
et. al. low voltage/mid SITL sockets medium
[27][28] voltage Grid (emulated)
Greenbench | Cyber security, PSCAD OMNeT ++ | Ad-hoc (TPC) Global Tested for small | NA
[29] low voltage grid event-driven | systems

FIGURE 2.8: Overview of State-of-the-Art Co-Simulation Approaches [5]

ADEVS

ADEVS stands for A Discrete EVent System simulator. This is a C4++ library that is used to
construct discrete event simulations [88]. The ADEVS approach does not take the form of a
federation and it requires its own modelling of the continuous dynamics of an electrical system
[33]. Indeed, mathematically, ADEVS is based on the modular and hierarchical formalism Dis-
crete Event System Specification (DEVS) [88].

ADEVS enables the simulation of control and communication in wide area control scenarios
thanks to THYME (Toolkit for Hybrid modelling of Electrical power systems), an electrical
system model that has been built for the ADEVS framework [5],[89]. THYME is also a C++
library and both libraries are to be used together [89]. This toolkit offers a number of models of
electrical system components, a power flow model and a (limited) model for electromechanical
transients [2]. These models can be combined with discrete event process models such as control
algorithms or communication networks [5]. By the way, in order to realize models including
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a communication network, the NS-2 and OMNeT++ communication network simulators have
been integrated to the ADEVS-THYME pair in two implementations presented respectively in
[90] and [91]. In [90], they perform a use case of wide area load control and deduce the effects
of the communication network performance on the power grid operation, such as the fact that
latency impacts the control.

Since in this co-simulation method, the continuous time dynamics is encapsulated within a
discrete event model, it provides the advantage of enabling accurate treatment of interactions
between discrete event and continuous subsystems. Furthermore, the fact that the synchroniza-
tion is based on discrete event system modelling makes it a better one than EPOCHS’ according
to [5]. A potential drawback given in the same paper is that this package is not designed for
power system simulations in particular. Thus, applying ADEVS to power system simulations
may result in less reliable power system models and less scalable hybrid simulation.

GECO

The Global Event-Driven Co-Simulation Framework (GECO) is a power/communication net-
work co-simulation framework that integrates a dynamic power system simulator and a commu-
nication network simulator using a precise timing mechanism. Here, the power system simulator
is PSLF and the communication network simulator is NS-2. This framework is proposed in [I]
and [33] where the authors announce it as an improved version of EPOCHS and ADEVS.

The improvement compared to EPOCHS is due to the fact that they use a global event-
driven co-simulation framework [5]. This global-event synchronization method is more deeply
explained in SECTION [2.4] Compared to ADEVS, they allow a faster co-simulation building
while presenting results as accurate as ADEVS’s. By contrast, according to [5], "the fidelity of
the emulation cannot be guaranteed if the system is scaled down'".

The framework structure can be seen in FIGURE [2.9] where the authors designed a bi-
directional interface between the two simulators to allow interactions. In PSLF, a new dynamic
model epcmod has been added as the main port to NS-2 and in NS-2, a new class Tcl PSLF
derived from TclObject has been designed in C++ as an interface to PSLF. Concerning the
control strategies of the power system, they are designed in the Power applications classes and
represent the functionalities of the software/hardware agents interacting with the power system
and the ICT network in the real world [33].
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FIGURE 2.9: The structure of GECO’s co-simulation framework [I]

VPNET

VPNET is a co-simulation framework that combines the Virtual Test Bed (VTB) for dynamic
power system simulation and OPNET for communication network simulation. The idea of this
framework is to study the interactions between advanced electrical systems and the commu-
nication networks allowing the monitoring and control of these electrical systems [6]. More
precisely, it allows to analyze the impact of the performance of the communication network on
the behavior, stability and safety of the power system and to study the influence of the energy
demand on the design of the communication network. According to the developers, the VP-
NET approach allows for easier modification of network parameters (communication or power)
during simulation compared to co-simulations based on code generation.

The structure of VPNET can be seen in FIGURE [2.10] where a co-simulation coordinator,
implemented in C, allows data exchange and synchronization between the VI'B and OPNET
simulators. Note that this tool has been placed in this section despite the co-simulation coordi-
nator because unlike the tools described in SECTION the coordinator is not a pre-existing
tool used to link simulators: it has been built for VPNET and is not available on its own.

OPNET Co-Simulation VTB

Coordinator
N N

N

y A

OPNET Data Exchange Power
Maodels System
[xecution AN com

Controller 7 Interface

I

Control
System

Time
Synchronization

Simulation
Kernel

FIGURE 2.10: VPNET co-simulation framework. [6]
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2.3.4 Choice

First of all, it has not yet been decided within the CYPRESS consortium whether the objective
is to use a standardised architecture but if so, it should be noted that according to [49], using
HLA and/or FMI to build a co-simulation adds a significant workload for developers, especially
if the models of the co-simulation components often vary during the design process. However,
there is a tool called CoHLA [92] which is an open source domain specific language (DSL) that
allows the user to quickly construct a co-simulation from a set of simulation models. This is
done using HLA (with the HLA implementation OpenRTT) for running the co-simulation and
FMI for supporting simulation models created in different modelling tools. The aim of CoHLA
is to minimise the effort, development and maintenance costs during the construction of a co-
simulation [49].

Then, regarding the choice between using or not a master orchestrating the co-simulation, it
should be noted that using a master middleware is a more generic solution than ad-hoc methods
[63]. Indeed, it seems easier to add, change, remove specialised software (in the electrical or
communication domain) with a central orchestrator without having to make major changes to
the software in question. If one realises that a power system simulator is not capable of han-
dling certain desired aspects and decides to replace it with another simulator, this should be
easier with such an orchestrator component. Furthermore, ad-hoc developed tools are mostly
developed for a certain purpose, for certain scenarios/scales and are therefore not specifically
designed to achieve what is desired. For example, if one wants to simulate and analyse failures
in the communication network, e.g. by injecting a cyber-attack, which is the case in the CY-
PRESS project, the ad-hoc developed tools are not necessarily designed to allow this.

However, if the aim is to create a co-simulation middleware from scratch instead of using an
existing one, this should require as much effort and time than to perform an ad-hoc approach.
Furthermore, it should be noted that using a master can potentially add delays/errors when
running a co-simulation.

In the context of my Master’s thesis, I decided to use an existing orchestrator to realize a
small practical case. Indeed, my work being mainly focused on research, time does not allow to
build a combination in an ad-hoc way or even to realize the whole co-simulation controller by
myself, which would require significant efforts and a longer duration than the one attributed.
Then, among the tools presented in this section, the choice fell on Mosaik. This choice is
due to the fact that this framework is written in Python, which is the language with which
[ am the most comfortable (considering the time allocated to the practical part of my work,
it would not have been feasible to learn a new language). Moreover, the tool used had to be
compatible with my operating system, ¢.e. Windows. Finally, Mosaik is an up-to-date tool,
well documented and the few modules present in its ecosystem are interesting and can be useful
in the implementation of the practical case. Finally, even though mosaik is written in Python
3, its simulator API is compliant with each other language. Concerning the other options, it
can be seen in TABLE that they are written in other languages and Ptolemy II and FNCS
have not been updated since 2018, which reinforces the choice of Mosaik.
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2.4 Temporal synchronization

A very important challenge when building a tool combining several simulators whose simula-
tions are driven in different ways (continuous time-driven or discrete event-driven) is the choice
of the time synchronization strategy between these simulations during execution. The authors
of [§ classify existing co-simulation platforms according to three main synchronization mech-
anisms: master-slave, time-stepped and global event-driven. This synchronization methods’
classification is confirmed by authors of [7] and the mechanisms are described in the following
subsections so that a choice can be made regarding them.

Note that these mechanisms present in the literature are presented here in order to have a
global view on what exists and what is feasible, even if the choices made so far do not necessar-
ily enable to use all possible synchronization techniques. In relation to these choices, SECTION
will also give the path followed for the synchronization in the practical part.

Also note that for simulators that use HLA: In addition to enabling the routing of messages
between simulators and acting as an interface between them, the RTT of HLA-based frame-
works also ensures synchronisation by ensuring that the simulation clocks remain synchronised
between all components [3]. HLA-based tools seen until now use the time-stepped mechanism.

2.4.1 Master-slave

A first synchronisation mechanism is in the form of a master-slave configuration. One of the
simulators in the co-simulation is designated as the master, whether it is the power system
simulator or the communication network simulator (although it is often the discrete event sim-
ulator [7]). This master will have the highest priority during execution and will coordinate all
the steps of the co-simulation [§],[7].

This method is represented in FIGURE [2.11 where during the whole simulation, the role
of the master is played by the communication simulator while the power system simulator is
the slave controlled by the master [8]. It can be seen that the master starts the simulation and
runs as long as it does not need data from the slave (from t, to ¢; in the figure). Once it needs
the data, the slave takes over and is simulated from ¢y to ¢; and then sends the information to
the master [7].

The authors of [7] report the drawbacks of such a mechanism given in [2]. These are that
the slave has to wait for the master’s signal in order to communicate its events and that the
execution is usually sequential. The fact that the slave has to wait the master induces that if
a particular event occurs in a slave during its execution interval, it is necessary to wait for the
synchronization point to warn the other simulators (and potentially the simulation controller,
if there is one).

Note that according to [8], the master-slave method is simpler than the time-stepped and global
event-driven methods described in the following subsections.
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FI1GURE 2.11: Master-slave synchronization method where the communication network
simulator acts as the master. [7]

This method is used in the PowerNet co-simulator [93], which is the result of combining

Modelica, an object-oriented simulation language offering an extensive set of standard libraries
for complex system modelling [94], and NS-2 for network simulation. In PowerNet, Modelica is
the slave and NS-2 is the master, which decides when the communication between the simula-
tors will take place.
In this example implementation of the master-slave synchronization mechanism, they decided
not to take the physical system simulator as the master because if it were, the inter-simulator
communication could not depend on NS-2 events. Therefore, they preferred to keep the un-
predictable and non-deterministic nature of the communication at the expense of the unpre-
dictability of the physical systems. However, this is not a problem according to the developers
because data sending from Modelica to NS-2 often consists of predictable events that can be
coded beforehand and this is not often the case for data going from NS-2 to Modelica, especially
because of possible delays or losses on the communication network [93].

2.4.2 Time-stepped or point based

A second method of synchronisation found in the literature is time-stepped or point-based syn-
chronisation. It works as follows: as can be seen in FIGURE [2.12] each simulator runs its
own simulation independently of the other simulators and stops at predefined synchronisation
points in order to communicate with these other simulators [8]. In this case, the simulation tools
run in parallel [7], so the components of the co-simulation must have this distributed capability.

One concern with this approach is that it can introduce imprecision. Indeed, if between two
synchronisation points, a certain event takes place in a simulator and this event requires an
interaction with another simulator, this event will be buffered in a cache waiting for the next
synchronisation point. The problem is that this can lead to an accumulation of errors over time
and make the simulation and its results wrong [8]. A solution proposed in several papers would
be to move the synchronisation points closer together, e.g. by reproducing the same time steps
as the dynamic power system simulation [7]. However, this solution could make the execution
of the co-simulation very slow and become problematic in the case of large systems. Note that
it is also possible to use dynamically assigned synchronisation points rather than predefined
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ones, as was done in [95] where the next synchronisation point is a parameter of the power
system simulator [7].

Power System Dynamic Simulation
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: Synchronization Synchronization
1 Start : Point 1 i Point 2
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Communication Network Event Simulation

FIGURE 2.12: Time-stepped synchronization method. [7]

EPOCHS, which was introduced in SECTIONS [2.2.3| and [2.3.1] uses this synchronization
technique, using pre-set points, which may effectively accumulate synchronization errors [40].
Indeed, the interaction between NS-2 and the continuous power simulators can lead to timing
errors [3] and there may be a mismatch between the real and simulated dynamics and interac-
tion [33]. This concern about time errors can be seen on FIGURE [2.13

On this figure, we can see the temporal evolution of two simulators with above the evolution
of a power system type simulation and below that of a discrete event simulator. We can see
that there are predefined moments of synchronization represented by the red dotted lines at
the moment when the 2 simulators will be able to exchange the necessary data such as the
measurement of a voltage captured at the level of the power system and sent to the commu-
nication network simulator (to be then monitored by a control center for example). Errors
occur when one simulator needs to interact with the other between two synchronization points,
but this interaction must wait to be processed at the next synchronization point. For Error 1
for instance, a certain event may have occurred in the power system simulation, such as the
crossing of a current limit intensity, and this event requires a reaction at a certain component,
via the communication network. For Error 2 this can be due to the delay in communication:
a variable, measured at Synchronization Point 1, is processed via the communication network
in order to induce a reaction from a component on the power grid. However, due to the delay
in the transport and processing of the information, the command is not communicated directly
and once it is ready, it must wait for the next synchronization point.

All this is a problem because it induces undesirable delays that do not appear in a real system
and can potentially accumulate over time [I].
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FIGURE 2.13: Time-stepped Synchronization method with accumulating errors. [I]

In [5], they qualify the synchronization technique of EPOCHS as being a trade-off between
precision and efficiency and say that due to this synchronization technique, EPOCHS is not
suitable for time-critical applications that require many interfaces between the power system
and the communication network.

2.4.3 Global event-driven

A final synchronisation mechanism found in the literature is the (global) event-driven mech-
anism illustrated in FIGURE In this mechanism, the iteration rounds of the continuous
power system simulation are considered as discrete events and these are mixed with the events
of the communication network in a global event list. This list forms an event queue and is
ordered according to the timestamp of these different events [8]. In such an mechanism, the
event processes must run one after the other [8] and a global event scheduler takes care of the
queue by giving the hand to the simulators whose turn it is to run [7].

An advantage of this synchronisation approach, given in [5] is that the global event list man-

aged by the global scheduler in order to arrange the event sequence ensures a synchronization
error free framework, it removes the possible error accumulations that were discussed in the
time-stepped mechanism [g].
A disadvantage raised by the authors of [§] is that the use of a global event scheduler relatively
reduces the speed of co-simulation. This speed depends largely on the time step of the power
system simulation but can also be increased by the interface between simulators, decreasing
the scalability of tools implementing this synchronisation technique. In fact, performance is
significantly impacted by the capabilities of the interfaces implemented [7].
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FIGURE 2.14: Global event-driven synchronization method [§]

GECO, which was introduced in SECTION [2.3.3] uses global event synchronisation [I],[33].
As was written above, it improves the time-stepped synchronisation mechanism. Indeed, the
developers remove the explicit synchronization points found in EPOCHS and adopt a global
scheduler for co-simulation. The global scheduler sees the dynamic simulator loops as its ini-
tialization events and, as can be seen in FIGURE the simulation runs like this [33]:

1. The simulation starts: the global scheduler processes either a power system loop or a
communication network event

2. Loop completed: the power simulator is suspended until the next cycle is processed by
the global scheduler

= Whenever there is a need for interaction between the two systems, the request can be
processed immediately by the global scheduler without unnecessary waiting time
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FIGURE 2.15: Co-Simulation framework adopting a global scheduler without synchronization
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Concerning the framework structure that could be seen in FIGURE [2.9] the integrated event
scheduler of NS-2 is adopted as the global scheduler, and the global event-list is also derived
from its counterpart in NS-2 [33].

2.4.4 Choice

Overall, these synchronisation techniques all have their advantages and drawbacks. However,
the choice depends on the priority given to certain aspects: if the priority is to have precise
simulation of fast power system dynamics, the time step used in power system simulation has to
be small and in consequence, one suggests to use the time-stepped synchronization technique.
On a performance point of view, this is much more recommended than employing the global
event-driven technique in which the duration of the overall co-simulation would significantly
increase as this synchronization technique would induce an enormous number of events in the
power system simulation. However, the global event-driven method would have the benefit of
reducing the probability of synchronization errors accumulation. Then, there is the master-
slave method which is close to the functioning of the time-stepped one and is said to be simpler
compared to the other two methods but which suffers from the same type of drawback as the
time-stepped method with its issue concerning synchronization errors accumulation [g].

Note that the choice also depends on whether the platform and tools employed allow to run
distributed simulations with different simulators running in parallel or only sequential execu-
tion. Even though the first case would be closer to the real operation of the smart grid, one
must remain vigilant concerning synchronization since the simulators don’t necessarily execute
with the same speed. An interesting mechanism would be to have distributed co-simulation in
which simulators stop and send signals as soon there is a need for interaction from one and/or
the other simulator. As written before, the problem is that the simulators do not necessarily
have the same rhythm, so a mechanism is needed to keep the same rhythm while running in
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parallel.

As was written in the introduction of this section about temporal synchronization, the
existing techniques in the literature have been presented but the choices made so far concerning
the co-simulation approach and framework force anyway to take a certain premature decision.
Indeed, by choosing to use mosaik, I chose to use a discrete event-based approach in which
the step sizes of the simulators can be controlled during runtime. Indeed, a simulation with
mosaik goes like this: all simulators start at time 0. When it is the turn of a simulator to
perform its next step, it receives its current simulation time, then the step is performed and the
simulator sends back to Mosaik the time of its next step, depending on the step size which may
have varied with respect to a previous execution. To manage data exchanges between different
simulators, Mosaik is based on the fact that a simulator B can run only if all input data are
available. However, it is possible that data is made available at a certain time by simulator A
but that the next step time of simulator B is later, at a moment when this data will have been
overwritten by other data computed in the meantime by simulator A. In such a configuration,
which can be seen in FIGURE taken from the mosaik documentation [9], the step sizes
must be chosen judiciously in order not to cause inaccuracies and temporal errors.

Do 8 8
oo
| |
0 2

T |
3 4

- —

FIGURE 2.16: Data flow between two simulators in mosaik, with the data receiver that has a
larger step size than the data sender. [9]

2.5 Specialized simulation tools

Now that the choices of coupling and synchronization methods between the communication
network and power system simulators have been made, it is necessary to decide which simula-
tors will be used to perform the co-simulation. Indeed, most tools developed in the scientific
community use one or another specialized tool to perform the combined simulation. However,
there is no indication that other simulators than those used cannot be used with the same type
of architecture. This is by the way noted in [3] where they indicate that several tools could have
been used to create EPOCHS. The choice is therefore made, beyond the framework approach,
on the power and communication simulators. This section provides a list of the most popular
power systems and communication networks simulators for this type of project.

2.5.1 Power system simulation

This section gives an overview of a broad list of tools specialized in power system simulation.
In fact, in a power system simulator, the model used will depend on the choice of the developer,
which in turn depends on the context and the targeted application [5].
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As stated above, the methods of modelling and simulation of power systems can be broadly
divided into two categories: steady state simulations and continuous time/transient dynamic
simulations [5],[2].

The first category would come into play, for example, if one wanted to model the power system
with a sequence of quasi-static power flow calculations. One can also estimate and balance the
load or perform an optimal power flow study [2]. With steady-state methods, the steady state
of the electrical system is computed with respect to (step-wise) constant inputs and boundary
conditions. This state will correspond to a snapshot of this electrical system and a series of
these snapshots will ensure a satisfactory simulation approach as long as we can assume that
the system evolves in a quasi-static way. The system is thus analyzed in a stable equilibrium
state and we make sure that the variables do not exceed the appropriate limits [2]. Note that
the time steps in steady state simulations are usually expressed in seconds, minutes or hours.
Finally, the calculation and analysis of the transient dynamics of electrical systems are not fea-
sible with such methods, for this it is necessary to use the methods presented in what follows,
i.e. the calculations in continuous time [5].

Indeed, if we want to take into account the transient effects during an EMT (Electromagnetic
Transient) simulation for example, the continuous time calculations are more suitable. The
oscillations due to a fault can then be analyzed or, more generally, the transitions between the
equilibrium points induced by considerable changes in the configuration of the electrical system
[2]. In this case, the physical equations related to the dynamic effects of the elements of the
system are solved as a function of time, which induces very intense computational efforts. Sets
of differential algebraic equations are mostly solved by numerical algorithms using discrete time
steps, the size of which depends on the dynamics of the system. Here, the temporal granularity
is finer than for the steady state, with time steps generally expressed in microseconds or mil-
liseconds [5],[2].

In addition to this feature, simulators are often specialized in simulation of one (or several)
of the hierarchical layers of the power system, i.e. generation, transmission or distribution.
Based on these two aspects, a classification of several power simulators among which some are
described in this section can be seen in TABLE [2.2] However, they are not all described since
some of them offer nearly the same features as the described ones, then for those that are not
described here, the interested user can refer to [2].

Finally, note that scalability of very large power system simulations is still (at least in 2015,
when [5] was published) an important research topic that is just waiting to be solved. Overall,
the performance of these dynamic simulations is still a research topic.
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TABLE 2.2: Classification of power simulators inspired from TABLE 1 of [2].
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PSCAD/EMTDC

EMTDC models short duration electrical power responses. PSCAD is a graphical interface used
to simplify the development of EMTDC scenarios [3]. PSCAD/EMTDC is a continuous time
system. EMTDC solves a series of differential equations using time steps in order to simulate
power scenarios [I10]. It contains very detailed electrical models and suits well to EMT analysis
[3]. PSCAD is a commercial simulator but whose source code is not available [3].

This tool is used in EPOCHS [I11] for transient protection simulation with short-term time
domain responses [5]. It is also used in [I12] to simulate power system control in a smart grid
context. This tool offers the possibility to modify the length of the time step at will [3].
PSCAD/EMTDC is usable in HLA-based simulation, or at least with RTI since the software
is used in EPOCHS. A PSCAD/EMTDC scenario can include user-defined libraries that add
equipment definitions not present in the original software, using the C language [3]. Further-
more, the authors of [I13] and those of [114] have coupled this simulator with MATLAB since

3

it can be coupled with external tools [2].

PSLF

PSLF is a power system software that allows the simulation of steady-state and dynamic power
systems [33]. It is broadly used by power suppliers to model electromechanical stability scenar-
ios. As for EMTDC, this tool solves differential equations with help of times steps to simulate
power systems [3]. PSLF is a commercial simulator but whose source code is not available
neither [3].

It is used in EPOCHS for large-scale power system stability simulations [5] and is used in GECO
too [33],[1]. PSLF is able to simulate a system as large as 125 000 buses [97]. It offers the possi-
bility to change the time step length at will [3] and contains a rich library of electromechanical
dynamic models [33].

As it was the case with EMTDC/PSCAD, this tool is usable with a RTT since the software is
used in EPOCHS [3]. The software suite is written in Java and offers APIs to the user that
might want to develop the product more deeply [33]. PSLF also comes with EPCL, a script
language that allows for user-customized simulation setup and for adding new dynamic models
to the model library [33]. However, according to [3], PSLF is more suitable for long scenarios
than PSCAD as it models large system in less detail than the latter.

DIgSILENT - PowerFactory

PowerFactory is commercial a continuous time-based power system simulator [54] developed by
DIgSILENT and that enables the modelling and analysis of power grids in the three hierarchical
domains, i.e. generation, transmission and distribution, as well as in industrial domain [98].
This simulator numerically solves differential equations in a discrete time stepped manner [18].
This software has been used in INSPIRE, a HLA-based co-simulation environment whose goal
is to analyze the real-time performance of wide area monitoring, protection and control ap-
plications [I8],[54]. Since it is used as a federate in this HLA-based environment, it can be
deduced that, by applying a few modifications, the simulator is compatible with this standard
architecture. Indeed, DIgSILENT does not provide an interface to the HLA but by modifying
its API, it is possible to connect, synchronise and manage its data objects within the HLA.
In [18], the access to simulation data is done thanks to an OPC interfaceﬂ and the authors of

90PC is an interoperability standard for the exchange of data in some fields of the industry [I15]. Note that
OPC now stands for Open Platform Communications while it used to be the acronym for Open Process Control.
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[116] also show that DIgSILENT offers the possibility to exchange power data with external
software, since the simulator is combined with MATLAB using an OPC interface to exchange
data between the tools.

In [40], DIgSILENT is used to simulate the power grid in a Hardware-In-the-Loop co-simulation.
It is also used for power flow studies in [I17] and transient studies in [118] since the software is
able to simulate load flow, electromechanical RMS fluctuations and EMT. This way, it enables
to perform studies going from transient network faults to longer-term power quality and control
issues [2].

Note that thanks to the DIgSILENT Simulation Language, DSL, users have the possibility to
create new models of electrical equipment [2].

Siemens’ PSS® Product Suite tools

PSS® is a product suite that contains several software solutions such as PSS®SINCAL and
PSS®E.

e PSS®SINCAL

PSS®SINCAL is a network planning and analysis tool that focuses on utility distribution sys-
tem analysis. This tool is able to simulate several types of power engineering concepts, such
as power flow, load balancing, load flow optimization and optimal branching. This is a com-
mercial tool but that offers special licenses for research and education [2]. PSS®SINCAL offers
a COM-server interfacd'| for simplifying the integration into existing IT architectures [2]. In
[T19], the authors use the COM interfaces in Smart Grid simulation where PSS®SINCAL is
used to analyze the impacts on integrating photovoltaic panels on the utility grid [2].

PSS°®NETOMAC

PSS®NETOMAC is an additional core engine of PSS®SINCAL that enables advanced stability
and transient analysis. In [120], they combined this simulator with NS-2 via an "external bridge"
and the Java Native Interface (JNI) [I8]. Furthermore, it could have been used in EPOCHS
according to EPOCHS’ developers [3].

e PSS®E

The PSS®E commercial tool targets transmission system planning and enables to perform load
flow as well as transient analyses [2]. This simulator has been used in [I2I] for studying
transient stability and in [122] for the control of power flow in transmission lines. According to
their website, [I00], PSS E has the advantages of saving time through scripting and automation
via APIs and offering interoperability with other tools in the utility I'T landscape. The user is
able to interact with the tool by writing scripts in Python.

EMTP-RV

EMTP-RV is a commercial tool allowing to simulate electromagnetic and electromechanical
transients in power systems [2]. EMTP-RV is used in [I123], where the MV feeder response
to indirect lightning strokes is modelled thanks to the software. According to the EMTP
website [101], EMTP is "the most complete and technically advanced software for simulation
and analysis of power systems. It is known to be the fastest, the most accurate and the most

°Component Object Model is a specification describing how an executable program can be packaged into an
object by a programmer. In this way, the goal is to simplify the creation of programs by assembling different
components [? ].

GODFRAIND Adrien 37 Master thesis



Chapter 2 2.5. SPECIALIZED SIMULATION TOOLS

numerically stable time-domain software in the industry". EMTP-RV could also have been used
in EPOCHS according to the developers of EPOCHS [3]. Note that customized modules may be
developed and we can interface them to the software through dynamic-link library functionality

2.

Pandapower

Pandapower is an open-source tool born from the combination of pandas, the renowned data
analysis library, with PYPOWER, the power system analysis toolkit. It offers the possibility
to perform power flow and optimal power flow studies using an improved solver as well as state
estimation studies and short circuit calculations [10].

An advantage of pandapower is that it offers a very large library of models allowing the sim-
ulation of a very wide range of power system components. A comparison table with other
open-source simulators, taken from the pandapower paper, is available in FIGURE These
components are defined by equivalent circuit models thoroughly validated against commercial
software tools. Another advantage is that the user can modify and share this tool at will [103].
Finally, it should be noted that the development of pandapower was born out of the desire to
bridge the gap between open-source and commercial tools. As written above it offers a large
number of thoroughly validated and easily customizable templates, as do most commercial
tools, and it also brings the flexibility and modifiability that open-source tools have [124].
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FIGURE 2.17: Comparison of open-source element mode libraries. [10]
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ETAP PSMS

ETAP Power System Monitoring Simulation (PSMS™) is a commercial real-time power man-
agement system. According to ETAP’s website [104], this software is capable of power man-
agement in several areas such as small and large electrical utility systems as well as generation
plants, industrial sites or offshore oil platforms. It can perform a wide range of analyses such
as load flow, short circuit, device coordination, transient stability and determine the appro-
priate response to a set of changes and disturbances occurring in the power system [2],[104].
The authors of [125] generate, with the help of the software, phasor data to which Principal
Component Analysis is applied.

OpenDSS

OpenDSS is an open-source tool developed by the Electric Power Research Institute (EPRI)
to simulate power systems with a particular focus on distribution systems. Its first role was
to allow the analysis of electricity distribution planning with a focus on the interconnection
between distributed generation and the utility system [2]. In addition, according to the EPRI
website [I07], this simulator can be used for almost all commonly used frequency domain
analyses such as harmonic studies, volt-var control studies, etc. (on distribution networks) as
well as for new types of analyses related to grid modernization, smart grids or renewable energy
research.

In addition to the open-source aspect, an advantage of OpenDSS is that it is indefinitely
extensible and therefore offers the possibility to be modified, with for example the possibility
for users to define their own models [2],[I07]. Moreover, this simulator allows the analysis of
renewable energy sources that have stochastic and intermittent characteristics, which makes it
a tool of choice in smart grid simulations. By the way, it is used in the smart grid co-simulation
tool developed by the authors of [126] to study the influence of communication delays on the
operation of the distribution network [2].

As written in SECTION [2.2.3] a use case presenting the control of the load tap of a transformer
is realized in [43] using the Mosaik co-simulation platform and the developers used OpenDSS to
realize the power part of this project. Another work using OpenDSS, coupled with OMNeT++
for communication, is SGsim [127], an open-source framework offering the possibility to simulate
a variety of smart grid applications in real time. The impact of communications on power system
control actions can be studied with SGsim but simulations of cyber-attacks are not possible
[29].

Real-time hardware-based simulation

There exist also simulators that focus on real-time and hardware testing. Some examples are
given but are not detailed here as they do not interest us in the current context.

eMEGASIM is a commercial power system (and power electronics) simulator for develop-
ment and testing of control and protection equipment [128]. It is developed by OPAL-RT [129]
and it enables real-time HIL simulations and rapid control prototyping (RCP). eMEGASIM
offers an environment based on the Simulink tool [128§].
Real Time Digital Simulator (RTDS) is a full digital power system simulator [I30] and is the
world’s benchmark for real-time power system simulation [I31].
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2.5.2 Communication network simulation

To continue with specialized simulation tools, a shorter overview of the communication network

simulators used in a smart grid context is provided in this section. They can also be found in
TABLE 2.3 below.

Simulator Language Availability
NS-2 C++, Otcl Open source
NS-3 C++, Python Open source

OMNeT 4+ Ot Free for academic

and non-profit use
Commercial for use at

NetSim Java the undergraduate level

NeSSi? Java Open source
OPNET Modeler C (C++) Commercial

QualNet C++ Commercial

TABLE 2.3: Classification of communication network simulators inspired from [14].

Network Simulator (NS-2 and NS-3)

e NS-2

NS-2 is an event-driven communication network simulator that allows the creation of a wide
variety of communication scenarios (e.g., a scenario where each relay /circuit breaker location is
represented as a communication node). This tool is able to simulate TCP and UDP behavior
under several forms of stress [3]. NS-2 is able to simulate four layers of the OSI model for com-
puter network protocols (application, transport, network and data link layers). The simulation
tool also allows simulations of wired, wireless and hybrid communication [33]. Ns-2 is written
in C++ and an Object oriented version of Tcl called OTel [132].

The code of NS-2 is open-source and the simulator is used, among others, in EPOCHS [3], in
[120], in GECO [33],[1].

According to [5], able to simulate a network at least 20 000 nodes. It is possible to add events
to NS-2 to ensure that it will use a fixed length between each time step (like power simulators)
[3]. In [3] (2006), they said its use is relevant to power systems because industry standards
for future generations of power electronic equipment would use TCP over Ethernet networks.
However, it should be noted that NS-2 is old and has not been updated since 2011 [133].
NS-2 is usable in HLA-based simulation, or at least with RTI since the software is used in
EPOCHS. It is also possible to add new communication protocols in C++ to NS-2 and trans-
port protocols to serve as a link to an RTI for example, which is done in EPOCHS [3]. Fur-
thermore, in GECO [1], NS-2’s integrated network event scheduler shows its ability to act as a
global scheduler in a combined simulation.

e NS-3

NS-3 is a discrete-event computer network simulator, this is an upgraded version of NS-2 rebuilt
from scratch [I34]. Tt is open-source too. However, NS-3 was not used in "old" cyber-physical
combined simulations but some papers using it could be found from approximately 2014. In
[135], they build a co-simulation framework to analyze the performance of power and network
heterogeneous system. For that, they integrate MATLAB for power system to NS-3. In [70],
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they introduce FNCS, a federated approach allowing co-simulation of both transmission and
distribution level power grid simulators with the communication network simulator. NS-3 is
integrated with GridLAB-D (distribution) and PowerFlow (transmission). In [I36], they in-
troduce FSKIT, a federated simulation toolkit coupling continuous time and discrete event
simulations to perform power/communication co-simulation. They do that by coupling Grid-
Dyn (a High Performance Computing oriented power system dynamic simulator) to NS-3.
While NS-2 was based on the use of scripting languages for simulation control (Tcl/Tk) and
only the core of the simulations was implemented in C++, NS-3 is written entirely in C++
with optional Python bindings, which allows simulation scripts to be written in C++ or Python
[137]. Development of NS-3 is still ongoing, meaning that it is still enhancing,.

Note that NS-3 is not backwards compatible with NS-2, so that NS-2 simulation models must
be implemented gain for NS-3 [2]. But according to the abstracts of [76] and [136], NS-3 seems
to be usable in a federation like it was the case for NS-2.

OMNeT++4

OMNeT++ is a discrete event simulation environment that is primarily used to simulate com-
munication networks, both wired and wireless, but its general design also offers the possibility
of simulating other distributed systems in general. Simple modules constitute the simulation
models and compound modules, defined thanks to OMNeT++’s own language (Network De-
scription Language), consist of other simple or compound modules. Regarding the protocols
supported by the environment, the INET framework extension provides the ability to simulate
Internet-based protocols such as IPv4, TCP, UDP and Ethernet, among others [2]. OMNeT++
also provides the ability to perform parallel simulations and thus facilitates the simulation of
large networks.

Note that like NS-3, OMNeT++ is still being developed and improved, with the latest version
dating from April 2021 [I38]. In addition, although it is an open-source environment [139],
OMNeT++ also includes a commercial version called OMNEST, which provides support for
the HLA standard [140],[2].

An intelligent network is simulated in [34] where OMNeT++ acts as a development platform.
In [91], the authors integrate OMNeT++ with ADEVS-THYME. Overall, this simulator has
been widely used for the development of smart grid simulators [2].

NetSim

NetSim is a network simulator and emulator supporting a wide range of technologies and al-
lowing to simulate Cisco Systemd'| networking hardware and software. It is a discrete event
simulator with an object-oriented environment to simulate voice and data communication sce-
narios for High Frequency Global Communication Systems (HFGCS) [14].

NetSim is commonly used to simulate the communication layer of power networks [142] and is
a tool that continues to be improved today, as its latest version was released in May 2021. The
tool is available in a standard version, a professional version and an academic version [143].

" Cisco Systems is the world leader in the design, development and marketing of networking equipment for
the Internet [I41].
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NeSSi

NeSSi? (Network Security Simulator) is an open-source discrete event simulation framework. It
simulates communication networks and is mainly dedicated to the security of these networks
[144], offering the possibility, among others, to model attacks (which can be automatically gen-
erated based on profiles), to detect them (by analyzing the traffic and via detection algorithm
plugins) or to evaluate security countermeasures [29]. NeSSi? is developed on the JIAC service
agent framework, which brings the feature of a distributed and easily extensible architecture
[29].

An advantage, as it was the case for other network simulators, is that one can realize a dis-
tributed simulation and thus study large-scale networks [2]. According to the software’s website,
NeSSi has already proven useful in testing intrusion detection algorithms as well as in network
security analyses.

However, one drawback with this simulator is that the current version, i.e. the latest version to
be developed, was released in 2013, which means that NeSSi? has not been improved for a long
time. In the field of smart grids, NeSSi? has been used in an integrated approach dedicated
to the optimization of an agent-based smart grid management system [I45] as well as in a
federated simulation to analyze the security of smart metering [146].

OPNET Modeler

OPNET Modeler is a proprietary software tool for modelling and simulation of communication
networks based on discrete event simulation. It offers built-in validated models such as LTE,
WIMAX, Wi-Fi, etc. It is a powerful tool capable of taking into account path loss and mobility
of communication network models [54],[2].

OPNET Modeler has already been combined multiple times with power system simulation in
co-simulations, helped by its open interface offering the possibility to integrate other simulators.
The addition of external object files, libraries or hardware is also possible through this interface
[2]. As already written above, in INSPIRE [147],[54] they use HLA as a co-simulation standard
combining DIgSILENT PowerFactory and OPNET Modeler, which means that the latter can
be used in a simulation based on HLA. It provides an HLA interface to connect to an HLA
federation according to INSPIRE authors. In addition, the authors of [3] suggest that it could
have been used in EPOCHS.

Finally, OPNET is also used in the TASSCS project (A testbed for analyzing security of SCADA
control systems) in which a testbed is created dedicated to study and simulate the methods
available for securing and protecting SCADA systems against cyber attacks [I48]. In this
project OPNET Modeler is linked to PowerWorld and hardware is integrated, and in the paper
[148] they present results regarding the detection of some cyber attacks and the evaluation of
protection techniques, showing that the testbed can help to identify and reduce the consequences
of compromised HMI and DoS attacks [29].

QualNET

QualNet is a real-time commercial simulator that allows for the planning, testing and training
of communication networks. It is able to mimic the behavior of a physical communication
network with very high fidelity and provides numerous wired and wireless network models and
protocol models for the analysis of wired, wireless and hybrid networks [149].

This simulator is capable of supporting large-scale heterogeneous networks (thousands of mo-
bile nodes) as well as distributed applications running on these networks. The software can
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effectively run in a distributed way thanks to the use of PARSEC, the parallel simulation en-
vironment for complex systems [14].

QualNet was used in [40] where they build a Hardware-In-the-Loop cyber-physical co-simulation
platform for power system and simulate a small cyber-attack on it. Indeed, as QualNet is a
real-time simulator, some communication hardware can be connected to it and form a HIL sim-
ulation system with this external real network linked to a virtual network built in the simulator.

2.5.3 Choice

Regarding power system simulators, a choice can be based on the characteristics displayed in
TABLE i.e. the simulation type available and power grid domain simulated with the re-
spective tools as well as the license (proprietary or open-source tool, with educational version
or not,...).

For the CYPRESS project, the desired type of simulation has not been specified, but in order
to perform the most comprehensive work possible, allowing for a wide variety of cyber-physical
tests and scenarios (e.g. cyber-attack scenarios), it is most likely best to choose a tool that
allows for both steady-state and transient dynamics simulations. In other words, the two main
categories of simulation, the two types of "time scales'. Indeed, the degradation of the operation
of the cyber layer of the smart grid can have a lot of different consequences for which it is better
to have the most complete tool with the most modelling capabilities possible.

Therefore, tools that only simulate transients or that only handle steady state are less inter-
esting, unless one assumes that several power system tools can be incorporated and used, in
which case two simulators could be chosen.

Furthermore, since CYPRESS will focus on the bulk power system, simulators specialized
in the transmission network are welcome but having the capability to simulate also the other
parts of the power grid is obviously a good point as the impacts of faults appearing on the ICT
layer may expand and appear anywhere in the grid.

A final criterion, the importance of which is not clearly specified is the license nature of the
tool. However, it seems that open-source tools will be preferred, according to a member of the
CYPRESS project team.

About the communication network simulation tools, they are less varied and seem to present
quite similar features from one to the others. Once again, the choice may depend on the license-
free character of the respective tools. Network Simulator seems to be a good choice, with the
more recent version NS-3 even though NS-2 was used in most of the old reference works. Any-
way, most of these tools are all widely used and adopted in industry and/or research so that
others seem to be usable as well, not knowing exactly what protocols and other details will be
needed for this ICT layer in the project.

To conclude with the project, since it has not yet been specified what exactly will have to
be modelled, I have resumed what exists and after that it will depend on the choice towards
which the project will go.

Concerning the practical part of my Master’s thesis, I chose to use the power systems sim-
ulation library pandapower because this one, as noted in SECTION [2.5.1] has many advantages
while being totally open-source. Moreover, it is used with Python and pandas is a very well
known and used library which can be trusted. Moreover, an advantage compared to the short
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time available to realize the practical part is that pandapower is already part of the mosaik
ecosystem, offering an API implemented to suit mosaik and allowing to use directly this tool
with this co-simulation environment.

For the communication network simulator, it was decided to also use a tool already adapted to
mosaik, 7.e. the mosaik-communication suite which allows to simulate the behaviour of commu-
nication networks in a rather simplistic way. The choice was initially made to use NS-3 which,
as explained in SECTION [4.2] is a real reference in its field and is also integrable to mosaik.
However, the work done for this master thesis was mainly a research work dedicated to provide
knowledge and information about the possibilities of co-simulation for the CYPRESS project.
Therefore, the short time allocated to the practical part did not allow the realisation of the
API necessary for the integration of NS-3 to mosaik. Nevertheless, this integration is feasible
and the project team will most probably realize it in a future development.

2.6 Conclusion

To conclude this broad chapter reviewing the state of the art of the tools available to combine
the cyber and physical parts of cyber-physical power systems within a simulation, the different
choices are briefly recalled.

To begin with, it has been seen that there are challenges in combining modelling and simula-
tion tools as different as those for power systems and ICT networks. The main challenge is the
temporal aspect, with continuous simulation on the one hand (although very often performed in
periodic time steps) and discrete event simulators on the other hand, where events can appear
at any time.

Then, the most general types of approach to achieve the combination of these two domains
within a simulation were discussed, with mainly the choices of a single environment integrating
the 2 domains (by modelling one of the two within the other) or that of a co-simulation combin-
ing tools specialised in their respective domain. The co-simulation was decided upon because
it is by far the most represented in the literature. Furthermore, the first solution seems limited
in its ability to perform complex simulations and integrating one domain into a simulator for
the other domain seems complicated to implement in practice.

After this, there was a section dedicated to the existing approaches to implement a co-
simulation in which the final choice fell on co-simulation with orchestrator controlling different
tools, synchronising them and allowing the exchange of their data. This is the solution that will
allow the most genericity unlike ad-hoc approaches which are very often specific to the cases
for which they were created.

The different possible methods of synchronisation between the simulators of a co-simulation
were then discussed. They all have advantages and disadvantages and a proposal for a possible
mechanism was given along with an explanation for the synchronisation within mosaik, which
is the co-simulation orchestrator that will be used here.

Finally, once all the choices and possibilities have been made, it was time to see which power
system and communication network simulators to add to the co-simulation. The choice is very
broad but for the next chapter it was decided to make a co-simulation combining pandapower
and the communication suite mosaik-communication around mosaik.
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The following chapter will therefore be a kind of proof of concept attesting to this combination
with a practical use case and a test scenario to demonstrate how it works.
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Chapter 3

Co-simulation platform implementation
and test case

Once the state of the art of existing co-simulation platforms was completed and choices were
made, the practical implementation of a platform combining these choices could be initiated.
The aim of this chapter is twofold. Firstly, it aims to provide a sort of proof of concept of the
choices made, to show that mosaik does indeed work and correctly manages synchronisation,
data exchanges between simulators, etc. Secondly, the objective is also to illustrate the impact
that communication network failures can have on the operation of the power grid. This is done
with the help of a small and common test case.

As a reminder, the tools used are: mosaik as a co-simulation framework handling the syn-
chronisation of simulations and data exchange between simulators. Pandapower to carry out
simulations of power flow calculations for the electrical network. For pandapower, a package
containing an adapter to connect pandapower to mosaik called mosaik-pandapower was used.
Finally, the cyber layer of the cyber-physical use case was modelled and simulated using the
mosaik-communication suite also adapted to mosaik. As explained in SECTION this pack-
age allows a simplistic simulation of the communication network and was preferred to NS-3 for
the small practical case implemented here.

This chapter presents the different steps necessary to build the co-simulation. To begin
with, a use case was defined and is described in SECTION [3.1] Then, in order to get to grips
with pandapower, a first test of the use case was first carried out using pandapower alone in
SECTION Then, after using pandapower to generate an input file that will be useful in
mosaik, the explanation on how combination of mosaik with pandapower (and a variable load
simulation module) was built is given in SECTION [3.3] To continue, control was added to the
resulting co-simulation before integrating communication with all these components. These
steps are explained in SECTIONS [3.4and [3.5] Finally, SECTION concludes this chapter with
a test scenario highlighting the impact that a communication network failure can have on the
operation of the cyber-physical power system.

3.1 Use case description

To illustrate the implementation of co-simulation and the combined use of mosaik, pandapower
and the communication suite mosaik-communication, a small test case has been realized, which
is described in this section. To start with, the topology of the small electrical network is
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described, before talking about the implemented control system highlighting the ICT layer of
the final system.

3.1.1 Power grid

The power grid considered is simply the interconnection that we could have between a trans-
mission network and a distribution network. The idea was to do as in a substation with a bus
connected to the transmission network from where the power flow would arrive, followed by a
transformer with an on-load tap changer (whose principle and control are explained in the next
section). The secondary of the transformer would be connected to a MV bus, which would be
connected via a line to a bus connected to the distribution network. On this line between the
transformer’s MV side and the distribution bus, another bus would be added in order to allow
the connection of arbitrary elements and/or to perform measurements to know the state of the
system at this point.

To summarize, the network to be modelled contains the following elements that can be
observed in FIGURE [B.1

o feeder_bus the bus representing the feed from the external transmission grid;

e tfo_hv_mv the transformer equipped with on-load tap changer;

o tfo_1v_bus the bus connected to the secondary of the transformer;

e meas_bus the bus at wich some measurements can be made or other elements added;
« dist_bus the bus connected to the distribution system (load);

o and finally, the lines connecting tfo_lv_bus-meas_bus and meas_bus-dist_bus.

Feeder_bus

tfo_hv_mv

tfo_Iv_bus

meas_bus Use load flow

] computation to

determine bus voltage

dist_bus

Distribution (load
changes over time)

FIGURE 3.1: Power grid topology of the considered use case
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3.1.2 Control and communication

The goal being to see the impacts that the coupling between the electrical network and the
communication network can have, a control requiring the communication has been added to
the power grid system. Indeed, as written in the previous section, the transformer is provided
with an on-load tap changer.

An on-load tap changer is a mechanism that will modify the tap position of the transformer,
which will modify the number of turns (and thus the turn ratio) with the final goal of adjusting
the voltage in the vicinity of the transformer. The principle is illustrated in a simplified way in
FIGURE where it can be seen that the windings of the primary (on the left) can vary.
The on-load tap changer has the particularity to change the windings without interrupting
the current. It can be controlled either manually, remotely by the control center operator, or
automatically with a local control system. Here it is the automatic control mechanism that will
be implemented. Note that in general, this is the windings on the side with the highest rated
voltage that are modified because it is the side with the lowest currents and the most winding
turns. This is therefore on this side that the tap changer has been placed in the use case [11].

o o_<§>
. ————O
o—(\i <;>
d —F 9 5
<\> <
g§> 4 P
> ————O
o |

FIGURE 3.2: Tap changer principle. [11]

Still on the network of FIGURE [3.1] the idea was to control the tap of the transformer on the

basis of voltage measurements made further away, near the distribution, 7.e. at the meas bus.
For the measurement we would have a merging unit, which is a device that collects the in-
stantaneous values of current and voltage, samples them and sends them to the protection
and control units. Note that these instantaneous values are taken at the current and potential
transformers, instruments that put down the current and voltage to a safe limit value that can
be easily measured by the measuring instruments [150],[I51].
Then, the measurement would be transported through a communication link to an intelligent
electronic device (IED) in which the on-load tap changer control would be implemented. Fi-
nally, once the measurement has been processed and the calculations made, the tap position
command would be sent to an actuator at the transformer’s primary via a second communica-
tion link.

To summarize, the cyber-physical system can be seen in FIGURE [3.3] where the following
control and communication elements have been added:

e MU the merging unit collecting voltage value from meas bus;
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e OLTC_controller the IED receiving voltage value, computing a tap position and sending
it to its output port;

e tap_actuator the communication node acting on the tap changer of the transformer;

 and finally, the communication links connecting MU-OLTC_controller and OLTC_controller-
tap_actuator.

Feeder_bus

Tap position
control OLTC tfo_lv_bus
communication|™ | Controller
node

A Increase/Decrease tap position if volage
mangitude is above/below tolerated range.,

meas_bus Use load flow

MU |« DS  computation to

determine bus voltage

dist_bus

Distribution (load
changes over time)

F1GURE 3.3: Cyber-physical use case topology.

3.2 Getting started and first tests with pandapower

Once the choice of the topology of the cyber-physical system and the elements constituting it
were made, the construction of this one in order to realize the co-simulation began. To do so, it
was first necessary to familiarize with the package pandapower by realizing a simulation which
will be useful later during the integration to mosaik. This section deals with this first step in
the design process of the practical use case and starts by presenting how the electrical elements
are modelled in pandapower.

3.2.1 Equivalent circuit models

To start with it is important to know how the different elements chosen for the electrical system,
i.e. bus, line, transformer (with tap), load and external grid (transmission),are modelled within
pandapower. This subsection briefly describes the electrical models used for these elements
based on the pandapower documentation [12].
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Bus

A bus is simply modelled as a node in the network characterized by a nominal voltage V}, pus (kV)
and whose result after execution of a power flow are the voltage magnitude | V,,, | in per unit,

the voltage angle ZV,,, [degree| and the active and reactive power demands Re (Zﬁle ﬁbus,n)

MW] and Im (ZnN:1 §bus7n) [Mvar] from this bus (the power is negative if the bus provides
power because the receiver convention is adopted).

Line

A line is modelled with a m-equivalent circuit, which is the most commonly used model and
that can be seen in the following figure next to the relations to calculate the elements of this
equivalent circuit. In these relations, L [km] is the line length, r [€2/km]| the line resistance
per unit length, = [€2/km] the line inductance per unit length, ¢ the line conductance per unit
length [nS/km], ¢ [nF/km] the line capacitance per unit length and finally n,, the number of
parallel lines if there are some.

. Z
from_bus lfrom

L
Mto g:(r+jx>7
ny/

y=(g-10°+j-2nf-c-107")-L-n,

FIGURE 3.4: Line m-equivalent model. [12]

Transformer

For transformers, pandapower provides two equivalent circuit models, the T-model or the 7-
model. The T-model, whose drawing is given here-below, was chosen for the use case. The
parameters that are needed to use a transformer in a power flow calculation are the rated
apparent power of the transformer, the rated voltage at both sides, the short circuit voltage,
its real component, the iron losses and the open loop losses.

Vs z v,z

Tv_bus

\
\
\
\
‘ — v
\
\
|
!
L

FIGURE 3.5: Transformer T-equivalent model. [12]
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The transformer ratio is given by
n=mn: ej'9'17s%0
with transformer phase shift angle 8 and magnitude

Vn,HV,transformer Vn,LV,bus

Vn,LV,transformer Vn,HV,bus
where Vi, gviransformer and Vi, 1y iransformer are the rated voltage on high voltage and low

voltage sides of the transformer while V), gvpus and V,, vpus are those inherent to the buses
attached to the transformer.

The effect of the load tap changer on the turn ratio is the following:

tapstep,percent
100
where tapp,s is the current position of the tap, tap,euirqr the rated tap position and tapsiep percent
[7%] the tap step size for voltage magnitude. In consequence, since the tap changer is placed on
the HV side as written in SECTION [3.1.2] the reference voltage of the HV side Vi, gviiransformer
is multiplied by 1.

Ntap = 1+ (tappos - tapneutral) :

Load

A load must be attached to a certain bus created beforehand and when performing a power
flow calculation, the loads are modelled as PQ buses to which an active power P,,q [MW] and
a reactive power Qoq.q [Mvar| are assigned. These powers, as written above, are given in the
receiver convention, meaning that Pj,,; must always be positive.

External grid

The last element that is part of the considered use case is an external grid. In pandapower,
these elements are created to represent a connection to an higher voltage level of the grid. Here
it will correspond to a connection to the transmission grid reaching a power substation. In
power flow calculations, buses attached to external grids are modelled as slack buses (buses
with a fixed voltage amplitude, usually 1 p.u., and whose voltage angle § = 0° serves as angular
reference for other buses) given that the external grid is modelled as a voltage source.

Note that unlike the case of loads, the convention used for external grids is the generator
convention, which means that P.,; is positive if the external grid supplies power, negative if it
absorbs power.

3.2.2 Test system implementation in pandapower

Having seen the electrical models representing the elements of the system, it was time to create
the system in pandapower.

To begin with, it was necessary to create an empty network, the parameters of which were
chosen to be the frequency of 50 Hz and the nominal apparent power of 100 MVA, useful for
the per unit calculations.

net = pp.create_empty_network(f_hz=50.0, sn_mva=100)
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Then the various buses were added to this empty network:

# Feeder (= transmission system = external grid)

feeder_bus = pp.create_bus(net, name='feeder_bus', vn_kv=220.)
# Secondary bus of the transfo (LV side)

tfo_lv_bus = pp.create_bus(net, name='tfo 1lv _bus', vn_kv=110.)
# Bus from which measurements will be done

meas_bus = pp.create_bus(net, name='meas bus', vn_kv=110.)

# Bus for the distribution (load)

dist_bus = pp.create_bus(net, name='dist_bus', vn_kv=110.)

The lines were then added, creating the links between the buses in the medium voltage section:

# Line from secondary of tfo to measurement bus
linel =pp.create_line(net, from_bus=tfo_lv_bus, to_bus=meas_bus,
length _km=0.1, std_type="122-AL1/20-ST1A 110.0")
# Line from measurement bus to distribution bus
line2 = pp.create_line(net, from_ bus=meas_bus, to_bus=dist_bus,
length_km=0.1, std_type="122-AL1/20-ST1A 110.0")

As can be seen from these code lines, the length of the two lines is fixed at 0.1 km and the
various parameters required (resistance per unit length, inductance per unit length,...) are
included in the std_type field, where the type "122-AL1/20-ST1A 110.0" is a standard line
type. Indeed, even though the user can specify the different parameters himself, pandapower
offers a library of standard default types to be used more rapidly. The parameters of the chosen
line can be found in the following table:

Line 122-AL1/20-ST1A 110.0
Resistance of the line Maximal thermal current
N\Ohm /km] 0.2376 (kA 0.41
Inductance of the line 0.43 Line type overhead
[\Ohm/km] ' (overhead line or underground cable) line
Capacitance of the line Conductor cross-section
8.5 122
[nF /km] [mm?]

TABLE 3.1: 122-AL1/20-ST1A 110.0 line parameters. [12]

After that, the external grid was attached to bus feeder bus and the transformer was placed
between the latter and bus tfo_lv_bus:

# External grid

pp.create_ext_grid(net, bus=feeder_bus)

# Transformer

pp.create_transformer(net, hv_bus=feeder_bus, 1lv_bus=tfo_lv_bus,
std_type="100 MVA 220/110 kV")

This transformer was created using a pre-existing standard from the pandapower library,
as was done for the lines. The parameters for the type of transformer used are given in the
following table:
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Transformer 100 MVA 220/110 kV

Rated apparent power 100 Rated voltage at high voltage bus 990
[MVA] [kV]
Rated voltage at low voltage bus Short circuit voltage
110 12
[kV] 7]
Real component of short circuit 0.26 Iron losses 55
voltage [%] ’ (kW]
Open loop losses Transformer phase shift angle
0.06 o 0
[%] [’
Rated tap position 0 Minimum tap position -9
Maximum tap position 9 Tap step size for[(\yf(])ltage magnitude 15
0

TABLE 3.2: 100 MVA 220/110 kV transformer parameters. [12]

Finally, a load was added to dist_bus:

# Load
pp.create_load(net, name='dist bus_load', bus=dist_bus, p_mw=100.)

With this single line of code, a constant load of 100 MW is installed at the distribution bus.

Nevertheless, as the aim was to vary this load to observe the operation of the tap changer, some
manipulations were carried out in the code, and a tap changer control was even tested to attest
to the capabilities of pandapower before integrating it into the co-simulation.
However, these manipulations are not detailed here because they were put aside in the following
steps. Indeed, they did not involve communication and were not useful for the implementation
of the co-simulation that interests us. The step concerning the creation of a variable load will
therefore be explained in the following SECTION [3.3]

Note that when running the python code, the entire network is stored in a tabular dataframe
and then the power flow can be applied on that dataframe. Actually, a pandapower network
is a tabular data structure, based on the pandas library, in which each type of element is an
element table that consists of a column for each parameter and a row for each element.

3.3 Integration within mosaik

After testing the pandapower package on its own and becoming familiar with its use, the next
step was to create the co-simulation with mosaik as the core element.

The current section is dedicated to the integration into mosaik of pandapower, a pseudo simula-
tor for distribution and a results storage package. The integration of control and communication
is described in SECTIONS and [3.5] respectively.

3.3.1 How simulators are added within mosaik

To be able to use simulation tools in a co-simulation whose framework is mosaik it is necessary
to make these tools accessible and controllable by mosaik, 7.e. to integrate the simulation mod-
els into the mosaik ecosystem. This can be done by implementing the mosaik API for each of
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these tools. This API will define the communication protocol between mosaik and its coupled
simulation tools. There are two types of API, the low-level API and the high-level API, both
of which are shown in FIGURE [3.6] from the mosaik documentation [9].

To summarize, the low-level API exchanges messages coded in JSON using ordinary network
sockets while the high-level API consists of an implementation of the former in a particular
programming language (at the moment it is only available for Java and Python). The high-
level API encapsulates the networking parts and comes with an abstract base class with some
methods that need to be implemented in the potential subclasses.

Simulator with Simulator with
Low-level API High-level API

Simulator Simulator

Implemented Interface Interface

by User JSON
Baselnterface )
(=}
Provided JSON &
by mosaik T,
socket

mosaik mosaik

socket

FIGURE 3.6: Differences between the low-level and high-level mosaik API. [9]

In the context of my Master’s thesis, it was decided to use tools that were already part of
the mosaik eco-system. Nevertheless, note that very slight modifications were made to some of
the code that did not work as expected. These changes are notified in the following sections
according to their appearance in the use case design’s steps.

The different actors of the co-simulation, other than mosaik and before adding control and
communication, are therefore the following:

« pandapower for modelling the electrical system and performing power flow computations.
Its integration was done thanks to the mosaik-pandapower package containing the adapter
to connect pandapower to mosaik [152];

 the pseudo simulator for residual load that serves mosaik with load profiles and is therefore
used to model the distribution system attached to the dist_bus by a time-varying load.
This pseudo simulator is encapsulated in the mosaik-householdsim package [153];

o and finally, the mosaik-hdf5 package was used to store the simulation data in an HDF5
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databasdT| [155).

3.3.2 Co-simulation design

With mosaik, the first step in designing a co-simulation is to configure the different simulators.
For the considered use case, this was done in the following way:

SIM_CONFIG = {
'PandaPower': {

'python': 'mosaik_pandapower.simulator:Pandapower'
3,
'HDF5': {
'cmd': 'mosaik-hdf5 %(addr)s'
3,
'HouseholdSim': {
'python': 'householdsim.mosaik:HouseholdSim',
3,

+

This involves specifying to mosaik which simulators are available and how to start those simu-
lators. In the case where the simulator is, like mosaik, written in Python 3, the co-simulation
orchestrator simply imports it and runs it in-process. For example, for pandapower, mosaik
imports the simulator.py script from the mosaik_pandapower module and instantiates the
Pandapower class from that script. For householdsim the principle is identical while the storage
package mosaik-hdf5 is launched as an external process communicating with mosaik through
sockets.

The next step is to instantiate a World object which will contain all the states of the
simulation and offer most of the functionality of the co-simulation. It is this central object that
is notified of which simulators are started, which entities have been created and the various
connections between these entities. In the use case this was simply done this way:

world = mosaik.World(SIM_CONFIG)

Once the World object has been created, the scenario design can begin. First of all, the
simulators must be started with the start() function via which the name given during the
configuration and possible parameters of the simulators can be specified:

# Start the stimulators.

pandapower = world.start('PandaPower', step_size=15%60, mode='pf')
householdsim = world.start('HouseholdSim')

db = world.start('HDF5', step_size=15%60, duration=END_SIM)

In my scenario, it was first decided to run a power flow (as can be seen with the ’pf’ mode)
and save the results (HDF5) every 15 minutes, which corresponds to the load variations given
by householdsim. Note that pandapower provides the possibility to run time series power flows
but since it had been decided to model the load variation via another (pseudo) simulator, one

'HDF5, which stands for Hierarchical Data Format 5, is a file format for saving and structuring files containing
a very large amount of data. An HDF5 file is therefore a file container [I54]
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needed to use a simple power flow launched every step size. It can be seen that a variable
END_SIM is provided to the data storage "simulator" and this variable, which is specified on top
of the file, gives (in seconds) the duration of the simulation.

By starting the simulators, objects called ModelFactory are created and these enable to in-
stantiate model entities:

# Instantiate model entities.

grid = pandapower.Grid(gridfile=GRID_FILE).children

houses = householdsim.ResidentialLoads(sim_start=START,
profile_file=PROFILE_FILE,
grid_name=GRID_NAME) .children

db = hdf5.Database(filename=result _file)

Here it can be observed that the pandapower, householdsim and hdf5 simulator entities have
been created using model parameters. Among these parameters there are input files whose
content will be parsed in create() functions of mosaik API-suitable simulators. Then this
parsed content is used to initialize the simulators in question. The content of the respective
files is further discussed below.

First, the parameter passed to the hdf5 entity is simply the name of the file in which the results
must be stored.

Then for pandapower, the parameter corresponds to the input file containing all the character-
istics of the power system to be modelled.

The mosaik-pandapower package effectively proposes to provide the network topology as an in-
put file, either in JSON format, or an Excel file, or by specifying one of the many standard grids
existing in the pandapower library. When creating the grid entity, the input file, regardless of
its format, will be converted into a grid in pandapower format, i.e., as explained in SECTION
3.2.2] into a tabular pandas data structure.

For this input file creation step, several possibilities were therefore presented: either use one of
the existing grids, or write/fill a JSON or Excel file. Since a particular use case was decided,
the first option was quickly forgotten and a JSON or Excel file had to be created.

Creating such a file from scratch can be very slow, especially as for JSON you need to

know the format and how to structure the file. Nevertheless, pandas provides the to_json()
and to_excel () functions and the idea was to use the file created when getting started with
pandapower (see SECTION and use to_json() to convert the resulting dataframe into a
JSON file.
With this technique, I went from a code generating a dataframe, to a JSON file and then from
this file to the same dataframe. It is not the smartest way to proceed but since the first step
of the practical part was to get familiar with pandapower and to make the use case within
pandapower, the code was already ready to use and it turned out to be the simplest method
for this case.

Other not too complicated possibilities would have been to create the JSON from an empty
network (still via a Python script but only by calling the pandapower . create_empty_network()
function) and to manually fill in all the fields that would already exist. For Excel this option
is not feasible because creating an empty network and passing it to to_excel does not create
the fields for all possible elements. However, this format is much more easily readable and
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manipulable by the user, which makes it an interesting option. A final and simplest choice
would obviously have been to use a standard grid from the pandapower library.

Note that the pandapower documentation [I12] compares Excel and JSON formats for saving
and loading grids. Excel is said to be more human readable but induces long load and save
times and requires libraries that are not part of the standard Python distribution. For JSON
files, an advantage is that they can be interpreted in other languages but a disadvantage is the
possible insecurity with additional translation in JSON notation.

A final important note to be made in relation to the input file that was supplied to mosaik
once generated by the pandapower code is that, prior to performing this operation, the distri-
bution bus load was set to 0 MW. Indeed, this was done as it had been decided to simulate the
distribution via an additional (pseudo) simulator. However, the load was not removed, only set
to 0 MW because householdsim will be connected to it.

Finally, concerning the parameters passed to householdsim, the main one corresponds to the
file containing the load profiles. The other two will be used to parse the data from this profile
file and are the simulation start date (in the form "yyyy-mm-dd hh:mm:ss") and the name of
the power system being modelled by pandapower.

The file should contain a set of load profiles for a given period, a list of IDs describing

which profile is attached to which power system node, some meta data and attributes such
as the number of separate households attached to the node and the number of residents per
household.
Here, the file was created based on the file used in the mosaik demonstration [156], by modifying
the list of IDs with the name of the power system under consideration and the name of the
node to which the load is attached. The structure of the first few lines of the file used can be
seen in FIGURE below.

# meta

{"start_date": "2014-01-01 00:00", "resolution": 15, "unit": "MW", "num profiles": 60}

# id list

{

"grid file": ["dist bus load"]

¥

# attrs

num residents , 2, 2, 2, 2, 2, 4, 2, 4,
num hh , 1, 1, 1, 2, 1, 1, 1, 2,
# profiles

2014-01-01 00:00, 136.76, 41.34, 152.66, 261.84, 62.40, 188.53, 177.52, 558.59,
2014-01-01 00:15, 330.67, 319.30, 249.48, 432.85, 62.64, 266.66, 403.14, 494.19,

2014-01-01 00:30, 230.0, 345.85, 260.34, 486.18, 153.67, 223.28, 335.08, 564.88,
2014-01-01 00:45, 50.72, 442.71, 165.64, 553.54, 153.14, 227.09, 515.32, 793.35,
2014-01-01 01:00, 340.48, 322.18, 164.73, 438.62, 449.57, 270.88, 396.80, 682.30,
2014-01-01 01:15, 137.80, 115.81, 228.50, 262.88, 509.75, 295.65, 178.56, 853.45,
2014-01-01 01:30, 62.75, 116.02, 229.10, 260.23, 277.32, 268.06, 178.13, 466.77,
2014-01-01 01:45,  62.41, 117.21, 261.72, 225.51, 153.38, 185.72, 89.51, 338.48,
2014-01-01 02:00,  63.91, 192.82, 182.62, 552.28, 152.55, 147.67, 199.78, 593.05,

2014-01-01 02:15, 328.14, 191.96, 87.24, 331.37, 62.62, 184.91, 198.54, 450.99,
2014-01-01 02:30, 330.53, 169.87, 152.71, 261.31, 63.53, 190.03, 177.90, 540.69,
2014-01-01 02:45,  40.47,  38.03, 153.77, 261.38, 63.54, 267.69, 255.04, 526.25,
2014-01-01 03:00, 139.53, 39.57, 88.97, 224.86, 152.12, 223.60, 166.68, 393.93,

FI1GURE 3.7: First lines of the profile input file for householdsim.

This file is in data or gz.data format and in the list of IDs, the first entry (unique in the
current use case) refers to the first entry in the list of profiles, the second entry to the second
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load profile and so on. In our case, having reused the file from the demonstration, there were
far too many profiles (characterised by the "'num_ profiles" field) for the single bus considered
but this is not a concern because by providing x nodes in the ID list, householdsim only takes
into account the first x profiles, i.e. the first x columns.

Then, after having created entities for the grid, the residential consumption (houses) and
the database, these entities had to be connected to each other. First, the entity representing
residential consumption is connected to dist_bus:

buses = filter(lambda e: e.type == 'Load', grid)
buses = {b.eid.split('-')[1]: b for b in buses}
house_data = world.get_data(houses, 'node_id')
for house in houses:
node_id = house_datalhouse] ['node id']
world.connect (house, buses[node_id], ('P_out', 'p mw'))

This connection was made by manipulating the grid and houses entities to obtain the
scenario entity corresponding to the distribution bus and the one corresponding to the load
profile. Then the output attribute P,,; of the source house scenario entity has been connected
to the input attribute p,,, of the destination entity dist_bus_load, meaning that during the
co-simulation execution, pandapower uses the P,,; values of householdsim as inputs for its p,,.,
attribute of dist_bus_load element.

Secondly, the results of the power flow calculations performed within pandapower were to
be connected to the hdf5 database. In this case, it was chosen to save the state of the different
buses, i.e. the active and reactive power consumed (negative result when the bus in question
produces power) as well as the voltage amplitude and angle at these buses at the end of the
power flow calculation:

nodes = [e for e in grid if e.type in 'Bus']
connect_many_to_one(world, nodes, hdf5, 'p mw', 'gq mvar', 'vm_pu', 'va_degree')

Finally, once all the simulators had been started, the simulation entities instantiated and
connected to each other, the simulation could be started for a duration of "END_SIM' thansk to
the following simple line:

world.run(until=END_SIM)

3.4 Adding control

After successfully completing the co-simulation combining pandapower, householdsim and data
storage within mosaik, the next step was to include the control to that combination. As a
reminder, the goal was to control the tap position of the transformer based on voltage mea-
surements taken at a measurement bus located between the secondary of the transformer and
the bus connected to the residential consumption.

Note that the current section does not include the add of communication layer to the system
since this step was carried out after ensuring that the control was functional and gave the de-
sired results.
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In addition, it is important to note that the first version of the controller that was imple-
mented was reworked and modified when it came to taking communication into account. For
the sake of clarity and in order not to confuse the reader, the version without communication
is not described in detail here but the most important information is given to understand the
thought process. On the other hand, the "calculation" part of the control mechanism has not
been altered from one version to the other and is therefore detailed in the current section.

3.4.1 Control implementation

This section thus describes the implementation of the controller described here-above. This
controller is provided by a python code adapted to the mosaik Sim API, importing the package
mosaik_api and whose class LoadTapController has to implement in particular the methods
create() and step() of the class mosaik_api.Simulator.

In this first version, unlike what will follow, the idea was that two control agents would
be created when designing the scenario in mosaik. These agents were two as the first was to
take care of the voltage reading at the measurement bus and the second was to read the tap
position (and the minimum and maximum possible tap positions) at the transformer and then
send back the new tap position after "concerting" the data with the measurement bus agent.
The principle was therefore to be able to instantiate agents whose parameter called monitored
indicated whether it was the agent in charge of the transformer or the measurement bus, in
order to be able to manage the correct reading of inputs in the controller’s step() method.

However, after observing that the first results did not follow the logic set up, it was realised
that when running the co-simulation, the value of tap_pos sent by pandapower to the con-
troller always remained the same. And this even after it had been changed during the previous
controller run and successfully sent to pandapower. In fact, the value of the tap_pos variable
sent by the controller was correctly added in the net dataframe of pandapower and taken into
account in the power flow. The problem was elsewhere: the tap_pos variable is a parameter of
the "static" field of the transformer and when connecting to mosaik, it is the initial value that
is sent. This is different for the voltage value which is actually a "result" variable whose value
is changed after a power flow calculation.

This is why the values of tap_pos, tap_min and tap_max (the last 2 being anyway consid-
ered as static from the start) sent by pandapower to the controller were only taken into account
during the first call to step() and were directly placed in instance variables of the same names.
The instance variable tap_pos is therefore the one on which the modifications are made and
whose potential new value is sent back to the transformer. Note that it was therefore possible
to remove the idea of the 2 agents and keep only one, but this idea was kept for the second
version of the LoadTapController described below.

Then within the step() method, i.e. the method called by the mosaik scheduler during
runtime, after having read the input values and placed them in the appropriate variables, the
actual control was created. This is as follows:

vm_acceptable = self.check _voltage(vm_pu, self.tap_pos, self.tap_max, self.tap_min)
if not vm_acceptable:
self .tap_pos = self.control step(vm_pu, self.tap_pos, self.tap_max, self.tap_min)

GODFRAIND Adrien 59 Master thesis



Chapter 3 3.4. ADDING CONTROL

else:
yield self .mosaik.set_data(commands)

where vm_pu is the voltage (in per unit) at the measured bus and the methods check_voltage
and control_step were inspired from the DiscreteTapControl class of pandapower ([I57])
and are given by:

def check_voltage(self, vm_pu, tap_pos, tap_max, tap_min):

nnn

Checks if the woltage is within the destired voltage band

if vm_pu < self.vm_lower_pu and tap_pos == tap_min:
print("Cannot go beyond the minimum tap position of the transformer")
return True

elif vm_pu > self.vm_upper_pu and tap_pos == tap_max:
print("Cannot go beyond the maximum tap position of the transformer")
return True

return self.vm_lower_pu < vm_pu < self.vm_upper_pu

def control_step(self, vm_pu, tap_pos, tap_max, tap_min):

nmnn

Implements one step of the ULTC, one tap position up or down
if vm_pu < self.vm_lower_pu and tap_pos > tap_min:
tap_pos —= 1
elif vm_pu > self.vm_upper_pu and tap_pos < tap_max:
tap_pos += 1
return tap_pos

It can be seen that if the voltage was acceptable, a (empty) commands dictionary was sent to
mosaik (thanks to set_data) which will in turn place it as input to the power system simulator
during its next step. In case the voltage exceeded the upper limit or was below the lower
limit, the new tap position is entered in commands with the IDs of the agent monitoring the
transformer and the model to which it is attached (i.e. the pandapower’s transformer entity).
And after that, the command is sent to mosaik.

commands [agent_eid] [model eid] ['tap _pos'] = self.tap_pos

One important thing to note is that in addition to the design of the controller, a small modifi-
cation had to be made to the mosaik-pandapower package. When the controller was first tested,
the results were inconclusive and the voltage was not corrected. After searching for the problem,
it turned out that in the set_inputs () method of the mosaik_pandapower.model.pandapower
class, adding a new tap position was not convenient and did not work. Therefore two lines of
code were added, the last two lines of this piece of code:

def set_inputs(self, etype, idx, data, static):
""setting the input from other simulators”"""
name = list(data.keys()) [0]
value = list(data.values()) [0]
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elif etype == 'Transformer':
if name == 'tap_pos':
self .net.trafo.at[idx, 'tap_pos'] = int(value)

so that it worked with the on load tap changer controller that was built.

3.4.2 Control mechanism integration to the co-simulation

The integration of the LoadTapController into the scenario proceeded in the same way as for
the other co-simulation participants. First mosaik was told how to start it, then it was started
and had to be initialised with a step size value for the simulation as well as with values of
voltage magnitude lower and upper limits that are used to control the measured voltage.

Concerning the step size, the same value as for the pandapower step size was used as the
control requires power flow results and as running the controller several times between two
power flow calculations is not useful. In addition, this step size value is lower than in the case
without control. Indeed, it was necessary that the check took place more than once per load
value (i.e. more than once per 15min) in order to be able to verify that the new calculated
tap position was sufficient (since the tap can only be changed once per check step) to bring the
voltage back within the accepted limits before the load changes again. The idea to find the
step size value was to divide 15 minutes by the maximum possible number of tap changes. This
number is the difference between the maximum tap position and the minimum tap position,
tapmaz — tapmin = 18. This divisor was however set equal to 20 to obtain an integer step size
equal to % = 45 seconds. In this way, the controller is sure to do its job while not running it
and pandapower an infinite number of times. This is still very often (if not always) too many
times, but in the small use case that is considered here this is not a problem.

agent_tfo and agent_bus entities were then instantiated and connected to the transformer
and measurement bus pandapower entities respectively as shown below:

# Transformer

tfo = filter(lambda e: e.type == 'Transformer', grid)

tfo = {t.eid.split('-')[1]: t for t in tfo}

world.connect(tfol'tfo_hv_mv'], agent_tfo, ('tap_pos','tap_pos'),
('tap_max','tap max'), ('tap_min', 'tap_min'),
async_requests=True)

# Bus

meas = filter(lambda e: e.eid == 'O-meas_bus', grid)

meas = {m.eid.split('-')[1]: m for m in meas}
world.connect(meas['meas_bus'], agent_bus, ('vm_pu', 'vm_pu'),

async_requests=True)

One difference from the connections established in the first scenario is that the async_requests
flag has been set to "True". In mosaik it is forbidden to create cyclic data-flows by connecting
an entity A to an entity B and then entity B to A because the scheduler does not know which
calculation to perform first. One way to solve this problem (the other one being introduced
in SECTION is to use the async_requests flag which will allow to use asynchronous re-
quests: the first simulator of the connection will send its inputs in the usual way and then when

GODFRAIND Adrien 61 Master thesis



Chapter 3 3.5. ADDING COMMUNICATION

the second one is executed, the call to mosaik.set _data() will send the result of the second
simulator to the first one before continuing its execution.

3.5 Adding communication

The final step in building the cyber-physical co-simulation use case that was decided upon was
to add the cyber layer to the combination that had just been verified to work.

As noted at the beginning of this chapter, the communication layer was modelled and simulated
using the existing mosaik-communication suite [I58]. Recall that this basic communication suite
is far from being of the same level as simulators such as NS-3. But as already mentioned, the
main part of this Master’s thesis was focused on research and this suite was used in order to
add some communication despite the limited time dedicated to the practical part. Note that
this suite has been developed recently and is still under development, and a certain number of
modifications have been applied, which are explained in this section.

3.5.1 LoadTapController modification

As written in the previous section, the code of the LoadTapController has been modified
somewhat for this final version. The control mechanism is still exactly the same but the idea
of using an agent for the transformer as well as an agent for the measurement bus has been
dropped in favour of a single control agent. Therefore the differentiation parameter "monitored"
has been removed as well as the attributes tap_max and tap_min. These, along with the initial
position of the transformer tap, are passed to the control simulator during its initialisation,
after being loaded from the grid file into the mosaik scenario code.

The difference this makes is that the step() method should only receive as input the vm_pu
attribute of the measured bus voltage. For the rest of the LoadTapController class, things are
unchanged except for a slight adaptation concerning the temporal aspect, but this is explained
in the following SECTION [3.5.4]

3.5.2 Introduction to mosaik-communication and its adaptation

In this section, the most important points regarding the communication suite, more precisely
regarding the modifications made to obtain the

mosaik communication.comm_simulator_modified.CommSimulator class, are presented but
the functioning is not described in detail. As for the temporal management and the adapta-
tions made to make the CommSimulator class synchronised in the use case co-simulation, it is

developed in the dedicated SECTION [3.5.4]

To begin with, the function init() has been adapted with the addition of the step_size
argument which will be useful further. In this function, it was also a question of slightly
modifying the way of creating the dictionary instance variables containing information on the
connections existing in the communication network.

To build the dictionary instance variables in question, the communication information is passed
to the simulator via a communication network configuration file. This file is in JSON format and
contains information about the communication nodes to be created, the connections between
these nodes and the attributes that can be communicated via these connections. The content
of the file used is shown in FIGURE below, where it can be seen that a delay value has
been added to the connections. This value is optional and can potentially be accompanied by
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parameters altering the information transmitted, i.e. "factor"' and "offset", serving respectively
to multiply the value of the communicated attribute and to add an offset to it.

"nodes": [
"node_meas_bus",
"node_ctrl",
"node_tfo"

1,

"connections": [{"node_meas_bus->node ctrl": 2}, {"node ctrl->node_tfo": 2}],
"attributes": [

"Vm_pu" s

Il_tap_pos n

F1GURE 3.8: Communication network configuration file.

Note that care must be taken when creating the JSON file as format errors often appear
when parsing via the JSON decoder depending on added spaces, line breaks, etc.

The other modifications made to the CommSimulator class took place in the step() func-
tion which is launched during the execution of the co-simulation. These modifications concern
the management of time with the addition of a flag in the form of an instance variable as well

as certain conditions during the processing of inputs. These are explained in more detail in
SECTION [3.5.4] below.

Concerning the way of integrating the simulator in the mosaik scenario, it was done in the
same way as for the others except that the configuration file of the communication network was
passed when the simulator was started. Then, a scenario entity comm_entity was instantiated
from the ModelFactory object created by the simulator start.

Note that the version of the code comm__simulator _modified.py has been adapted by focus-
ing on the use case in which a control is applied and is therefore quite specific to the control
case under consideration. It therefore lacks genericity and could be made more generic in fu-
ture development but here the main purpose was to test the feasibility of co-simulation around
mosaik.

3.5.3 Entities connection and co-simulation structure

The connections that have been added and/or modified with the addition of the communica-
tion simulator are described in this subsection based on the system diagram that was shown
previously and was adapted with simulator names in FIGURE [3.9]
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F1GURE 3.9: Cyber-physical use case topology.

As a reminder, the scenario entities available before establishing are the following:
 a list of entities grid containing all the entities of the power system elements;

o a list of entities houses containing a single entity modelling a variable load;

e an agent entity for control;

e a comm_entity entity representing the communication network;

o and finally a db entity for the storage database.

To begin with, the connection between the single householdsim residential consumption
pseudo-simulator entity and the grid distribution bus as well as the connection between the
power grid buses and the db HDF5 storage have not changed. What was changed in the rest
of the scenario is due to the appearance of the "comm_entity" containing communication nodes
as well as the disappearance of one of the two agents compared to the co-simulation without
communication described earlier in the paper.

As observed in FIGURE the electrical system had to be connected to the communication
system in order to send information to the intelligent electronic device (IED) modelled by the
agent.

The connection of the power grid to the communication network was first established in the
following way:
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comm_nodes = {e.eid: e for e in comm_entity.children if e.type == 'node'}

# Bus

meas = filter(lambda e: e.eid == 'O-meas_bus', grid)

meas = {m.eid.split('-')[1]: m for m in meas}

world.connect (meas['meas bus'], comm nodes['node meas bus'], ('vm_pu', 'vm_pu'))
# Transformer

tfo = filter(lambda e: e.type == 'Transformer', grid)

tfo = {t.eid.split('-')[1]: t for t in tfo}
world.connect (comm_nodes['node tfo'], tfo['tfo hv mv'], ('tap_pos','tap_pos'),
time_shifted=True, initial data={'tap_pos': tap_pos_init})

where comm_nodes is a dictionary containing information about the different network nodes
introduced by the configuration file of FIGURE It is observed that the electrical mea-
surement bus has been connected to the node_meas bus node of the communication network
with the attribute vm_pu sent from one to the other. Then, the communication node node_tfo
was connected to the transformer to be able to transmit the position of the tap. The particu-
larity of this connection concerning the presence of the flag time shifted and the parameter
initial_data is explained in the section dedicated to the temporal aspect of this co-simulation.

As for the connection between the communication network and the controller, it was estab-
lished in the following way:

world.connect (comm_nodes['node ctrl'], agent, ('vm_pu', 'vm_pu'),
async_requests=True)

where this time the node node_ctrl has been connected to the agent with the particularity
of allowing asynchronous requests, which allows the specified attribute, i.e. vm_pu, of the node
to be sent to the agent but also to return an attribute to that agent (and the design of the
LoadTapController has been made so that this returned attribute is the position of the tap).

To conclude, the connections made were therefore intended so that, during the execution of
the co-simulation, the voltage of the measurement bus obtained after a power flow calculation
was collected by node_meas_bus, which transmitted the information to node_ctrl thanks to
the node_meas_bus->node_ctrl connection of the communication network. Then the infor-
mation had to be sent from node_ctrl to agent before being processed and sent back (this
time with the tap position) to the same node. Finally, the information had to pass through the
communication link node_ctrl->node_tfo before being provided to the transformer through
the connection between it and node tfo.

To make the link with the diagram in FIGURE [3.9 representing the whole cyber-physical
system, it can be seen that the Merging Unit is modelled by a node, just like the other points
of the communication network. More realistic device modelling taking into account protocols
and other specifics of the communication network is possible with reference simulators such as
NS-3, but in this case a simplified communication taking into account only delays has been
simulated. For a more realistic modelling and simulation taking into account these specificities,
research has been conducted to help the future of the CYPRESS project and the results of this
research are expressed in the final Chapter
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3.5.4 Time handling within the co-simulation

A final step in the design of the co-simulation scenario was the management of the timing
aspect. Although mosaik takes care of the synchronisation and data exchange, it still needs to
be provided with the appropriate information to make this possible. This information takes the
form of passing different step size values to the simulators and potentially adding conditions
and exceptions to their APIs.

As explained in SECTION the time course of a co-simulation in mosaik is done with a
discrete event-based approach in which the frequency of calls to the different simulators can vary
during the runtime. This frequency will depend on the step size provided at initialization and
the operations performed when calling their step() method. Let us take the general example
of the temporal evolution of a simulator whose step() method looks like this:

def step(self, time, inputs):

e nnennnnnn

| ...operations... |

b

else:

return time

marnrnnnennnnnn

| ...operations... |

return time + self.step_size

When this method is executed, its current simulation time is provided and following the
operations required to perform the current step, the time at which the next step should be
taken is returned by the method. This example is illustrated in TABLE [3.3] below.

Call to step() | Current time | Next time (what is returned)
1st 0 return time + step_size
2nd step_size return time + step_size
3rd 2 step_size return time
4th 2 step_size return time + a
5th 2 step_size + a

TABLE 3.3: Example of the temporal aspect of a simulator.

To manage data exchanges between different simulators, mosaik is based on the fact that
a simulator can run only if all input data are available. This is why the chosen step sizes,
implemented operations and the available mechanisms provided by mosaik had to be carefully
manipulated. The time management of the different participants in the co-simulation is given
below simulator by simulator.

GODFRAIND Adrien 66 Master thesis



Chapter 3 3.5. ADDING COMMUNICATION

HouseholdSim

For the load profile simulator connected to the electrical distribution bus, the frequency of
its calls depends on the time resolution entered in the metadata of the profile file, as seen in
FIGURE 3.7} In the current use case, a resolution of 15 minutes was entered, so that a new load
value is output every 15*60 seconds.

def step(self, time, inputs=None):

g nnnnnnnnnnn

| ...operations... |

return time + (self.model.resolution)*60

PandaPower

The power flow simulator, on the other hand, is simply called every step_size seconds and
this value is not altered by the operations performed within it.

def step(self, time, inputs):

manrnnnnnnnnnnn

| ...operations... |
munnnnnnmnnnnnn

return time + self.step_size

However, it was necessary to take into account and analyse all the connections established
between the grid and the other simulators. Indeed, this simulator is connected to:

o HouseholdSim to receive a load value from the dist_bus;

o CommSimulator to send the voltage of the meas_bus to the node_meas_bus and to
receive by node_tfo the transformer tap position;

« and finally to HDF5 to send the power flow results.

The connections to HouseholdSim and HDF5 are not a problem as they are one-way. How-
ever, in order to be able to both send and receive values to CommSimulator without cre-
ating problems, the connection had to be adapted. This time this was not done via the
async_requests flag but rather, as shown in SECTION and below, via the time shifted
flag and the inital_data parameter. Thanks to these, mosaik knows that the output (i.e. the
tap position) of node_tfo is to be used for the next time step(s) of pandapower. Moreover, for
the first time step, the tap position used is the one provided in inital data since this data
cannot yet be provided by the CommSimulator which itself is waiting for the measurement bus
voltage value from pandapower.

world.connect (meas['meas _bus'], comm nodes['node meas bus'], ('vm_pu', 'vm_pu'))

world.connect(comm_nodes['node tfo'], tfo['tfo hv mv'], ('tap_pos','tap_pos'),
time_shifted=True, initial data={'tap_pos': tap_pos_init})
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CommSimulator

The communication simulator is the one to which I had to make the most adaptations to man-
age time because it is the most complex mechanism and the most often called simulator. To
begin with, the step size provided at the time of initialisation is the same as for pandapower.
On the other hand, exceptions had to be added to the step() method, in particular with the
addition of a flag informing whether the control (handled by the agent) has been carried out or
not. These exceptions are not described in detail here because they are rather specific and elab-
orate and do not really help to understand how co-simulation works. Nevertheless, TABLE
gives a clearer picture of the desired (and achieved) temporal behaviour of this communication
simulator. Note that instead of using the generic "delay link 1", "delay link 2" notations, the ta-
ble was built with the values assigned in the use case (i.e. 2 for both links) for better readability.

time node_meas_bus node_ctrl node_tfo
initial tappes sent
0 UMy, Teceived i to the transformer
from the grid bus (specified in the

time shifted connection)

UMy, Teceived
through the link
2 - + -

UMy, sent
to the control agent

tapyos received from

4 - the control agent -
(asynchronous request)
6 - - tappos received through the link
new vmy, reveived
45 | from the grid bus (resulting - tappos sent to the transformer

from tap,,s change)

new vm,, received
through the link
47 - + -
new vmy, sent
to the control agent

No new tapy,s since

4 - . -
) new v, is acceptable
TABLE 3.4: Communication simulator temporal execution when the voltage has to be
corrected.
LoadTapController

The step size provided at initialisation of the load tap controller is the same as for pandapower.
However, there is a slight difference with the case without communication, which is that the
agent is called to run not directly after pandapower but rather after a certain communica-
tion delay which appears in the node meas bus->node ctrl link. Therefore, an exception
was added for time = 0 to the step() method of the LoadTapController so that all other
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calls to the agent would be time delayed by delay seconds with respect to the start of the
node_meas_bus->node_ctrl communication (and the power flow by extension).

def step(self, time, inputs):

munmrnnnnnnnnn

| ...operations... |
marmmnnnnnnnnn
if time ==
return time + 2
return time + self.step_size

HDF5

Finally, as for the "simulator" used to store the results of the co-simulation, it is called at the
end of each pandapower round because its step size was initialised as being equal to that of
pandapower.

def step(self, time, inputs):

marnnnnnnnnnn

| ...operations... |

return time + self.step_size

In conclusion, synchronisation depends mainly on the step size that has been decided be-
tween 2 power flow calculations, i.e. the one supplied first to pandapower and then to the
controller, communication and storage. In the current implementation, this step size has been
chosen to be equal to 45 seconds, the reason for this choice has been given in SECTION [3.4.2]

3.6 Scenario test and results

Finally, after successfully integrating the communication simulator into the co-simulation al-
ready combining the power system, variable load and data storage, the design was fully com-
pleted and the use case co-simulation could be executed.

As a reminder, the use case that was decided upon consists of simulating the operation of a
small power system made of an interconnection between a high voltage system and a lower
voltage system. The higher voltage system can represent the transmission grid acting as a
voltage source/feeder and on the other side of the transformer, lines and measurement bus is a
bus connected to a load that varies in time, which can represent the distribution system.

The results obtained at the bus at which the voltage was measured to carry out the test are
displayed in the following TABLE for the first hour simulated, with the value of the variable
load displayed alongside these results. It should be remembered that the upper and lower limits
that the voltage could reach were defined as being equal to 1.1 and 0.99 per unit respectively.
Also, note that the lines with bold type are those for which the voltage value is outside these
limits.
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Power flow iteration | Voltage measured at meas_bus [p.u.] | Variable load [MW]
0 0.99667635 50.76
1 0.99667635 50.76
19 0.99667635 50.76
20 0.907090302 300.67
21 0.927653307 300.67
22 0.948301515 300.67
23 0.969103815 300.67
24 0.990121844 300.67
25 0.990121844 300.67
39 0.990121844 300.67
40 0.92035108 390.49
41 0.948347208 390.49
42 0.975647864 390.49
43 1.002548587 390.49
44 1.002548587 390.49
29 1.002548587 390.49
60 1.11289629 70.72
61 1.094312675 70.72
62 1.094312675 70.72
79 1.094312675 70.72

TABLE 3.5: Use case results for normal operation of the cyber-physical co-simulation using
on-load tap changer control.

To show that the co-simulation works and therefore that the on-load tap changer control

works, the load value was directly and abruptly increased from the first quarter hour to the
second quarter hour from 50.76 MW to 300.67 MW consumed. It can be seen that for the
neutral position, a low consumption of 50.76 MW results in an acceptable voltage of 0.9967 per
unit. On the other hand, once the consumption increases at the twentieth iteration, i.e. after
15 minutes, the voltage decreases sharply and goes completely out of the imposed limits. The
reaction is therefore the expected one: between each power flow calculation, the control varies
the tap position to increase the secondary voltage and therefore the measurement bus voltage.
The tap position is decremented by one unit each time until an acceptable voltage of 0.9901
p.u. is reached at the 24" iteration.
Then, as the load increases again, the same mechanism occurs and the voltage is rectified. Once
the load becomes low again, with 70.72 MW consumed, the voltage becomes higher than the
upper limit of 1.1 p.u. as the tap has reached a position far away from the neutral position.
Therefore, the position is rectified again by the controller but in the opposite direction this
time and the voltage returns to an acceptable value after one iteration.

Now let us consider a failure in the communication network occurring at time t = 0. This
failure consists here simply in cutting the communication link between the merging unit of the
measurement bus and the intelligent electronic device containing the agent in charge of the con-
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trol. To do this, it is sufficient to remove the connection between meas_bus and node_meas_bus
and to run the co-simulation.

Power flow iteration | Voltage measured at meas_bus [p.u.] | Variable load [MW]
0 0.99667635 50.76
1 0.99667635 50.76
19 0.99667635 50.76
20 0.907090302 300.67
21 0.907090302 300.67
38 0.907090302 300.67
39 0.907090302 300.67
40 0.785614716 390.49
41 0.785614716 390.49
58 0.785614716 390.49
59 0.785614716 390.49
60 0.994310401 70.72
61 0.994310401 70.72
62 0.994310401 70.72
79 0.994310401 70.72

TABLE 3.6: Use case results when the merging unit-IED link is unavailable during the
operation of the cyber-physical co-simulation using on-load tap changer control.

From the results, the impact that this failure of the communication network has on the
operation of the electrical system can clearly be seen. Indeed, the monitoring of the voltage is
no longer taking place, so when the load is increased the voltage is never rectified. Compared
to the lower limit imposed, it even reaches an extremely low value of 0.786 per unit in the third
quarter of an hour.

Such a problem in the operation of a real power system can have various negative conse-
quences. Uncorrected overvoltage may degrade insulating materials or damage sensitive (elec-
tronic) equipment, while a too low voltage may disrupt or even interrupt the operation of certain
components. For example, loads (such as motors) may trip to protect against undervoltage,
power electronics in converters may lock up or induction motors may stall. Furthermore, an-
other undesired effect is that too low voltages lead to higher Joule losses in the grid [11].
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Future work and conclusion

After having introduced the subject in Chapter [1| by presenting the need to study the modelling
and simulation of cyber-physical interactions within the power system, the cyber layer of which
is increasingly present and introduces more and more risks linked to "cyber" failures. After
having carried out in chapter 2 an in-depth state of the art on the possibilities existing and/or
that can be developed to meet this need for modelling and simulation of cyber-physical power
systems. After having finally, in Chapter [3| designed a simulation structure combining these
two domains, 7.e. the power grid and the ICT network, and having tested a small basic use
case with this structure in order to present a proof of concept. After these achievements it is
time to consider and state what could be done in a future development of the ideas within the
CYPRESS project, what needs to be improved, what could be considered.

This concluding chapter is divided into three sections. The first briefly discusses possible
developments to make the developed structure more generic and less "use case specific'. Then,
the second section presents the research that has been carried out on the elements constituting
the ICT layer, being deployed in practice in real world systems, in order to allow a more de-
tailed and realistic modelling of the cyber layer within the co-simulation. SECTION finally
concludes this chapter and this Master’s thesis.

4.1 Making the co-simulation platform more generic can
be done by...

As explained in the introduction to the chapter, this section aims to present possible develop-
ments to make the practical implementation developed more generic. To start with, the way
to make the codes developed in chapter 2 less use case specific is very briefly discussed. Then,
in a more general way, a way to make the co-simulation platform more generic in order to be
able to integrate other simulators easily or to change the input file format is proposed as a way
to follow.

...making the current implementation less use case specific

The first step for a future development of the co-simulation whose design approach has been
described in Chapter |3] would be to make the implemented codes more generic and less specific
to the use case considered. Indeed, in some places in the implemented codes, the operations
performed are quite specific to the use case. For example, the names of the buses assigned
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when creating the power system in pandapower are noted as they are in some places instead
of extracting them from a parsing of the input files to have something generic independent of
the assigned names. Therefore, a first thing to do in the case of code reuse/inspiration would
be to make it possible to create other scenarios with other topologies of the power system,
communication network, etc. through some adaptations. In this regard, it is worth recalling
that pandapower offers a large library with a set of pre-implemented standard networks of all
sizes (see [159]).

...going further towards full genericity

Still with the aim of improving genericity, the ideal (in the context of the CYPRESS project)
would be to have a modular co-simulation platform allowing to choose which simulator to use,
to switch simulators when changing the type of simulation, to switch the input file format, etc.
So the reflection is as follows:

Firstly, we would like to have a platform capable of reading input files and converting these
inputs into generic models of power systems or ICT networks. To do this, we would have parsers
of different types (CSV, text, etc.) that would have to respect a certain interface in order to
generate generic models for each domain, which would be identical (for their respective domain)
regardless of the initial file’s type.

On the side of the simulators to be integrated one should implement an API for each sim-
ulator which should also comply with a certain common interface. The aim is to be fed by
the generic models created by the parsers. To this end, given that mosaik allows to add extra
methods to the APT of simulators that comply mosaik__API, one could consider having a func-
tion that would have to be implemented by each simulator, into which one could pass these
generic models (however, it remains to be seen if this is feasible, the feasibility of this step has
not been evaluated and is simply proposed here as a possibility to be studied).

The third point would be to find a way to describe a generic scenario capable of handling
any power or ICT simulator. Here again we would have a scenario parser that would create
the scenario in the format desired by mosaik. We don’t want to have to rewrite all the code
in python when we change simulators or connections, but rather simply provide a sort of input
file that would be a description of the scenario and after parsing, the code would be responsible
for providing mosaik with what it needs.

In the end, we would have roughly the mechanism described in FIGURE below: file parsers
receive the configuration files from the power and ICT systems to generate the models. Then
these models are fed to the simulators and finally mosaik would drive the simulators based on
the provided scenario.

Note that the proposed mechanism is close to what is already happening in mosaik except
that at the moment, we go directly from the file parser to the simulators and there is no
intermediary creation of a generic model that can be used by any simulator (in its respective
domain). The aim is to avoid having to change the whole chain from the parser to the simulator
API when a new file format is desired.

For example, in the current situation, if one has chosen to use several power system simulators
(allowing different types of simulations) and it is decided to change the input file format, then
all the APIs will have to be changed. Whereas with the idea proposed here, one will simply
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FIGURE 4.1: Possible genericity in the co-simulation platform

have to code the new parser respecting the interface of the parsers, and the generic model will
be generated and can be sent to the simulators that already know how to handle these generic
models.

4.2 'Towards more detailed cyber layer modelling

In the practical case implemented in Chapter [3] the communication layer is modelled in a very
simplistic way with only some delay in the information transport links. However, it would
be preferable to be able to simulate cyber-physical power system scenarios incorporating the
more complex details and characteristics of the ICT layer. Therefore, still with a view to the
future development of the co-simulation platform, the idea would be to replace the mosaik-
communication suite employed by a reference simulator such as NS-3 in order to have the
possibility of modelling the ICT system in more detail and to be able to build scenarios closer
to real world operation. In this respect, some research has been conducted to investigate some
of the ICT elements deployed in practice in cyber-physical power systems and the result of this
research is discussed in this section.

Note that NS-3 is mentioned here as a simulator to be integrated in the mosaik co-simulation
because firstly it is an advanced, open-source software and widely used in academic research
and industry. Moreover, it is often recommended and even considered by many telecom special-
ists as the best discrete event simulation tool [I37]. Secondly, two works on smart grids were
found that used NS-3 in a co-simulation whose orchestrator framework is mosaik: [37],[71] and
[43],[160]. This means that it can be integrated with mosaik and to achieve this integration,
the low-level API discussed in SECTION must be implemented.

Another way to make the simulations more realistic is to run scenarios involving simulated
cyber-attacks. Indeed, in the test case considered in SECTION [3.6] the communication network
failure scenario consisted simply of cutting a link between measurement and control. However,
in the real world, as presented in SECTION [1.1] specific cyber-attacks can take place and lead
to different consequences.
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4.2.1 Elements deployed in real substations

As written above, the addition of a simulator as complete as NS-3 would offer the opportunity
to test more complete and realistic communication scenarios. To enable these scenarios to be
realised with the co-simulation platform, research work has therefore been carried out, focusing
on the search for elements to be modelled for more realistic simulations of communication in
cyber-physical power systems. This research focused on substation which is one of the potential
sources of cyber-vulnerabilities in cyber-physical power systems.

At the substation level, there is a standard called IEC 61850 which defines information
and communication protocols for the automation of electrical substations [19]. This standard
is increasingly used as a reference in the automation of electrical substations, but it is also
used in other areas such as electric mobility, wind turbines, hydro-generation or distribution
automation systems. Indeed, the original (1st edition) IEC 6150 focused on communication at
the substation level between relays, control and switchgear to allow interoperability between
functions of different vendors. But then the standard was extended to all functions and areas
of the network [L3].

In an electrical substation there are two types of equipment. Primary equipment such as
measurement transformers, switchgear, etc. and secondary equipment such as protection, con-
trol and communication equipment. The latter are categorised into three levels in the IEC-61850
standard [I50]. These levels are shown are described below.

To start with, in the lowest layer, there is the process level, which contains all switchgear
such as circuit breakers, switches and also measuring devices such as current or voltage trans-
formers. Then there is the bay level, which consists of protection, control and monitoring units,
i.e. intelligent electronic deviced] Finally, in the highest layer, there is the station level which
contains the equipment for controlling and monitoring the station, 7.e. the Human Machine
Interface (HMI) and the Supervisory Control and Data Acquisition (SCADA) system. These
correspond respectively to the interface with the operator at the substation (an operator can
control and monitor the substation locally) and the interface between the substation and a
remote control centre, allowing the substation automation to be remotely configured and the
substation switchgear to be operated [19],[13].

To enable communication between the equipment at the different levels, there are two buses.

Firstly the process bus via which the bay level equipment communicates with the process level
equipment. Note that to do this, as can be seen in the figure, traditional current and voltage
transformers and switchgear can be connected to a Merging Unit (serving as an A/D converter
that will provide the appropriate path for messages). Then there is the station bus through
which the station level equipment communicates with the bay level equipment.
So in the end, for the highest level (station) to communicate with the lowest level (process),
there will first be a message sent to the bay level via the station bus. This will direct the
message to the appropriate bay level node which will execute its function and then forward
the message to the process level node via, in some cases, a Merging Unit as explained above.
Finally, the function will be executed by the process level devices [150].

'IED is the new name for relays to reflect their ability to make a decision based on logic and information
collected from process level devices.
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FIGURE 4.2: Substation organisation according to IEC 61850, taken from [13].

4.3 Conclusion

In conclusion of this master thesis, let us recall the objectives that were stated in the introduc-
tion and how they were achieved.

As a reminder, the work done in this document was done in order to perform a research
task in the CYPRESS fundamental research project. This task, entitled "Co-simulation of
cyber-physical transmission’, consists, among other things, in selecting a platform adapted to
the co-simulation of cyber-physical power systems. My role was therefore mainly to research
existing platforms and tools for modelling and simulating these cyber-physical systems.

This has been done through an extensive research of the state of the art of these tools. In
this state of the art, I have scanned a wide range of works in order to give an overview of the
methods, approaches, tools and frameworks to perform the combined simulation of power and
ICT networks. Some choices have been proposed in the different sections, such as using a co-
simulated approach given the advantages offered. Other aspects such as specialized frameworks
and simulators depend mainly on the desired features of the CYPRESS project and although
an attempt has been made to outline a way forward, it is up to the project collaborators to
make the most appropriate choices.

For the practical part of my master thesis, some choices have been made in order to im-
plement a use case whose purpose is to serve as a proof of concept of the research and choices
made. The implementation was thus built in Chapter 3. The complete process of its realisation
has been detailed and the results presented. These results show the feasibility of a co-simulation
around the mosaik orchestrator framework. Moreover, these results also show, thanks to a small
and simple scenario, the impact that a failure of the communication network can have on the
operation of the power grid.

Finally, the question of the genericity of the platform was raised. A proposal to bring this
genericity to the current implementation was given in order to give as complete a track as
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possible for the future work that will be done in the continuation of the CYPRESS project.
To conclude this research work, some elements regarding the more detailed modelling of the
cyber layer of the power substations have also been researched and provided as an aid for the
simulated scenarios in the future work.
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