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Abstract

In our daily lives, every individual is inevitably faced with the need to memorize new things. Whether it is at
school or university, where entire courses need to be memorized, or even when we have to remember a shopping list
to do our groceries. It is easy to think that to maximize our performance when memorizing, it is necessary to work
as hard as possible. However, experimental studies have contradicted this thinking and shown that punctuating
learning phases with phases of rest helps to strengthen memory. This transition between learning and resting phases
is directed by our brain, which moves from a state of active waking to one of quiet waking. This is reflected in
changes in neuronal firing patterns. During learning (active waking state), neurons display tonic activity, whereas
in the quiet waking state, they display burst activity. The role of these state switches on learning and memory
consolidation is now considered to be well established, but the mechanisms underlying this phenomenon are still
not well understood. Various approaches can be adopted to better understand them, including a computational
approach.

It has been demonstrated that the brain stores memories in the neuronal connections, which are constantly
modified through synaptic plasticity. Several models exist in the literature to model synaptic plasticity, and have
proved effective when used in the active waking state. However, these models are not adapted to the changes in
neuronal firing patterns that take place during state changes, and applied as they are, they do not prove the link
between memory consolidation and quiet waking states. Indeed, they lead to a "homeostatic reset", which refers to
the fact that no matter whether neurons have learned more or less information during active waking states, they
follow the same evolution during quiet waking states. This means that all the information learned is forgotten when
the quiet waking state is reached.

The aim of this thesis is to propose a structural plasticity model which, combined with traditional synaptic
plasticity models, will be able to solve this homeostatic reset problem which is not consistent with memory con-
solidation. The structural plasticity model will then be used to transfer learning through lasting morphological
changes in synapses. To achieve this goal, structural plasticity is first investigated from a biological point of view
to understand the main mechanisms underlying it. Next, the various models of structural plasticity that exist in
the literature are reviewed. A new structural plasticity rule is then proposed and tested in different experiments.
In addition, an analysis of the model parameters is provided. The results were convincing, and the rule was able
to take advantage of homeostatic reset to consolidate memory. The effectiveness of the model is then tested in a
simple task. The results showed that combining the structural plasticity rule with a traditional plasticity rule in the
presence of switches from tonic to burst activity improved the signal-to-noise ratio (SNR) across several tonic/burst
cycles. Finally, the effectiveness of our model is illustrated in a simple pattern recognition learning task and the
results showed that neurons learned better in the presence of structural plasticity. To conclude, future prospects
aiming to further explore the rule of structural plasticity developed in this thesis are proposed.
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Chapter 1

Introduction

1.1 Motivation

It has been shown that the brain is able to store memories thanks to the ability of neurons to constantly modify
their neuronal connections. This is achieved through synaptic plasticity, which is driven by the spike activity of
neurons. What’s more, throughout the day, the brain passes through different cerebral states and, more specifically,
can move from a state of active waking to one of quiet waking. These transitions from one state to another are
reflected in changes in the firing patterns of neurons. Scientific research has shown that these quiet waking states
play a predominant role in memory consolidation. However, the underlying mechanisms that explain the role of
these quiet waking states in memory are still under investigation. Computational studies can help to understand
these mechanisms and overcome the limitations of experimental studies on living subjects.

Several computational models exist in the literature to model synaptic plasticity and have been shown to be
effective when used in waking states. These models describe the evolution of neuronal connections through what
is known as synaptic weight (which characterizes the strength or efficiency of neuronal connections). However,
it has recently been shown by [Jacquerie et al., 2022a] that these models are not suitable when used for the
transition from an active waking state to a quiet waking state. Indeed, these models lead to homeostatic reset,
in which synaptic weights converge to the same basal value, regardless of their initial value. This means that all
the information learned during the active waking state would be forgotten when switching to the quiet waking state.

Furthermore, it has been shown in the literature that structural plasticity (which refers to long-lasting morpho-
logical changes in synapses) is essential for long-term memory storage. The aim of this thesis is to propose a model
of structural plasticity that will take advantage of homeostatic reset and provide a model compatible with memory
consolidation. To this end, the following questions will be answered:

• What is synaptic plasticity, how is it modeled, and what are the limitations of these models for changes in
neuronal firing pattern? (Chapter 2)

• What is structural plasticity from a biological point of view (Chapter 3) and how is it modeled in the literature?
(Chapter 4)

• Can we create a structural plasticity rule that takes advantage of homeostatic reset to transfer learning and
be consistent with memory consolidation? (Chapter 5)

• Is the proposed model effective for memory consolidation? (Chapter 6)

1



1.2 Structure

To answer these questions, this thesis is divided into 4 main parts:

Part I introduces the various basic neuroscience concepts useful for understanding this thesis. The different
brain states with their associated neuronal activities will be discussed. The way neurons communicate with each
other and certain morphological aspects of neurons (in particular dendritic spines) will be presented. Synaptic
plasticity will then be investigated, where we will distinguish between E-LTP (or plasticity induction) and L-LTP
(or plasticity maintenance). The mechanisms involved in plasticity induction will be described. Then, the way to
model a neural network capable of switching neural activity will be briefly described. To conclude this section, the
two traditional synaptic plasticity rules used to model E-LTP (biophysical models and phenomenological models)
will be presented. The homeostatic reset phenomenon, which results from the application of these traditional rules
during neuronal activity switches, will be introduced (Chapter 2).

Part II focuses on structural plasticity. First, it will be approached from a biological point of view. The molec-
ular mechanisms responsible for morphological changes in dendritic spines will be investigated. In particular, the
role of small GTPases will be examined. In addition, the Synaptic Tagging and Capture hypothesis, which links
E-LTP to L-LTP, will be presented (Chapter 3). Chapter 4 reviews the various structural plasticity models available
in the literature. The models will be presented according to 3 categories: mathematical models, biophysical models
and phenomenological models.

Part III is the computational study. First, the structural plasticity model proposed by [Jacquerie, 2023] will
be investigated in different experiments and the limitations of this model will be given. Then, to overcome these
limitations, a new structural plasticity model is introduced. It is tested in various experiments and its parameters
are analyzed (Chapter 5). The effectiveness of the model will then be tested in a simple memory task. This will
be done through an in-depth analysis of the signal-to-noise ratio (SNR) in different experiments. We will see that
the model we’ve developed improves SNR compared to the case where traditional plasticity rules are applied alone.
Finally, the effectiveness of our model will be illustrated in a simple pattern recognition learning task (Chapter 6).

Part IV draws the conclusion. To summarize the thesis, answers are provided to the 4 key thesis questions
presented on the previous page. In addition, future perspectives to be explored are proposed and some limitations
are outlined.
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Part I

Background
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Chapter 2

Elements of neurophysiology

This chapter briefly introduces the different notions in neuroscience necessary for a clear understanding of this
master thesis.

2.1 Brain and neuron electrical activity

Our brain, composed of neurons that are connected to each other to form neural circuits, is constantly active.
Throughout the day, it is able to go from a state of sleep to a state of wakefulness, from a state of inattention to a
state of attention [Zagha and McCormick, 2014, Lee and Dan, 2012]. A brain state refers to the functional state in
which the brain is at a given moment. They can be studied at several spatial scales, but also at several temporal
scales.

At the cellular level, neurons can switch from tonic firing to bursting in less than a second [Jacquerie, 2023].

Tonic firing: characterized by trains of action potential, in response to a stimulus.

Bursting: characterized by a series of grouped high-frequency action potentials interrupted by periods of
silence [Jacquerie, 2023].

At the neuronal circuit scale, the state can switch from active to quiet waking in a few minutes. In this case, the
circuit rhythm will change from a small amplitude, high frequency oscillation to a large amplitude, low frequency
oscillation. Finally, on a brain scale, the state can change from arousal to sleep on an hourly scale [Jacquerie, 2023].

The mechanisms involved in the transition from one brain state to another are not yet fully understood. However,
it has been shown that neuromodulators are partly responsible for these changes. The different states just described
are illustrated in Figure 2.1.

2.2 Communication between neurons

The connections formed between neurons are of great interest since, in addition to allowing neurons to communicate
with each other, they are considered the seat of learning and long-term memory [Fauth and van Rossum, 2019].

The area of contact between two neurons is called the synapse and allows the transmission of information. Infor-
mation is transmitted from a presynaptic neuron to a postsynaptic neuron, called synaptic transmission [Bear et al.,
2007]. There are two types of synapse: electrical synapses and chemical synapses. However, the most abundant type
is the chemical synapse, in which information is transmitted through chemical compounds, called neurotransmitters.

5



Spatial scale Neuron Circuit Brain

State switch

Time scale Seconds HoursMinutes

Tonic firing to 
bursting

Active to quiet 
waking Arousal to sleep

Electrical activity

Figure 2.1 – Brain states at different scales. A neuron can change its electrical activity in less than a second
and switch from tonic firing to bursting. The neurons form neural circuits. The circuits can go from an active to a
quiet state of waking on a minute scale. The brain can go from an awake state to a sleep state on a time scale of
an hour. Adapted from [Jacquerie, 2023].

In practice, how is information transmitted across a chemical synapse?

The process is illustrated in Figure 2.2.

NMDAr AMPAr Neurotransmitters Action potentiel

Presynaptic neuron

Postsynaptic neuron

Na Ca

Figure 2.2 – Chemical synapse. An action potential in the presynaptic neuron triggers the release of neurotrans-
mitters. These interact with receptors on the postsynaptic neuron, in particular the glutamate receptors AMPA
(α-amino- 3-hydroxy-5-methyl-4-isoxazole propionic acid) and NMDA (N-methyl-D-aspartate). The activation of
these receptors induces an influx of sodium (Na) and calcium (Ca) respectively into the postsynaptic neuron. In-
spired from [Jacquerie et al., 2022b, Lamprecht and LeDoux, 2004].
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The neuron presynaptic, also called presynaptic button, will generate an action potential. This will result in an
influx of calcium into this neuron, which causes the neuron to release neurotransmitters. These neurotransmitters
then interact with the receptors of the postsynaptic neuron and eventually trigger a response in it [Bear et al., 2007].
Receptors playing a key role in synaptic transmission are the AMPA (α-amino- 3-hydroxy-5-methyl-4-isoxazole
propionic acid) and NMDA (N-methyl-D-aspartate) glutamate receptors [Bear et al., 2007].

2.3 Dendritic spines

The connection between two neurons takes place between the synaptic terminal of the presynaptic neuron and
the dendrites of the postsynaptic neuron. On the dendrites, small protuberances called dendritic spines can be
found [Bear et al., 2007]. Figure 2.3 shows where these dendritic spines are located in relation to the neuron. They
are the points of contact with the neighboring neurons and thus represent the postynaptic site of the synapses. On
this figure, the main structures of the neuron are also represented.

Dendritic spines are dynamic structures and their size, shape and number constantly change in response to
neuronal activity. Changes can occur on vastly different time scales, ranging from seconds to minutes or even hours
to days. Moreover, they are constantly renewing themselves, i.e. there is a constant formation of new spines and
elimination of others [Runge et al., 2020, Hering and Sheng, 2001]. Changes in the size, shape and density of
synaptic spines is associated with learning and memory [Pchitskaya and Bezprozvanny, 2020].

It should be noted that not all types of neurons have dendritic spines [Hering and Sheng, 2001]. Indeed, there
are for example motor neurons, sensory neurons, some are excitatory, others inhibitory [Furness, 2000]. Dendritic
spines are more common in advanced nervous systems (such as the mammalian brain) and are rarely present in less
complex organisms [Hering and Sheng, 2001].

Dendrites

Nucleus

Dendritic 
spines

Axon
hillock

Axon

Cell Body
(Soma)

Connection with the 
dendrites of others

neurons

Connection with the 
synaptic terminal of 

others neurons

Presynaptic 
terminal

Figure 2.3 – Structure of the neuron. A neuron contains an axon, a nucleus, a cell body, an axon hillock, a
presynaptic terminal and dendrites. The connection between two neurons is made between the presynaptic terminal
of one neuron and the dendrites of a neighboring neuron. Dendritic spines are located on the dendrites. Inspired
from [Adem et al., 2016].

2.3.1 Structure of dendritic spines

The dendritic spines have a typical length of 0.5 to 2 µm. The spines contain globular tips called spine heads, from
which synapses are formed. The tight links that connect the spine heads to the dendrites are called spine necks
[Bear et al., 2007]. Figure 2.4 illustrates the dendritic spine structure.

Spines are characterized by postsynaptic density (PSD) which is a thickening of the membrane typically located
at the head of the spine. The PSD is composed of hundreds of densely organized signaling molecules and proteins,
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including ion channels and receptors [Pchitskaya and Bezprozvanny, 2020, Hering and Sheng, 2001]. One of the
most abundant proteins in PSD is the CaMKII (calcium/calmodulin-dependent protein kinase II). This protein
plays a major role in changes in synaptic transmission efficacy, which will be described in more details later in this
master thesis [Muller et al., 2002].

Spine head

Spine neck

PSD

NMDAr AMPAr

Cytoskeleton

Figure 2.4 – Simplified structure of a dendritic spine.The spine is composed of two parts: the spine head and
the spine neck. Inside the spine, there is a cytoskeleton that maintains its structure and a postsynaptic density
(PSD). The PSD is dense in signalling molecules, ion channels and receptors. In particular, there are glutamate
receptors such as AMPAr and NMDAr. Inspired from [Domart, 2019]

The structure of the spine is maintained by a network of actin cytoskeleton, which also serves as a scaffold for
the various proteins that constitute it and for the PSD [Nakahata and Yasuda, 2018, Pchitskaya and Bezprozvanny,
2020]. Regulation of this actin cytoskeleton can induce morphological changes in spines [Patterson and Yasuda,
2011]. This aspect will be discussed in more detail later in the Chapter 3 of this thesis. It is noteworthy that, like
the synapse as a whole, PSDs have also been shown to be morphologically dynamic [Muller et al., 2002].

Dendritic spines exist in a wide variety of shapes and sizes depending on their location in the brain. According
to their morphological characteristics, they are classified into several classes. In this thesis, we focus only on the
so-called mushroom and thin spines. Indeed, mushroom-shaped spines, which have a large head and a small neck
(like the one in Figure 2.4), are considered as long-term memory storage sites. This is because they form strong
synaptic connections and are long-lived. In addition, thin spines, which have a structure similar to mushroom spines
but with smaller heads, are considered learning sites. Indeed, they are more dynamic and their head will expand
in response to a learning event [Pchitskaya and Bezprozvanny, 2020].

2.3.2 Fonction of dendritic spines

The primary function of dendritic spines is that they allow the separation of postsynaptic chemical responses,
such as calcium responses. Indeed, spines can be considered as small closed chemical compartments that are semi-
autonomous. They are separated from the dendritic tree by their rather thin neck which would prevent the diffusion
of biochemical signals from the head of the spine to the rest of the dendritic [Bear et al., 2007, Hering and Sheng,
2001]. Moreover, the geometry of the neck would control the kinetics and magnitude of postsynaptic calcium re-
sponses. For example, calcium responses in dendritic spines with a long neck are faster than in spines with a short
neck [Hering and Sheng, 2001].
In addition, the spine heads have a small volume which allows for rapid and efficient responses to input signals [Bear
et al., 2007].

Dendritic spines, by their dynamic morphology, also play an important role in learning and long-term memory
[Lamprecht and LeDoux, 2004]. It is this role that is of great interest in this thesis and will be discussed in depth
in the following.
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2.4 Synaptic plasticity

The brain of mammals has the fascinating property of being able to change and adapt according to the experience
they live. This property of plasticity occurs in particular during the learning and memorization process. Synaptic
plasticity refers to the ability to change the strength or efficiency of synaptic transmission of existing synapses
according to activity [Citri and Malenka, 2008]. The literature distinguishes several types of plasticity. Firstly, there
is short-term plasticity and long-term plasticity. Short-term plasticity temporarily modifies synaptic transmission
and lasts only a few milliseconds. This type of plasticity is not the focus of this thesis and will therefore not be
discussed at length here, but its mechanisms are discussed in Appendix A.1. With regard to long-term plasticity,
several forms are also discussed in the literature, the most frequently addressed of which are described below.

2.4.1 Long-term plasticity

In the 1940s, Hebb proposed that when presynaptic activity is correlated with postsynaptic activity, there is a change
in the strength of synaptic connections between the two neurons involved. This phenomenon, named after its discov-
erer, is called Hebbian plasticity. Long-Term Potentiation (LTP) and Long-Term Depression (LTD) are examples
of this type of plasticity. LTP therefore occurs when synapses are repeatedly stimulated, leading to potentiation of
synaptic strength between the two neurons and allowing rapid storage of information. Like memory, LTP can be
rapidly generated and is strengthened and prolonged by repetition. These mechanisms have been extensively studied
because they are believed to play a crucial role in the formation of memories and learning [Citri and Malenka, 2008].

In the literature, there are often two types of LTP: early LTP (E-LTP), also referred to as synaptic plasticity
induction and late LTP (L-LTP), also referred to as plasticity maintenance. E-LTP lasts 1-2 hours and is char-
acterized by a change in receptor efficacy and rapid insertion of new receptors. However, this type of plasticity is
independent of protein synthesis [Patterson and Yasuda, 2011].

L-LTP, on the other hand, lasts longer and requires the synthesis of new proteins and is associated with the
induction of many genes [Smolen et al., 2006]. In addition, it involves structural changes in synapses. Therefore, in
this thesis, L-LTP will refer to structural plasticity and will be investigated at length in Chapter 3 [Patterson and
Yasuda, 2011] .

Mechanisms involved in the induction of synaptic plasticity (E-LTP)

Synaptic plasticity is induced in 3 stages, as described in Figure 2.5.

• Firstly, by its activity, the presynaptic neuron releases glutamate which binds to and activates AMPAr and
NMDAr. However, only AMPA receptors allow the passage of ions to which they are permeable since NM-
DAr are blocked by magnesium. Sodium therefore enters the postsynaptic neuron through the AMPAr and
depolarizes it. (Figure 2.5 i.)

• Secondly, depolarization of the postsynaptic neuron causes the magnesium blocking NMDAr to be removed.
Calcium can then enter the postsynaptic neuron through NMDAr. In other words, NMDAr only allow calcium
to pass when both pre- and postsynaptic neurons are active at the same time. (Figure 2.5 ii.)

• Thirdly, this massive influx of calcium results in the activation of a cascade of events that lead to a change
in synaptic strength (LTP or LTD). Thus, calcium plays a key role in the induction of synaptic plasticity.
Depending on the amount of calcium entering the postsynaptic neuron, an LTP or LTD will be induced.
It should be noted that another source of calcium entry into the postsynaptic neuron is possible through
voltage-gated calcium channels (VGCC) [Lamprecht and LeDoux, 2004, Citri and Malenka, 2008]. (Figure
2.5 iii.)
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i. Glutamate release, receptor 
activation and Na influx

iii. Induction of synaptic 
plasticity due to Ca increase

ii. Mg removal from NMDAr
and Ca influx

NMDAr AMPAr Glutamate Magnesium

CaCa Ca increaseNa Na

LTP / LTD

Figure 2.5 – Mechanisms invloved in the induction of synaptic plasticity. i. Activity-dependent release of
glutamate from presynaptic neurons leads to the activation of AMPAr and to the depolarization of the postsynaptic
neuron. ii. Magnesium (Mg) is then moved from NMDAr and calcium can flow through into the post-synaptic
neuron. iii. The increase in calcium in the postsynaptic neuron leads to the induction of LTP or LTD. Inspired
from [Lamprecht and LeDoux, 2004].

LTP induction vs LTD induction

Before looking at how this calcium influx leads to LTP or LTD, it’s important to understand that in dendritic spines,
there’s a continuous recycling of AMPAr. This is because AMPAr move from the postsynaptic membrane to areas
of endocytosis closer to the intracellular side. There, the receptors are endocytosed and recycled in endosmoses,
called recycling endosomes. They are then exocytosed to the plasma membrane and return to the postsynaptic
membrane. The endocytosis and exocytosis phenomena balance each other so that the number of AMP receptors
remains unchanged [Citri and Malenka, 2008, Patterson and Yasuda, 2011]. This phenomenon is illustrated in
Figure 2.6 (left-hand diagram).

Endocytosis: process by which a cell captures external substances by enclosing them in an internal vesicle
formed by its membrane, in order to transport them inside the cell [Larousse, 2023a].

Exocytosis: process by which a cell releases substances to the outside by fusing a vesicle filled with these
substances with the cell membrane [Larousse, 2023b].

Endosome: small membrane vesicles found inside eukaryotic cells (e.g. neurons), which play a crucial role
in sorting and transporting molecules captured by endocytosis [Wikipédia, 2023].

LTP induction It occurs when the calcium influx into the postsynaptic neuron exceeds a certain critical value.
This increase in calcium leads to the activation of protein kinases such as CaMKII. This kinase then reinforces the
phenomenon of exocytosis, which disrupts the pre-existing balance. An increase in the number of receptors is then
observed [Citri and Malenka, 2008, Patterson and Yasuda, 2011]. LTP induction is illustrated in the top right-hand
diagram of Figure 2.6.
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LTD induction It occurs when the increase in calcium in the postsynaptic neuron is modest. This results in the
activation of phosphatases such as calcineurin and protein phosphatase 1 (PP1). These activations will, in turn,
reinforce the phenomenon of endocytosis. A decrease in the number of receptors will then be observed [Citri and
Malenka, 2008, Patterson and Yasuda, 2011]. Illustrated in the bottom right-hand diagram of Figure 2.6.

Recycling

Exocytosis Endocytosis

LTP

LTD

NMDAr AMPAr

Recycling endosome

Ca

CaMKII

Calcineurine
PP1

Ca

Exocytosis

Endocytosis

Figure 2.6 – Rapid trafficking of AMPA receptors. Receptor recycling occurs continuously with the help of
recycling endosomes. There is a balance between endocytosis and exocytosis. When an LTP or LTD is induced,
this balance is disturbed. An LTP will reinforce the phenomenon of exocytosis and will increase the number of
receptors. A LTD will reinforce the phenomenon of exocytosis and will decrease the number of receptors. Inspired
from [Citri and Malenka, 2008, Sheng and Lee, 2001].

Here we are dealing with a fast traffic of AMPAr in which protein synthesis is not required [Citri and Malenka,
2008]. The molecular mechanisms by which LTD and LTP occur are more complex than those described here, but
there is little point in describing them in detail in this thesis.

2.4.2 Synaptic plasticity from a modeling point of view

Now that synaptic plasticity has been briefly described from a biological point of view, we can see how it is mod-
elled from an information point of view. As a reminder, synaptic plasticity is defined as the ability of neurons to
change the synaptic strength between them. Modeling synaptic plasticity consists in creating a model (a kind of
black box) that takes as input the activities of pre- and postsynaptic neurons and provides as output the synaptic
strength [Jacquerie, 2023].

Neuron model

Before synaptic plasticity can be modeled, it is necessary to model the activity of neurons. To do this, there are
several types of models, the most common of which are the conductances-based models and the integrate-and-fire
models [Minne, 2021].
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• The conductance-based models are more biological models that represent in a complete way the behavior of
neurons [Minne, 2021]. In this type of model, the neuron membrane voltage is described by a Hodgkin and
Huxley type equation [Jacquerie, 2023].

• The integrate-and-fire models, on the other hand, are more mathematical models that describe the qualitative
aspects of neurons such as spike times [Minne, 2021]. These models are based on the following process:
neurons accumulate electrical signals from other neurons and add them up over time. When the sum of these
signals reaches a threshold, the neuron generates an action potential. Then the neuron resets and the process
begins again.

The model that will be used in the computational part of this the-
sis (Chapter 5 and Chapter 6) is a conductance-based model able
to switch between activities and is based on the one proposed by
[Jacquerie et al., 2022a]. A simplified illustration is shown in Figure
2.7. It is composed of an inhibitory neuron and excitatory pre- and
postsynaptic neurons. Here, in the diagram, the network is made up of
a presynaptic neuron and a postsynaptic neuron. However, depending
on the experiment required, the size of the network can be modulated
and we can form much larger networks. The inhibitory neuron (I) is
connected to all the excitatory neurons and the presynaptic neurons
are connected to the postsynaptic neurons, in a feedforward manner.
Moreover, in order for the circuit to change its type of activity, a cur-
rent Iapp is applied to the inhibitory neuron. By adjusting the value
of this current, we can modulate the activity of the neurons, i.e. make
them change from tonic activity to burst activity.

pre post

I

Iapp

Figure 2.7 – Neural circuit used in the
computational part. Presynaptic neurons
are connected to postsynaptic neurons in a
feedforward manner. An inhibitory neuron is
connected to all neurons and an Iapp current is
applied to it. Adapted from [Jacquerie, 2023].

Thanks to this model, in which neurons are able to switch electrical activity, we can study the role of these
activity switches on memory. Figure 2.8 shows examples of the activities we can give to the neurons in the network,
and these are the ones we’ll be using in the experiments in Chapter 5 and Chapter 6. Neurons will either have
inactivity, in which they spike very little, or tonic activity, in which they spike at a chosen frequency, or burst
activity.
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Figure 2.8 – Example of possible neuronal activity. The following types of activity will be considered in the
experiments: inactive activity, tonic activity or burst activity. From [Jacquerie, 2023]

.

Synaptic plasticty model

As far as modeling synaptic plasticity is concerned, E-LTP models have been widely studied and are now well
established in the literature, which is not the case for L-LTP models. In this section, the traditional rules for
modeling E-LTP are described. The models will characterize changes in synaptic strength by changes in the
variable w, representing the synaptic weight between two neurons. For an LTP, there will be an increase in w while
for an LTD there will be a decrease in w.

There are two main traditional rules of synaptic plasticity: biophysical models and phenomenological models.

• Biophysical models are based on the molecular processes responsible for synaptic plasticity. They will therefore
take as input biological variables such as calcium influx resulting from neuronal activity in order to govern
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changes in synaptic weight.

• Phenomenological models are mathematical models that are not concerned with the molecular processes
underlying synaptic plasticity. They are constructed using an input-output relationship between neuronal
activity and synaptic plasticity [Benghalem, 2022]. The input of this type of model will be for example the
spike times of pre- and postsynaptic neurons [Jacquerie, 2023].

These two models are illustrated schematically in Figure 2.9 and will both be used in this thesis.

Synaptic change
Δw

Phenomelogical
model

Calcium Biophysical
model

Neuronal activity

Vpost

Spike
 tim

ing

Vpre

Synaptic plasticity model

Synaptic change
Δw

Figure 2.9 – The two main traditional models of synaptic plasticity. Synaptic plasticity can be translated
into changes in synaptic weight from neuronal activity via phenomenological models or biophysical models. Phe-
nomenological models take as input the spike times of the two neurons and convert them into synaptic changes.
Biophysical models take calcium as input and convert it into synaptic changes. Adapted from [Jacquerie, 2023].

2.4.3 Switch to burst activity leads to homeostatic reset

We have seen in Section 2.1 that, throughout the day, neural networks switch from one state to another. In
particular, they go from an active waking state (reflecting learning) to a quiet waking state. This transition is
reflected in a change in the electrical activity of the neurons. Indeed, in this case, they will switch from a tonic
activity to a burst activity.

Using the traditional rules of synaptic plasticity just described above (calcium rule and phenomenological model),
[Jacquerie et al., 2022a] studied the evolution of the synaptic weight w during these switches from tonic to burst
activity. The results (Figure 2.10) showed that, regardless of the learning of neurons during tonic activity, all
synaptic weights (high weights, shown in blue, and low weights, shown in grey on figure) converge to the same value
in burst activity. The transition to burst activity therefore results in a reset of the synaptic weights. [Jacquerie
et al., 2022a] called this phenomenon the homeostatic reset.

It’s important to note that this homeostatic reset stems from the use of soft-bounds in synaptic plasticity rules.
The soft-bound method consists in adding a weight dependency. In other words, synaptic plasticity itself depends
on synaptic weight. In this way, a synaptic connection with a low weight is more likely to undergo potentiation than
depression. Conversely, a synaptic connection with a high weight will be more easily depressed than potentiated.
In this thesis, we will consistently utilize this soft-bound method.

This reset phenomenon is robust to the variability of neuronal circuit properties. In fact, it is consistently
observed when variability is introduced in the conductance of neuronal channels or in the size of the network. It has
a good side and a bad side. On the one hand, this regularization of synaptic weights makes it possible to learn new
things. However, on the other hand, all the information learned during the tonic activity is forgotten [Jacquerie
et al., 2022a]. This is the problematic of this thesis. We will try to take advantage of this homeostatic reset to
provide a model that is consistent with memory consolidation and therefore for which the information learned during
tonic is not completely forgotten at the transition to burst activity. To this end, we’re going to try to use structural
plasticity to transfer learning and thus avoid losing all the information. Structural plasticity is therefore discussed
at length in the following chapters. From a biological point of view, in Chapter 3 and from a computational point
of view in Chapter 5.
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Figure 2.10 – Homeostatic reset. Evolution of synaptic weight during 2 tonic/burst cycles for 3 correlated
connections (blue) and 3 uncorrelated connections (gray). The tonic phases correspond to learning. Regardless
of learning, all synaptic weights converge to the same point when the activity switches to burst activity. Adapted
from [Jacquerie et al., 2022a]
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Structural plasticity
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Chapter 3

Structural plasticity from a biological point
of view

First of all, before getting to the heart of the matter, it is important to clearly define what is considered structural
plasticity in this thesis. Indeed, in the literature, it is presented under a good number of terms, which sometimes
makes its definition complicated. Here, we consider everything defined in the literature as L-LTP, LTP maintenance
to be part of structural plasticity. On the contrary, everything defined as E-LTP, LTP induction is considered as
simple synaptic plasticity in this thesis and not as structural plasticity. As a reminder, this type of plasticity induces
changes in receptor efficiency as well as the rapid insertion of new receptors directly from the recycling endosome
of dendritic spines. We define structural plasticity as follows:

Structural plasticity: A process that occurs in the hour following the LTP induction, usually based on
protein synthesis, and causes structural changes in spines.

Structural plasticity occurs in different ways, as illustrated in Figure 3.1:

• Firstly, it can manifest through changes in the morphology of the pre-existing spines. Indeed, an increase in
spine head volume with their PSDs and a widening and shortening of the spine neck have been observed upon
induction of LTP. These changes are accompanied by changes in the number and distribution of receptors,
resulting in higher neurotransmitter sensitivity in spines with larger heads. The influx of calcium into the
dendrite will therefore also be affected [Lamprecht and LeDoux, 2004]. (Figure 3.1 i.)

• Next, LTP induced the formation of multiple synapse boutons (MSBs), i.e. several dendritic spines are
in contact with the same presynaptic terminal [Muller et al., 2002, Lamprecht and LeDoux, 2004]. It is
interesting to note that in basal activity (i.e. without LTP induction), most of the MSBs found are formed by
spines from different dendrites. Whereas after LTP induction, MSBs are observed formed by spines belonging
to the same dendrite. This shows that LTP leads to synapse duplication and thus probably to the creation of
new spines [Muller et al., 2002]. (Figure 3.1 ii.)

• Moreover, synaptic rearrangement is one of the most important forms of structural plasticity. It involves the
elimination of synapses in certain locations to allow for the formation of new synapses in other locations. In
other words, there is a constant elimination of some dendritic spines and the formation of others [Butz et al.,
2009]. (Figure 3.1 iii.)

Structural plasticity is crucial for the retention of learning in long-term memory. It enables the stabilization
or consolidation of changes induced in the short term by synaptic plasticity. Indeed, changes in spine morphology
and number could be responsible for converting these short-term changes into lasting changes in synapse structure,
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i. Change in size ii. Formation of MSBs

LTPLTP

NMDAr AMPAr

Neurotransmitters

iii. Formation of new spines

LTP

LTP LTP

Figure 3.1 – Morphological changes in dendritic spines induced by LTP. LTP induces an increase in spine
head volume and a widening and shortening of the spine neck (i.), in the number of MSBs (ii.) and induces the
formation of new dendritic spines (iii.). Inspired from [Lamprecht and LeDoux, 2004, Muller et al., 2002].

connectivity, and function [Lamprecht and LeDoux, 2004, Hering and Sheng, 2001].

3.1 Molecular mechanisms involved in the morphological changes of
dendritic spines

We have seen in Chapter 2 that the structure of dendritic spines is maintained by the actin cytoskeleton. It has been
shown that after LTP induction, the cytoskeleton undergoes a rearrangement that is responsible for morphological
changes in dendritic spines during strucutrelle plasticity [Lamprecht and LeDoux, 2004].

Changes in the actin cytoskeleton are regulated by numerous actin-binding proteins (ABPs). These proteins
play different roles in actin dynamics such as depolymerization and polymerization.

Depolymerisation: process of breaking down the actin cytoskeleton into its individual subunits, called
actin monomers.

Polymerisation: process by which actin monomers assemble to form the actin cytoskeleton.

The main ABPs involved in actin cystoskeleton rearrangement during structural plasticity and their role are
illustrated in Figure 3.2:

• Cofilin will promote actin depolymerization and thus dismantle actin cystoskeleton [Lamprecht and LeDoux,
2004].

• Actin-Related Protein 2/3 (Arp2/3) complex plays an important role in actin rearrangement during structural
plasticity. Indeed, this complex will promote the formation of new actin cystoskeleton [Nakahata and Yasuda,
2018].
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• Epidermal growth factor receptor Pathway Substrate 8 (Eps8) binds to actin cystoskeleton and stabilizes
them [Nakahata and Yasuda, 2018].

i. Depolymerization ii. Polymerization iii. Stabilization

Cofilin Arp2/3

Eps8Actin monomer

Figure 3.2 – Actin cystoskeleton dynamics are regulated by ABPs. i. Actin depolymerization is promoted
by cofilin. ii. Actin polymerization is promoted by Arp2/3. iii. Actin filaments are stabilized by Eps8. Inspired
from [Nakahata and Yasuda, 2018, Lamprecht and LeDoux, 2004].

How will these ABPs be activated?
Similar to LTP induction, CaMKII plays an important role in the activation of these proteins and thus in structural
plasticity [Patterson and Yasuda, 2011]. Indeed, once activated, CaMKII undergoes autophosphorylation which will
activate a whole series of downstream signaling molecules and eventually activate Arp2/3, cofilin and Eps8. First,
CaMKII will activate a series of small Guanosine Triphosphatase (small GTPases) including Rac1, Cdc42, RhoA
and Ras. In turn, these GTPases will activate a series of downstream molecules that will eventually lead to the
rearrangement of the cytoskeleton [Runge et al., 2020, Nakahata and Yasuda, 2018, Costa et al., 2020, Nishiyama
and Yasuda, 2015]. The activation process of these GTPases as well as the activation of their downstream molecules
is described below.

Small GTPases: family of proteins that act as molecular switches to regulate various essential cellular
processes [Pereira-Leal and Seabra, 2000].

3.1.1 Small GTPases

The activation process of small GTPases is illustrated in Figure 3.3.

GTPase GTPase

GEF

GDP GTP

Inactive form Active form

GAP

Figure 3.3 – Regulation of small GTPase activity. GTPases switch from an inactive form bound to GDP to an
active form bound to GTP thanks to GEF. The reverse proccesus is realized thanks to GAP. Inspired from [Song
et al., 2019, Lamprecht and LeDoux, 2004]

When small GTPases are inactive, they are bound to Guanosine diphosphate (GDP), whereas when they are
active, they are bound to Guanosine triphosphate (GTP) [Song et al., 2019, Lamprecht and LeDoux, 2004]. Guanine
Nucleotide Exchange Factor (GEF) promote the exchange of GDP for GTP, activating small GTPases, while GTPase
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Activating Protein (GAP) promote the hydrolysis of GTP to GDP, inactivating small GTPases [Song et al., 2019].
GEF and GAP activity is regulated by CaMKII [Shibata et al., 2021, Hering and Sheng, 2001].

The signaling cascade that follows activation of these small GTPases to modify the actin cytoskeleton is described
below and illustrated in Figure 3.4.

NMDAr AMPAr

Actin cytoskeleton

Actin monomer

CaMKII

Ca

Rac1 Cdc42 RhoA Ras

WAVE PAK WASP ROCK MEK

ERK

Eps8
LIMK

Arp2/3 Cofilin

PSD

LTP

Figure 3.4 – Molecular mechanisms involved in the cytoskeletal rearrangments. Increased calcium in the
spine following LTP induction activates CaMKII. Once activated, CaMKIIs play two major roles in cytoskeletal
rearrangement. First, they detach from actin filaments, which allows them to undergo modifications. Second,
CaMKIIs activate small GTPases (Rac1, Cdc42, RhoA and Ras) and their downstream molecules that activate
modifications in actin filaments. Inspired from [Runge et al., 2020, Nishiyama and Yasuda, 2015, Costa et al.,
2020].

Rac1 On the one hand, this protein will activate WAVE which will, in turn, bind to Arp2/3 and regulate it. This
will promote the formation of new actin filaments. On the other hand, Rac1 will also activate PAK which, in turn,
will activate and regulate the activity of LIMK [Runge et al., 2020, Nakahata and Yasuda, 2018]. In this way, LIMK
can inhibit cofilin and thus block its actin depolymerization effect [Lamprecht and LeDoux, 2004].

Cdc42 Like Rac1, this protein has a double effect on actin dynamics. Indeed, through WASP, Cdc42 regulates
Arp2/3 and thus promotes actin polymerization. Moreover, it also activates PAK and then LIMK which inhibits
cofilin [Runge et al., 2020, Nakahata and Yasuda, 2018].
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RhoA Like Rac1, RhoA will have an impact on LIMK and thus on cofilin activity. Indeed, RhoA will activate
downstream effectors such as Rho-associated protein kinase (ROCK). And once activated, the latter will phospho-
rylate LIMK [Nakahata and Yasuda, 2018].

Ras This protein will activate the MEK/ERK pathway which will then regulate the activity of Eps8. Indeed,
MEK and ERK will be able to phosphorylate Eps8 and thus modify its activity [Nakahata and Yasuda, 2018].

Furthermore, it is important to note that in addition to activating these GTPases, CaMKII plays a second im-
portant role in actin dynamics. Indeed, as also shown in Figure 3.4, CaMKII is initially attached to actin. And once
it has autophosphorylated, CaMKII can detach from actin and the actin filaments can then undergo changes [Runge
et al., 2020].

In summary, CaMKII plays two important roles in the rearrangement of actin filaments that underlies structural
plasticity: it allows actin filaments to undergo modifications by detaching from them and it activates small GTPases
that will modify these filaments.

3.1.2 Remodeling of dendritic spines by extracellular factors

In addition to intracellular regulation of spine structure directed by CaMKII activity, there are also external
factors that control spine remodeling. Among these factors is autocrine Brain-Derived Neurotrophic Factor (BDNF)
signaling [Nakahata and Yasuda, 2018], the effect of which is illustrated in Figure 3.5:
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… … NMDAr AMPAr
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Figure 3.5 – Role of BDNF in cytoskeletal rearrangement. i. BDNF can be released into the extracellular
environment by the activity of the synapse itself (due to calcium influx). ii. BDNF bind to and activate TrkB
receptors. This leads to activation of GTPases Rac1 and Cdc42, resulting in rearrangement of the cytoskeleton.
Inspired from [Fu and Ip, 2017, Hedrick and Yasuda, 2017].

• In addition to being present in the extracellular environment of the synapse, according to [Fu and Ip, 2017],
BDNF may originate directly from the dendritic spines. Indeed, its synthesis and secretion are thought to be
regulated by the activity of the synapse itself, and can therefore be released from dendritic spines during LTP
(following calcium influx). (Figure 3.5 i.)
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• BDNF will then bind to and activate Tyrosine kinase B (TrkB) receptors. These receptors will, in turn,
regulate the activity of the small GTPases Rac1 and Cdc42 and thus regulate the structural reorganization of
spines [Lai and Ip, 2013, Nakahata and Yasuda, 2018]. However, RhoA does not appear to be dependent on
BDNF secretion, so not all GTPases are activated by this signal [Hedrick and Yasuda, 2017]. (Figure 3.5 ii.)

To summarize, the activation of small GTPases that leads to actin filament rearrangement is mediated both
intracellularly through CaMKII activity and also extracellularly through BDNF.

3.2 Protein synthesis and Synaptic-tagging and capture hypothesis

We have seen in Chapter 2 that E-LTP induces the rapid insertion of new receptors, directly from recycling
endosomes. In structural plasticity, new receptors are also introduced but these come from protein synthesis and
their insertion is slower. This process of synthesis and insertion of new receptors is illustrated in Figure 3.6.
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Figure 3.6 – Synthesis and insertion of new receptors. The synthesis of new receptors is triggered by the
activation of the transcription factor cAMP-response binding protein (CREB). This is activated by the CaMKII
and CaMKIV signaling pathways activated by calcium influx. In addition, the cAMP/PKA and MAPK signaling
pathways also regulate CREB activity. Inspired from [Carlezonjr et al., 2005, Saura and Valero, 2011].

Gene transcription in the nucleus is required to induce protein synthesis. The transcription factor cAMP-
response binding protein (CREB) has been shown to be essential for sustained changes in synaptic plasticity [Saura
and Valero, 2011]. It can induce the expression of genes that code for AMPr in particular. Once synthesized,
these receptors will be introduced into the synapse [Jacquerie, 2023]. CREB will be activated by a cascade of
signaling pathways from the dendritic spine to the nucleus induced by calcium influx [Runge et al., 2020]. Indeed,
the increase in calcium will activate CaMKII or CaMKIV which, in turn, will activate CREB. Moreover, CREB
will also be activated by the Protein Kinase A (PKA), which is itself activated by cAMP. In addition, the Mitogen-
Activated Protein Kinase (MAPK) signaling pathway also plays a role in the activation of CREB [Carlezonjr et al.,
2005, Saura and Valero, 2011].

Synaptic-tagging and capture hypothesis (STC)

In the previous sections, we defined E-LTP and L-LTP and their underlying mechanisms. The next question then
arises: what is the process for switching from one to the other?
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One hypothesis recognized in the literature is the Synaptic Tagging and Capture hypothesis (STC). Several
models of structural plasticity rely on STC, as we will see in part II of this thesis. The principles of this hypothesis
are described in Figure 3.7.

i. Tag setting ii. PRP synthesis iii. PRP capture and 
stabilization of the spine
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TAG

CREB
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Figure 3.7 – Synaptic and capture (STC) hypothesis. 1. LTP induction leads to a tag setting. 2. Calcium
influx induces CREB activation and thus the synthesis of plasticity related products (PRP). 3. PRP captured by
synaptic tags. Adapted from [Jacquerie, 2023].

Briefly, the hypothesis assumes that LTP induction results in instantaneous local tagging of the dendrite (Figure
3.7 i.). Then, the synthesis of Plasticity-Related Products (PRP) is triggered by the activation of transcription
factors such as CREB (Figure 3.7 ii.). They are finally "captured" by synaptic tags, which leads to the long-term
stabilization of dendritic spines (Figure 3.7 iii.) [Shivarama Shetty and Sajikumar, 2017, Jacquerie, 2023]
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Chapter 4

Structural plasticity from a modeling point
of view

4.1 Introduction

Modeling structural plasticity is important to help understand the complex mechanisms underlying L-LTP and
the resulting structural changes [Smolen et al., 2006]. Furthermore, it has been shown that the traditional rules
of synaptic plasticity used to model E-LTP are not sufficient to explain long-term memory and information stor-
age [Poirazi and Mel, 2001]. This is not surprising, since L-LTP has been shown to be essential for learning and
memory [Smolen et al., 2006]. To obtain a synaptic plasticity model consistent with memory consolidation, it
appears necessary to incorporate a model of structural plasticity.

There are many different strategies for modeling structural plasticity. [Jacquerie, 2023] proposed a classification
of these into three categories: mathematical models, biophysical models and phenomenological models.

Below, I review these three categories identified by [Jacquerie, 2023], giving examples for each. For each category,
I decided to describe in detail one or two models that I considered to be the most representative of their category.
This will give a concrete idea of how the different models are implemented. Of course, the examples given here are
not exhaustive, and many more can be found in the literature.

4.2 Mathematical models

These models use mathematical and statistical variables to model structural plasticity and are often based on the
activities of pre- and postsynaptic neurons. Their goal is to minimize the involvement of biophysical processes. The
model proposed by [Deger et al., 2012] falls into this category [Jacquerie, 2023]. It is described in more detail below.

4.2.1 Model proposed by [Deger et al., 2012]

[Deger et al., 2012] describes structural plasticity using purely mathematical equations. Moreover, they have ex-
plicitly given their intention to make minimal assumptions about biophysical processes. If we take a look at their
paper, we can see that it is composed of a multitude of equations with a lot of statistics and stochastic. All these
equations will not be described in details but only the foundamental ones in order to understand in a global way
the model they implement.
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Model basics

First, as illustrated in Figure 4.1, the model proposed by [Deger et al., 2012] considers pairs of neurons (a presynaptic
neuron and a postsynaptic neuron) that are each composed of multiple synapses.

Figure 4.1 – Schematic of the synaptic connections between a pair of neurons (pre- and postsynaptic)
in the model proposed by [Deger et al., 2012]. The connection between a pre- and postsynaptic neuron is
made through several synapses. Synapses can be active (in blue, larger), inactive (in orange, smaller), or unrealized.
From [Deger et al., 2012].

Synapses can be in one of three states: active, inactive, or not realized. Active synapses, shown in blue in Figure
4.1, are considered as large dendritic spines. [Deger et al., 2012] considers these to be dendritic spines that contain
AMPA receptors and NMDA receptors. Inactive synapses, on the other hand, are shown in orange and correspond
to small newly formed or recently shrunken synapses. These synapses contain far fewer AMPA receptors. Finally,
unrealized synapses can be considered as non-functional synapses. Here, a non-functional synapse is considered to
be a location where the pre- and postsynaptic neurons are in close proximity but no synaptic contact is formed.
At this location, there is therefore no connection and so no communication between the two neurons. However, in
the future a synaptic contact may form at this location and the non-functional synapse may turn into a functional
synapse. In a way, they are potential locations for functional synapses. A synapse is then considered functional
when it forms a connection between the two neurons, which allows for communization between the neurons.

Basics of structural plasticity

The structural plasticity model proposed by the authors is illustrated in Figure 4.2.
[Deger et al., 2012] considers that a synapse can undergo three forms of structural plasticity: maturation,

shrinkage and pruning. Maturation corresponds to the transition of the synapse from an inactive to an active
state and thus to an enlargement of the dendritic spine. Shrinkage, on the other hand, corresponds to the opposite
process and thus to the transition from an active to an inactive state. The pruning corresponds to the passage
from the inactive state to the unrealized state and thus in a way to the elimination of a synapse. Each of these
structural changes occurs at its own rate: λm is the rate of maturation, λs is the rate of shrinkage and λp is the rate
of pruning. It is important to note that these structural changes depend on the activity of the neurons. Indeed, the
dynamics of these changes rely on the spike times of pre- and postsynaptic neurons.

In addition to this structural plasticity, [Deger et al., 2012] includes in their model intrinsic fluctuations in
synapse configuration that also each occur with their own rate. Indeed, they consider that new synapses can be
created with a rate λc or eliminated with a rate λi. Synapses can grow or shrink with a rate λi.

Moreover, [Deger et al., 2012] consider that there is number N of synapses between a presynaptic neuron and a
postsynaptic neuron (whether inactive, active or not realized). The variables x, y, and z represent the number of
synapses in the active, inactive, and unrealized states, respectively.
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Figure 4.2 – State diagram of the structural plasticity model prosposed by [Deger et al., 2012]. A
synapse can undergo 3 forms of structural plasticity: maturation, which takes it from an inactive to an active state
with a rate λm; shrinkage, which takes it from an active to an inactive state with a rate λs; and pruning, which takes
it from an inactive to an unrealized state with a rate λp. These structural changes are dependent on the activity
of pre- and postsynaptic neurons. The transition from one state to the other is also done by intrinsic fluctuations:
from inactive to non-realized state with a rate λi and from inactive to active state and vice versa with the same
rate λi. In addition, synapse creation (transition from non-realized to inactive state) with a rate λc. The number
of occupancy of the three states, active, inactive, unrealized, is represented by x, y and z, respectively. Adapted
from [Deger et al., 2012].

How are these processes transformed into mathematics?

Model equations

[Deger et al., 2012] decides to base structural plasticity on the synaptic correlation trace formed at each synapse.
As the name suggests, the correlation trace represents the correlation between pre- and postsynaptic spike times
and is based on a phenomenological model. In other words, if the presynaptic neuron spikes a little bit before the
postsynaptic neuron, the correlation trace is increased. In this case, the event is called causal. In the opposite case,
if the presynaptic neuron spikes a little after the postsynaptic neuron, the trace is decreased. This event is called
anti-causal. In their model, [Deger et al., 2012] assumes that the values of the correlation trace of each synapse
follow a normal distribution. Moreover, this distribution depends on the number of active synapses (x). Indeed,
these active synapses contribute to the activity of the postsynaptic neuron, so the authors added this dependence.

Assuming that structural plasticity is a slow phenomenon relative to neuronal activity and is triggered when
the correlation trace reaches a θ threshold, [Deger et al., 2012] proposes that rates of structural change follow the
following law:

λk(x) =

{
|α|e−(θ−µ(x))2/σ2

if α(θ − µ(x)) > 0

|α| else
(4.1)

where k = {m, s, p} depending on the type of structural change considered (maturation, shrinkage or pruning).
Parameters θ, α and σ are also specific to the type of structural change and thus differ in value from one type to
another. µ(x) and σ are parameters of the synaptic correlation trace: the mean and the variance respectively. Here
we see that the mean of the correlation trace depends on x since, as said before, it depends on the number of active
synapses. α scales the rates of change, that is, it determines the value to which these rates will converge. Indeed,
the cellular machinery of biological systems has limits and will not be able to respond to rates that exceed its limits.
This is why it is important to introduce a maximum rate of convergence and [Deger et al., 2012] does so by means
of the α variable.
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The rates of structural change, defined by
equation 4.1, evolve as a function of the cor-
relation trace and therefore as a function of
the activity of the neurons following the curve
illustrated in Figure 4.3.
When the sign of alpha is positive (solid curve
on the figure), the rate of structural changes
(λ) approaches the saturation plateau (the
maximum rate) when µ(x) increases. On the
contrary, when the sign of alpha is negative
(dashed curve), λ moves away from the plateau
with the increase of µ(x).

Figure 4.3 – Shape of the evolution of structural change rates
as a function of the synaptic correlation trace. µ is the average
value of the correlation trace. The solid curve represents the case
where α is positive while the dashed curve represents the case where
α is negative. The absolute value of α defines the λ scale. θ is the
threshold of the saturation plateau. Curves drawn from equation 4.1.
From [Deger et al., 2012].

In the model just described, we see that individual synapses can change continuously. However, the overall state
of the connection between the pre- and postsynaptic neuron (i.e. the number of active synapses (x), the number
of inactive synapses (y) and the number of unrealized synapses (z) that exist between the two neurons) evolves
towards a stable state.

Given that there is a number N of synapses between two neurons of which x are active, y inactive and z not
realized, at any time x+ y + z = N . [Deger et al., 2012] were therefore able to state that the state of a connection
between two neurons can be defined by the combination of the number of active and inactive synapses (x, y). They
then defined that the probability px,y of a connection to be in state (x, y) evolves as follows:

d

dt
p(x,y) = −p(x,y) [(x+ 2y)λi + (N − x− y)λc + xλs(x) + yλp(x) + yλm(x)]

+ (x+ 1)p(x+1,y−1) [λs(x+ 1) + λi]

+ (y + 1)p(x,y+1) [λp(x) + λi]

+ (y + 1)p(x−1,y+1) [λm(x− 1) + λi]

+ (N − x− y + 1)p(x,y−1)λc

(4.2)

The first term of the equation represents the rate at which the (x, y) state evolves to other states through different
transitions. In other words it describes the rate at which the system leaves this state to reach a new one. The
second, third, and fourth terms of the equation, meanwhile, represent all possible ways to reach the (x, y) state from
other states by shrinking, pruning, or maturation, respectively. Finally, the last term takes into account transitions
resulting from the creation of inactive synapses and thus due to intrinsic fluctuations.

The model proposed by [Deger et al., 2012] is therefore based on equation 4.2. From this equation, they will
derive a whole series of equations that give for example the configuration of the stable state of the connection or
the lifetime of a connection. However, we are not going to go into details in these equations because the goal here
was to understand the foundations of the model.

Model summary

The model introduced by [Deger et al., 2012] is based on the fact that at each synapse a correlation trace is formed
based on the spikes of pre- and postsynaptic neurons. The structural plasticity model is then defined based on this
correlation trace. Indeed, the rates of structural change are based on the average value of this correlation trace.
Moreover, each synapse can be in one of three states: active, inactive, and unrealized. Finally, the model also
includes the intrinsic fluctuations of the synapse configuration. This model is illustrated in Figure 4.4.

30



Vpre

Vpost

Correlation 
trace 

Rate of structural changes 

Ra
te
	(𝜆
	)

Neuronal activity

Mean value of the 
correlation trace

Possible states of a synapse 

Inactive ActiveUnrealized

𝜆 𝜆

Figure 4.4 – Diagram of the model proposed by [Deger et al., 2012]. From the pre- and postsynaptic
neuronal activity, a correlation trace is formed. The rates of structural change and thus the structural plasticity is
then directed by this correlation trace. Inspired from [Deger et al., 2012].

The model proposed by [Deger et al., 2012] has been verified with experimental data and is capable of representing
the state of the synapses in a correct way. However, the model has several limitations. In particular, it assumes
that synapses between different pairs of neurons are independent of each other, which is not quite the case in reality.
A major advantage of this model is that it does not require detailed knowledge of the bio-molecular mechanisms
underlying structural plasticity. However, it does require a lot of mathematical equations, which can make it difficult
to understand.

4.2.2 Others mathematical models

Among the mathematical models, we can also find those of [Helias, 2008] and [Zheng et al., 2013] [Jacquerie, 2023].

The model proposed by [Helias, 2008] is based on many probabilities and like the model proposed by [Deger
et al., 2012], relies on detecting the correlation between pre- and postsynaptic activity. For the detection of the
correlation, it is based on the calcium influx mediated by NMDA receptors and resulting from the activation of
neurons. The model describes the mechanisms by which synapses are formed and eliminated. To do so, it is based
on the dynamics of each individual synapse.

As for the model proposed by [Zheng et al., 2013], it combines several different forms of plasticity including
structural plasticity. In their paper, this plasticity models the creation of new synapses that occurs continuously.
This creation is done with a probability p=0.1 and the new synapse is created randomly between two neurons not
yet connected to each other.
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4.3 Biophysical models

Unlike the first approach, this approach focuses on the biochemical processes that lead to structural plasticity.
Indeed, the modeling, in this case, is based on the signaling cascade between the calcium influx and the morphological
changes of the synapses. A typical article that utilizes this approach is the one by [Smolen et al., 2006], which is
described in more details below [Jacquerie, 2023].

4.3.1 Model proposed by [Smolen et al., 2006]

The model proposed by [Smolen et al., 2006] is based on the molecular processes involved in structural plasticity,
which the authors consider as the key processes of structural plasticity. Specifically, the model consists of several
differential equations representing the dynamics of various protein kinases. It incorporates the PKA, MAPK and
CaMII and CaMKIV.

It is important to note that the model here does not take into account all the signaling pathways involved in
structural plasticity and only focuses on a portion. They explicitly state in their article that they do not consider,
for example, the pathways involved in E-LTP.

Biophysical model

The cascade of biochemical reactions that [Smolen et al., 2006] propose in their model are those shown in Figure
4.5 and are described in detail in their paper.

Figure 4.5 – Scheme of the model proposed by [Smolen et al., 2006]. The model is based on cascades of
biochemical processes essential in L-LTP. It translates an electrical stimulus into a change in synaptic weight (w)
through the activation of a series of kinases. From [Smolen et al., 2006].

In all, they use 23 ordinary differential equations to implement this model. The goal of the model is to transform
electrical stimuli into changes in synaptic weight w. In summary, the biochemical cascades occurring between
stimulus induction and change of w can be described as follows:

• First, induction of the electrical stimulus results in an increase in Ca and cAMP and activation of Raf.
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• A series of protein kinases are then activated: CaMKII and CaMKK (which activates CaMKIV) are activated
by Ca; the MAPK cascade is activated by Raf; PKA is activated by cAMP.

• Tag-1, Tag-2, Tag-3 as well as TF-1 and TF-2 are then phosphorylated by protein kinases.

• A synaptic TAG is formed by Tag-1, Tag-2 and Tag-3. Furthermore, the induction of a gene product
(GPROD), i.e. resulting from the expression of a gene [Mark Lefers, 2004], is induced by the phosphory-
lation of TF-1 and TF-2.

• Finally, the combination of the synaptic tag (TAG) with the gene product (GPROD) results in a change in
synaptic weight (w).

Model equations

The equations governing the activation of the different protein kinases are of the following form:

d[x]

dt
= k1f([y])− k2g([x]) (4.3)

where x is the protein under consideration, y encompasses the molecules that influence the activation of the protein
under consideration and k1 and k2 are kinetic constants.
As an example, the equation describing the dynamics of CaMKII is the following:

d[CaMKII]

dt
= kact1

[Ca]4

[Ca]4 +K4
− kdeact1[CaMKII]

in which, kact1, kdeact1 and K are rate constants. In this equation, as in the model diagram shown in Figure 4.5,
CaMKII is activated by calcium. The principle is therefore the same for the equations governing the dynamics of
other proteins.

The dynamics of the three substrates Tag-1, Tag-2 and Tag-3 as well as the transcription factors TF-1 and TF-2
are described by an equation of the type:

d(x)

dt
= [y]k1(1− x)− k2x (4.4)

where x corresponds to Tag-1, Tag-2, Tag-3, TF-1 or TF-2 and y the kinase that regulates the activity of the
substrate or factor considered. k1 and k2 are rate constants.

The amount of synaptic TAG is simply the product of the Tag-1, Tag-2 and Tag-3 kinase substrates. GPROD
activity, on the other hand, is a function of TF-1 and TF-2 and GPROD itself.

This brings us to what we are most interested in: the change in synaptic weight w. This is proportional to the
product of the synaptic TAG with the gene product level (GPROD). However, a saturation mechanism is added to
limit the increase of w. This mechanism is added using a precursor molecume P defined so that P decreases as w

increases. The equation governing the change of w is then the following:

dw

dt
= kw(TAG)[GPROD]

[P ]

[P ] +KP
− w

τw
(4.5)

where Kp and τw are the rate and time constants for synaptic weight changes, respectively.
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Model simulations

Concretely, what does this model proposed by [Smolen et al., 2006] give when it is simulated?

First, to induce an L-LTP, [Smolen et al., 2006] induces 3 tetanic stimuli (continuous high frequency stimulation:
1 second at 100 Hz) spaced 5 minutes apart. Each tetanus causes an increase in Ca for 3 seconds, Raf rate constant
for 1 minute, and cAMP for 1 minute. Thanks to these increases, the cascade of molecular processes in Figure 4.5
may have been triggered.

i. Evolution of protein concentrations ii. Evolution of the synaptic weight and of the P molecule 

Figure 4.6 – Results of the model proposed by [Smolen et al., 2006] i. Changes in levels of active CaMKII,
active CaMKIV, and active Raf during and after three simulated tetanic stimuli that allow induction of L-LTP. ii.
Changes in the synaptic weight (w) and changes in the level of P protein. Adapted from [Smolen et al., 2006].

In Figure 4.6 i., we see the evolution of the concentration of CaMKII, CaMKIV and Raf. The three peaks of
increase in protein concentration due to the three induced tetanus are clearly visible. Furthermore, after tetany, the
times during which the proteins remain active correspond to the data. Indeed, for example, we see in the Figure
that CaMKIV remains active for about 45 min, which is similar to the data.

Concerning the evolution of the synaptic weight, it is visible in Figure 4.6 i. and we can see that it increases
during the induction of L-LTP. Moreover, around 2 hours, w stops increasing and therefore it is the end of the
L-LTP induction. This result is consistent with the data since the induction of L-LTP by the BDNF signaling
pathway (a signaling pathway external to those of E-LTP induction) also requires 2 hours. Moreover, the amplitude
of the increase is also similar to what was observed experimentally. Concerning the evolution of P molecule, as ex-
pected, its concentration decreases as w increases. This allows w to be limited when prolonged stimuli are induced.
Indeed, according to Smolen, the simulation of 4 tetanics generates an increase of 174% of w while a simulation of
10 tetanics causes an increase of w only slightly higher, of 186%.

Model summary

To summarize, the model proposed by [Smolen et al., 2006] is schematically illustrated in Figure 4.7.
The results of the model proposed by [Smolen et al., 2006] were consistent with the experimental data and

observations. This is a good indicator of the accuracy of the model. Although the model represents well the
important kinase dynamics essential for L-LTP, not all important biochemical pathways involved are present. Indeed,
E-LTP-dependent signaling pathways are for example not taken into account in the model. However, the model
remains flexible to the integration of new pathways. The strength of this type of model is that it allows us to clarify
the roles of biochemical pathways . Moreover, it allows to understand and interpret some effects of manipulations
that affect L-LTP. Indeed, through this model, we can for example understand the effect of inhibiting a certain
kinase. On the contrary, a big disadvantage of this type of model is that it consists of a large cascade of events,
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Figure 4.7 – Diagram of the model proposed by [Smolen et al., 2006] The model is based on the cascade of
reactions that are triggered by an L-LTP. The dynamics of the molecules involved in this cascade is then described by
equations. The change of the synaptic weight depends on all the dynamics of the molecules. Inspired from [Smolen
et al., 2006].

which can make the implementation difficult. Indeed, the evolution of the synaptic weight (defined by equation 4.5)
depends on about twenty other equations, which is a lot.

4.3.2 Others biophysical models

[Smolen et al., 2020] and [Amano et al., 2022] have also proposed models that can be categorized as biophysical
models [Jacquerie, 2023].

The model proposed by [Smolen et al., 2020] is based on the same principle as the one of [Smolen et al., 2006].
Indeed, the model also describes the dynamics of kinases involved in L-LTP. However, it is simplified compared
to the [Smolen et al., 2006] model and the cascade of reactions leading to a change in synaptic weight differs.
For example, PKMζ is modeled in this model whereas it was not in the previous one. Here, the model proposed
by [Smolen et al., 2020] includes and focuses on positive feedback loops.

The model proposed by [Amano et al., 2022] is slightly different from the previous two. Indeed, it models the
structural plasticity by the dynamics of the spine head volume. The volume of the spine head, which depends on
the actin remodeling due to the activation of the Ca2+ cascade, drives the synaptic force. The model is schematized
in Figure 4.8 and is described by 8 differential equations, each of them modeling the dynamics of a model variable.

Figure 4.8 – Diagram of the model proposed by [Amano et al., 2022] The synaptic force W is directed by
the volume of spines and depends in particular on the Ca2+ cascade and protein synthesis. The arrows represent
the dependencies between the different variables in the model From [Amano et al., 2022].
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4.4 Phenomenological models

This approach is situated between the two previous approaches, i.e. between the mathematical and biophysical
approaches. In other words, structural plasticity is modeled by equations describing biochemical signaling cascades
but in a simplified way. The models proposed by [Fauth and van Rossum, 2019] and [Zenke et al., 2015] belong to
this category [Jacquerie, 2023].

4.4.1 Model proposed by [Fauth and van Rossum, 2019]

To study information storage in neurons, [Fauth and van Rossum, 2019] uses a neural network model that includes
both synaptic and structural plasticity. Synaptic plasticity occurs through changes in synaptic weight between
neurons and structural plasticity occurs through the creation and deletion of synapses.

Model basics

The Figure 4.9 i. illustrates the considered neuronal model. It assumes an all-to-all potential connectivity, meaning
that each neuron can potentially communicate with all other neurons in the network. Moreover, [Fauth and van
Rossum, 2019] considers that a presynaptic neuron j connects to a postsynaptic neuron i through multiple synapses.
It considers a maximum number Smax of synapses for a neuron pair. Notably, some synapses may be non-functional
(dashed synapses in the Figure), while others are functional (solid synapses). For instance, in Figure 4.9 i., four
synapses are formed, but there could be a maximum of Smax = 7 synapses if they were all functional. Each synapse
formed is characterized by a synaptic weight wij that evolves according to traditional Hebbian plasticity rules.

i. Neuronal model ii. Structural plasticity model

Figure 4.9 – Scheme of the model proposed by [Fauth and van Rossum, 2019]. i. A neuron j connects to a
neuron i through Smax synaptic connections (here Smax = 7). Dashed synapses represent non-functional synapses
while solid synapses are functional synapses. Each formed synaptic connection k is characterized by a synaptic
weight wij,k. ii. Non-functional synapses (dashed) transforming into functional synapses with a rate b. Functional
synapses are eliminated with a probability b dependent on the synaptic weight wij,k of the synapse. From [Fauth
and van Rossum, 2019].

Structural plasticity

Concerning structural plasticity, [Fauth and van Rossum, 2019] proposes the model shown in Figure 4.9 ii.. Non-
functional synapses are continuously converted to functional synapses with a constant rate b = 1/day. When these
new synapses are formed, they are initialized with a low synaptic weight, i.e. w0 = 0.001. This synaptic weight
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then evolves according to the traditional rules of synaptic plasticity. Moreover, at the same time as this process of
creation of new synapses, functional synapses will be eliminated with a certain probability.

The probability of elimination of a synapse is dependent on its synaptic weight and is given by equation :

d(wij,k) = d1 +
d0 − d1

1 + e(−β(woff−wij,k))
(4.6)

where d1 = 0.03/day, d0 = 24/day, woff = 0.35wmax and β = 20. d1 represents the probability of elimination when
the synaptic weight is maximal, i.e. when wij,k = 0.7, whereas d0 represents this probability when the synaptic
weight is minimal, i.e. wij,k = 0.

In order to have a simpler understanding of the evolution of this synapse elimination probability, equation 4.6
is plotted in Figure 4.10.

Figure 4.10 – Evolution of the elimination rate of functional synapses as a function of their synaptic
weight. When the synaptic weight is zero, the rate of synapse removal is 24 per day. When the synaptic weight
is maximal ( [Fauth and van Rossum, 2019] defined the maximum synaptic weight as 0.7), the rate of synapse
elimination is very low. Plot drawn from equation 4.6 with the parameters of the article.

When the synaptic weight is large, the probability of synapse elimination is low, whereas when the synaptic
weight is low, this probability is higher. This ensures that larger synapses are more stable than smaller ones and
therefore are less easily eliminated.

Synaptic weight evolution

In [Fauth and van Rossum, 2019], the evolution of synaptic weight follows a Hebbian plasticity rule and is described
as follows:

dwij,k

dt
=


−∆decaywij,k if νi < 0.5 and νj < 0.5

+∆LTP (wmax − wij,k) if νi < 0.5 and νj < 0.5

−∆LTDwij,k otherwise

where ∆decay = (2days)−1, ∆LTP = 0.1s−1 and ∆LTD = 0.01s−1, νj and νi are the firing rate of the pre- and
postsynaptic neuron, respectively. When both pre- and postsynaptic neurons are highly active, there is LTP and
thus synaptic weight increases. When only one of the two neurons is active, there is LTD and thus the synaptic
weight decreases. In addition, there is also a decrease in synaptic weight when both neurons have low activity.

Model results

Within assemblies, there is continuous creation and withdrawal of synapses so that in one day about 10% of the
synapse population is changed. However, [Fauth and van Rossum, 2019] showed that, immediately after learning,
the creation of new synapses increases sharply while the removal of synapses remains low. Then, the creation of new
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synapses gradually decreases over the days after learning and falls back to the same level as synapse elimination.
However, the net result of simultaneous creation and elimination results in more synapses being stabilized than
deleted. Learning therefore results in a net increase in the number of synapses. These results are shown in Figure
4.11.

Assemblies Groups of neurons that are connected to each other through synaptic connections, usually as
a result of a learning process. They activate in a synchronized and coordinated way in the brain. The
assemblies of neurons could represent the physical basis of memories [Holtmaat and Caroni, 2016].

i. ii. 

Figure 4.11 – Structural plasticity after learning. i. Creation (in red) and elimination (in blue) of synapses
compared to the synapses present on the previous day. There is a strong creation of new synapses just after learning
while the elimination remains quite low. ii. Sketch of the structural changes after learning. Some synapses are
eliminated (-) while new ones are created (+) but the net result is an increase in the number of synapses after
learning. From [Fauth and van Rossum, 2019].

In addition, [Fauth and van Rossum, 2019] showed in their paper some interesting results that deserve to be
briefly discussed as they will be useful for part III of this master thesis. Indeed, they showed in particular that rest
phases were crucial for the maintenance of memory. Moreover, they have shown that in the absence of structural
plasticity, the maintenance of memories is more difficult or impossible. Indeed, as shown in the results of Figure 4.12
i., when the phase is only sensory, within an assembly, without rest phases, the synaptic weight drops as well as the
number of synapses. It is logical that the number of synapses falls since the rate of synapse elimination is faster for
small synaptic weights (see Figure 4.10). On the contrary, when sensory phases are alternated with resting phases
(Figure 4.12 ii.), we see that the synaptic weight is preserved and that the number of synapses increases within
the assembly. Under the same conditions (alternating sensory and resting phases) but in the absence of structural
plasticity (Figure 4.12 iii.), memory maintenance is more difficult. Indeed, we see that the synaptic weight drops
after a certain time. In fact, it drops off the moment there is a longer period without a rest phase. In this figure,
the number of synapses remains constant since there is no structural plasticity. It will therefore be important to
consider resting phases and structural plasticity in the computational study.

Sensory phase In [Fauth and van Rossum, 2019], during this phase, the neurons receive permanent
information and therefore rapidly changing stimuli.

Rest phase The neurons do not receive any external stimulation but reactivate spontaneously [Fauth and
van Rossum, 2019].
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Sensory phase 

Rest phase 

i. ii. 

iii. 

Figure 4.12 – Evolution of synaptic weight and number of synapses in different cases. i. Without rest
phases, the synaptic weight and the number of synapses decrease (within an assembly). ii. When sensory and rest
phases alternate, the synaptic weight is maintained and the number of synapses increases (within an assembly).
iii. Without structural plasticity, the synaptic weight drops after a certain point. Adapted from [Fauth and van
Rossum, 2019].

To conclude, the model proposed by [Fauth and van Rossum, 2019], which incorporates synaptic and structural
plasticity, has been demonstrated to be effective in managing long-term memory. Indeed, on the one hand, it allows
to consolidate and reinforce memories by regulating upwards the connectivity within the memory representations.
And on the other hand, it allows neurons to remain sensitive to future learning by decreasing synaptic weights and
the number of synapses in the rest of the network.

4.4.2 Model proposed by [Zenke et al., 2015]

[Zenke et al., 2015] suggest that the induction of synaptic plasticity must be distinguished from synaptic consoli-
dation and maintenance. This is consistent with the synaptic and structural plasticity proposed by [Lamprecht and
LeDoux, 2004] as discussed in the first part of this master thesis.

To this end, [Zenke et al., 2015] proposes a model of plasticity considering several forms of plasticity on different
time scales.

Synaptic plasticity

First, on a small time scale (seconds time scale), they model the induction of plasticity by a combination of
traditional Hebbian plasticity rules with heterosynaptic plasticity. [Zenke et al., 2015] then schematically describe
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the change in synaptic weight between a presynaptic neuron j and postsynaptic i by the following equation:

∆wij(t) = A× (pre)j × (post)2i −B × (pre)j × (post)i︸ ︷︷ ︸
Hebbian plasticity

−β(wij − w̃ij(t))× (post)4i︸ ︷︷ ︸
Heterosynaptic

+ δ(pre)j︸ ︷︷ ︸
Transmitter−induced

. (4.7)

In this equation, A and B represent the rates of LTP and LTD, respectively; β and δ are the strength of het-
erosynaptic and transmitter-induced plasticity. (pre)j and (post)i refer to presynaptic and postsynaptic activity
(spikes of neurons), respectively. Finally, wij is the current synaptic weight and w̃ij is what they call the reference
weight, which corresponds to the state of the synapse. The state of the synapse can be seen as the size of the
synapse so for example if the synapse has a low reference weight, it could mean that it is a small synapse. On the
contrary, if its reference weight is high, we can see the synapse as a large synapse.

Structural plasticity

[Zenke et al., 2015] introduces slow plasticity into this fast plasticity described by equation 4.7. Indeed, they
consider that the consolidation of plasticity is reflected by a change in the reference synaptic weight w̃ij . This
change occurs on a longer time scale (hour time scale) than the change in synaptic weight and is directed by the
following equation:

τ cons
d

dt
w̃ij(t) = wij − w̃ij − Pw̃ij(t)

(
wP

2
− w̃ij(t)

)(
wP − w̃ij(t)

)
(4.8)

where τ cons is the consolidation time constant (set to 20 minutes in the paper), which characterizes the rate of
convergence of w̃ij to a stable equilibrium point. P and wP are fixed parameters.
[Zenke et al., 2015] say that the evolution of w̃ij(t) is therefore directed by the difference between the current
synaptic weight wij and the current reference weight w̃ij . This difference can therefore be seen as a fixed parameter
in this equation and if it is zero, it gives

τ cons
d

dt
w̃ij(t) = −Pw̃ij(t)

(
wP

2
− w̃ij(t)

)(
wP − w̃ij(t)

)
, (4.9)

which corresponds to the curve in Figure 4.13.
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Figure 4.13 – Evolution of the reference weight w̃ij(t) when the difference (wij − w̃ij) is zero. Plot drawn
from equation 4.9. The filled points represent the stable equilibrium points and the unfilled point is the unstable
equilibrium point.
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The graph intercepts the x-axis at three points, which correspond to the equilibrium points, thus the points
towards which w̃ij(t) will potentially converge. The slope of the curve at the equilibrium points w̃ij(t) = 0 and
w̃ij(t) = 0.5 is negative, so these are stable equilibrium points. The slope of the curve at the point w̃ij(t) = 0.25 is
positive, so it is an unstable point.

In summary, when the difference between the current synaptic weight wij and the current reference weight w̃ij

is zero (in this case, wij = w̃ij), w̃ij(t) will converge to one of the two stable points, either to 0 or to 0.5. The
bifurcation diagram of the dynamics of the reference weight w̃ij(t) is available in Appendix B.1. It shows that
when wij is larger than w̃ij , the equilibrium points of w̃ij increase. This can be interpreted as follows: if neurons
learn information, the wij of the synapse will increase, and wij will then be greater than w̃ij . Since, in this case,
its equilibrium points are increased, w̃ij will converge to a larger value and the internal state of the synapse will
increase. Learning therefore results in an increase in synapse size.

Note that in addition to the consolidation of plasticity that takes place through slow changes in the reference
weight w̃ij , [Zenke et al., 2015] introduces homeostatic plasticity that also takes place on a larger time scale. He
does this by making the rate of LTD (the B parameter in equation 4.7) depend on time.

Model summary

To summarize, the model proposed by [Zenke et al., 2015] introduces several mechanisms of synaptic plasticity on
several time scales. Indeed, they take into account traditional Hebbian plasticity combined with heterosyanatic
plasticity as well as homeostatic plasticity (definition in Appendix B.2 and consolidation. The evolution of the
synaptic weight wij(t) therefore takes into account all these forms of plasticity and is a function of the reference
synaptic weight w̃ij(t). The latter evolves as a function of the current (wij − w̃ij) difference but much more slowly
than the synaptic weight. In a simplified way, we can write:

d

dt
wij(t) = f [(pre)j , (post)i, w̃ij(t)] (4.10)

and
d

dt
w̃ij(t) = g [(wij − w̃ij)] (4.11)

where (pre)j and (post)i refer to presynaptic and postsynaptic activity, respectively.

This model has been shown to allow for the stable formation and retrieval of memories. The blocking of one or
the other form of plasticity of the model prevents the proper functioning of the long-term memory. This highlights
the importance of considering different forms of plasticity, and that traditional models of synaptic plasticity, alone,
are not sufficient to explain long-term memory.

4.4.3 Others phenomenological models

There are many other models that can be classified in this category. A large group of these are that model the
Synaptic Tagging and Capture (STC) hypothesis (which was defined in Part I of this thesis). One such example
is the model proposed by [Lehr et al., 2022] [Jacquerie, 2023], in which the total synaptic weight consists of two
contributions. Indeed, the first contribution is the early phase plasticity, which is based on calcium. The second
contribution is late phase plasticity, which is based on STC and depends on neuromodulation. The model proposed
by [Luboeinski and Tetzlaff, 2021] is also based on this same principle. The model proposed by [Li et al., 2016] is
also based on a similar principle. In this model, late-phase plasticity depends on protein synthesis and synaptic
tagging processes. Each of these two processes depends on a respective triggering threshold which in turn depends
on early plasticity.
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4.5 Conclusions

There is a wide variety of models of structural plasticity, and those we have mentioned are only a fraction of those
present in the scientific literature. In fact, it is difficult to define a universal method used by these models, as they
often differ significantly from each other. The only common element to all models is that structural plasticity is
modeled on a slow time scale.

Nevertheless, it is possible to identify 3 main strategies adopted by these models, as suggested by [Jacquerie,
2023].

Mathematical models, like those of [Deger et al., 2012], [Helias, 2008] and [Zheng et al., 2013], rely on a lot
of equations and statistics to describe structural plasticity. Moreover, they try to involve as few assumptions as
possible concerning the underlying biophysical processes of structural plasticity.

Biological models, such as those in [Smolen et al., 2006], [Smolen et al., 2020] and [Amano et al., 2022], are based
entirely on the biological processes involved in structural plasticity. Indeed, they describe structural plasticity
through the dynamics of the biochemical reaction cascades that underlie it.

Phenomenological models, as proposed by [Fauth and van Rossum, 2019] and [Zenke et al., 2015], are in between
the two previous types of model. They are based on the biological processes of structural plasticity, but in a sim-
plified way to govern the model equations. Some, like [Lehr et al., 2022], [Luboeinski and Tetzlaff, 2021] and [Li
et al., 2016], are based on the Synaptic Tagging and Capture hypothesis.

Each model has its own advantages and disadvantages. However, in general, we can say that the big advantage
of mathematical models is that they do not require detailed knowledge of the bio-molecular mechanisms involved
in structural plasticity. This is a big advantage since there is still a lack of knowledge on this subject. However,
mathematical models are composed of many equations, sometimes very complex to understand. Concerning the
biophysical models, in a global way, they have the advantage to provide a good understanding of the mechanisms
underlying structural plasticity. However, since these models describe the dynamics of each molecule involved, they
are often described by a large number of equations, which can make the implementation slow. Finally, concerning the
phenomenological models, which are between the two previous models, it is difficult to give their general advantage
or disadvantage since the models are very different from each other.
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Chap 4 : a review of structural plasticity models

Mathematical models

Use many equations and statistics to describe structural plasticity. 

[Deger et al., 2012] [Helias, 2008] [Zheng et al., 2013]

Ex. Possible states of a synapse 
Inactive

ActiveUnrealized

𝜆 !,
𝜆 ",
𝜆 #

𝜆$ , 𝜆% , 𝜆#

approaches the saturation plateau (the maximum rate) when µ(x) increases. On the contrary, when
the sign of alpha is negative (dashed curve), � moves away from the plateau with the increase of µ(x).

In the model just described, we see that individual synapses can change continuously. However,
the overall state of the connection between the pre- and postsynaptic neuron (i.e. the number of active
synapses (x), the number of inactive synapses (y) and the number of unrealized synapses (z) that exist
between the two neurons) evolves towards a stable state.
Given that there is a number N of synapses between two neurons of which x are active, y inactive and
z not realized, at any time x + y + z = N . [Deger et al., 2012] were therefore able to state that the
state of a connection between two neurons can be defined by the combination of the number of active
and inactive synapses (x, y). They then defined that the probability px,y of a connection to be in state
(x, y) evolves as follows:

d

dt
p(x,y) = �p(x,y) [(x + 2y)�i + (N � x � y)�c + x�s(x) + y�p(x) + y�m(x)]

+ (x + 1)p(x+1,y�1) [�s(x + 1) + �i]

+ (y + 1)p(x,y+1) [�p(x) + �i]

+ (y + 1)p(x�1,y+1) [�m(x � 1) + �i]

+ (N � x � y + 1)p(x,y�1)�c

(4.2)

The first term of the equation represents the rate at which the (x, y) state evolves to other states
through different transitions. In other words it describes the rate at which the system leaves this state
to reach a new one. The second, third, and fourth terms of the equation, meanwhile, represent all pos-
sible ways to reach the (x, y) state from other states by shrinking, pruning, or maturation, respectively.
Finally, the last term takes into account transitions resulting from the creation of inactive synapses
and thus due to intrinsic fluctuations.

The model proposed by [Deger et al., 2012] is therefore based on equation 4.2. From this equation,
they will derive a whole series of equations that give for example the configuration of the stable state
of the connection or the lifetime of a connection. However, we are not going to go into details in these
equations because the goal here was to understand the foundations of the model.

Model summary

To summarize, the model introduced by [Deger et al., 2012] is based on the fact that at each synapse
a correlation trace is formed based on the spikes of pre- and postsynaptic neurons. The structural
plasticity model is then defined based on this correlation trace. Indeed, the rates of structural change
are based on the average value of this correlation trace. Moreover, each synapse can be in one of three
states: active, inactive, and unrealized. Finally, the model also includes the intrinsic fluctuations of
the synapse configuration. This model is illustrated in Figure 4.5.
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Do not require detailed knowledge of biomolecular mechanisms
Sometimes difficult to understand 

Biological models [Smolen et al., 2012] [Smolen et al., 2012] [Amano et al., 2022]
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Provide a good understanding of structural plasticity mechanisms 
Difficult to implement

[Fauth and van Rossum, 2019] [Zenke et al.,2015]
[Lehr et al., 2015] [Luboeinski and Tetzlaff, 2021] [Li et al., 2016]Phenomenological models 

Use simplified biological processes to govern the model equations. 

Ex. 

Ex. 
Creation of a new synapse

Constant rate b

Elimination of the synapse

Probability 𝑑(𝑤!",$)

Moreover, [Fauth and van Rossum, 2019] considers that a presynaptic neuron j connects to a postsy-
naptic neuron ithrough multiple synapses. It considers a maximum number Smax of synapses for a
neuron pair. Notably, some synapses may be non-functional (dashed synapses in the Figure), while
others are functional (solid synapses). For instance, in Figure 4.10, four synapses are formed, but
there could be a maximum of Smax = 7 synapses if they were all functional. Each synapse formed is
characterized by a synaptic weight wij that evolves according to traditional Hebbian plasticity rules.

Figure 4.10 – Scheme of the model proposed by [Fauth and van Rossum, 2019]. A neuron j
connects to a neuron i through Smax synaptic connections (here Smax = 7). Dashed synapses represent
non-functional synapses while solid synapses are functional synapses. Each formed synaptic connection
k is characterized by a synaptic weight wij,k. From [Fauth and van Rossum, 2019].

Structural plasticity

Concerning structural plasticity, [Fauth and van Rossum, 2019] propose the model shown in Figure
4.11. Non-functional synapses are continuously converted to functional synapses with a constant rate
b = 1/day. When these new synapses are formed, they are initialized with a low synaptic weight, i.e.
w0 = 0.001. This synaptic weight then evolves according to the traditional rules of synaptic plasticity.
Moreover, at the same time as this process of creation of new synapses, functional synapses will be
eliminated with a certain probability.

Figure 4.11 – Scheme of the structural plasticity model proposed by
[Fauth and van Rossum, 2019]. Non-functional synapses (dashed) transforming into func-
tional synapses with a rate b. Functional synapses are eliminated with a probability b dependent on
the synaptic weight wij,k of the synapse. From [Fauth and van Rossum, 2019].

The probability of elimination of a synapse is dependent on its synaptic weight and is given by
equation :

d(wij,k) = d1 +
d0 � d1

1 + e(��(woff�wij,k))
(4.6)

where d1 = 0.03/day, d0 = 24/day, woff = 0.35wmax and � = 20. d1 represents the probability of
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Part III

Computational study
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Chapter 5

Creation of a structural plasticity model

We saw in Chapter 2 that applying traditional synaptic plasticity rules during neuronal activity switches, in par-
ticular during the tonic-to-burst switch, led to homeostatic reset. All the learning acquired during tonic is thus
forgotten when switching to burst. In this part of the thesis, we create a structural plasticity model for transferring
learning, so that the combination of traditional synaptic plasticity rules and this structural plasticity is consistent
with memory consolidation.

5.1 Preliminary model model proposed by [Jacquerie, 2023]

[Jacquerie, 2023] has proposed a preliminary model combining traditional synaptic plasticity rules with a structural
plasticity rule to obtain a model consistent with memory consolidation. Specifically, it defines synaptic weight as
the product of two terms: early-weight (w) and late-weight (l). The former term models E-LTP and refers to an
increase in postsynaptic receptor efficiency and the rapid insertion of new receptors. The second term models L-LTP
and refers to structural changes and protein synthesis. During burst activity, early-weights undergo the homeostatic
reset, while late-weights consolidate the information learned during the preceding tonic. Specifically, strong learning
during the tonic period leads to an increase in late-weight during the subsequent burst period. Conversely, weak
learning leads to a decrease in late-weight during the burst.

5.1.1 Model

The early-weight, w, is defined by the traditional calcium-based rule of
synaptic plasticity (more details on rule implementation in [Jacquerie
et al., 2022a]). Concerning the late-weight, l, its evolution is described
by the following equation:

τl l̇ = ∆l (5.1)

where ∆l is between -1 and 1 and the time constant τl modulates the
speed of change.
During the burst activity, ∆l follows the following law:

τ∆∆̇l = σ(w)−∆l (5.2)

where τ∆ modulates the speed of the ∆l and σ(w) is a sigmoid func-
tion between -1 and 1, resembling the shape depicted in Figure 5.1.
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-1

1

0

<latexit sha1_base64="qwyhclYIZCK0xYPYxqQ6Rcak76Y=">AAAC9nicjVHLTttAFD24QIG21G2XbEaESrAgsivUdoOEBAuWVGoIUhxFY2dIR/FL43HbKMp3sOuuYssPdAufgPgD+he9M0wkHkJ0LNtnzr3nzNx74zKVlQ6Cqxnv2ezc/POFxaUXL18tv/bfvD2silolopUUaaGOYl6JVOaipaVOxVGpBM/iVLTj4a6Jt78LVcki/6pHpehmfJDLY5lwTVTPDyPN6160J1LNWdQv9NjhwYRts6iSg4yv/9hgm2zK9/xG0AzsYg9B6EADbh0U/iUi9FEgQY0MAjk04RQcFT0dhAhQEtfFmDhFSNq4wARLpK0pS1AGJ3ZI3wHtOo7NaW88K6tO6JSUXkVKhvekKShPETanMRuvrbNhH/MeW09ztxH9Y+eVEavxjdindNPM/9WZWjSO8dnWIKmm0jKmusS51LYr5ubsVlWaHEriDO5TXBFOrHLaZ2Y1la3d9Jbb+LXNNKzZJy63xl9zSxpweH+cD8Hhh2b4sbn1Zauxs+ZGvYAVrGKd5vkJO9jHAVrkfYI/OMeF99P75f32Tm9SvRmneYc7yzv7B2qVocA=</latexit>

⌧��̇g = �(w) ��g

<latexit sha1_base64="M8/tJIh1MDXq9jWlOH1orX+2428=">AAACz3icjVHLSsNAFD2Nr1pfVZduglVwVRIp6koKunDZgn1AW2SSTmswLyYTpRTFrT/gVv9K/AP9C++MKahFdEKSM+fec2buvU7se4m0rNecMTM7N7+QXywsLa+srhXXN5pJlAqXN9zIj0TbYQn3vZA3pCd93o4FZ4Hj85ZzdaLirWsuEi8Kz+Uo5r2ADUNv4LlMEtXtnnJfMnNoHpvWRbFklS29zGlgZ6CEbNWi4gu66COCixQBOEJIwj4YEno6sGEhJq6HMXGCkKfjHLcokDalLE4ZjNgr+g5p18nYkPbKM9Fql07x6RWkNLFLmojyBGF1mqnjqXZW7G/eY+2p7jaiv5N5BcRKXBL7l26S+V+dqkVigCNdg0c1xZpR1bmZS6q7om5ufqlKkkNMnMJ9igvCrlZO+mxqTaJrV71lOv6mMxWr9m6Wm+Jd3ZIGbP8c5zRo7pftg3KlXilVd7JR57GFbezRPA9RxRlqaJB3jEc84dmoGzfGnXH/mWrkMs0mvi3j4QNCjJLZ</latexit>

�g > 0
<latexit sha1_base64="2ugLPdBhf/ul8DOOA3J3IW4YW78=">AAACznicjVHLSsNAFD2Nr1pfVZduglVwVVIp6rLgxmUF+4BaJEmnNTTJhMmkUkpx6w+41c8S/0D/wjvjFNQiOiHJmXPPuTP3Xi8Jg1Q6zmvOWlhcWl7JrxbW1jc2t4rbO82UZ8JnDZ+HXLQ9N2VhELOGDGTI2olgbuSFrOUNz1W8NWIiDXh8JccJ60buIA76ge9KojoD+zplrhD8rnBTLDllRy97HlQMKMGsOi++4Bo9cPjIEIEhhiQcwkVKTwcVOEiI62JCnCAU6DjDFAXyZqRipHCJHdJ3QLuOYWPaq5ypdvt0SkivIKeNQ/Jw0gnC6jRbxzOdWbG/5Z7onOpuY/p7JldErMQtsX/5Zsr/+lQtEn2c6RoCqinRjKrON1ky3RV1c/tLVZIyJMQp3KO4IOxr56zPtvakunbVW1fH37RSsWrvG22Gd3VLGnDl5zjnQfO4XDkpVy+rpdqBGXUee9jHEc3zFDVcoI6G7vgjnvBs1a2RNbXuP6VWznh28W1ZDx8wVZNE</latexit>

g &

<latexit sha1_base64="LxUNuqICh4nz0m8Jd90sC6LXeME=">AAACznicjVHLSsNAFD2Nr1pfVZduglVwVVIp6rLgxmUF+4BaJJlOa2heTCaVUopbf8Ctfpb4B/oX3hmnoBbRCUnOnHvOnbn3ekngp9JxXnPWwuLS8kp+tbC2vrG5VdzeaaZxJhhvsDiIRdtzUx74EW9IXwa8nQjuhl7AW97wXMVbIy5SP46u5Djh3dAdRH7fZ64kqjOwryPuChHfFW6KJafs6GXPg4oBJZhVj4svuEYPMRgyhOCIIAkHcJHS00EFDhLiupgQJwj5Os4xRYG8Gak4KVxih/Qd0K5j2Ij2Kmeq3YxOCegV5LRxSJ6YdIKwOs3W8UxnVuxvuSc6p7rbmP6eyRUSK3FL7F++mfK/PlWLRB9nugafako0o6pjJkumu6Jubn+pSlKGhDiFexQXhJl2zvpsa0+qa1e9dXX8TSsVq/bMaDO8q1vSgCs/xzkPmsflykm5elkt1Q7MqPPYwz6OaJ6nqOECdTR0xx/xhGerbo2sqXX/KbVyxrOLb8t6+AAkUpM/</latexit>

g %

<latexit sha1_base64="54odncNBFfrXPNLPYOCo27Zxvlo=">AAAC3nicjVHLSsNAFD3GV62vqCtxM1gFVyWVom4EQRcuK1hbaEudpNMYTJOQTIRSxJ07cesPuNXPEf9A/8I7YwpqEZ2Q5My595yZe68d+V4iLet1zBifmJyazs3kZ+fmFxbNpeWzJExjR1Sd0A/jus0T4XuBqEpP+qIexYL3bF/U7MtDFa9diTjxwuBU9iPR6nE38LqewyVRbXO1KXnadlmzE8qBe832WfNI+JIzt20WrKKlFxsFpQwUkK1KaL6giQ5COEjRg0AASdgHR0JPAyVYiIhrYUBcTMjTcYFr5EmbUpagDE7sJX1d2jUyNqC98ky02qFTfHpjUjJskiakvJiwOo3peKqdFfub90B7qrv16W9nXj1iJS6I/Us3zPyvTtUi0cWersGjmiLNqOqczCXVXVE3Z1+qkuQQEadwh+IxYUcrh31mWpPo2lVvuY6/6UzFqr2T5aZ4V7ekAZd+jnMUnG0XSzvF8km5cLCRjTqHNaxji+a5iwMco4Iqed/gEU94Ns6NW+POuP9MNcYyzQq+LePhA9h+mOk=</latexit>

⌧g ġ = �g

Soft-bound AMPAfication

Hard-bound
inactive

learning · uncorr.

learning · correlated

burst

Learning-burst cyclesLearning-inactive cyclesCircuits & rhythms

1

0

15 s

0.1

0.073

0.05

0.024

1

0

0.1

0.073

0.05

0.045
15 s

<latexit sha1_base64="MoS6PQTDYNDAhkswvFmgAaABgec=">AAACyHicjVHLSsNAFD2Nr1pfVZduglVwY0mkqMuCG3FVwbSFWiSZTuvQvEgmllJ04Q+41S8T/0D/wjtjBLWITkhy5tx7zsy914t9kUrLeikYM7Nz8wvFxdLS8srqWnl9o5lGWcK4wyI/Stqem3JfhNyRQvq8HSfcDTyft7zhiYq3bniSiii8kOOYdwN3EIq+YK4kyhnddfa7V+WKVbX0MqeBnYMK8tWIys+4RA8RGDIE4AghCftwkdLTgQ0LMXFdTIhLCAkd57hFibQZZXHKcIkd0ndAu07OhrRXnqlWMzrFpzchpYld0kSUlxBWp5k6nmlnxf7mPdGe6m5j+nu5V0CsxDWxf+k+M/+rU7VI9HGsaxBUU6wZVR3LXTLdFXVz80tVkhxi4hTuUTwhzLTys8+m1qS6dtVbV8dfdaZi1Z7luRne1C1pwPbPcU6D5kHVPqzWzmuV+k4+6iK2sI09mucR6jhFAw55CzzgEU/GmREbI2P8kWoUcs0mvi3j/h1JRZDy</latexit>

w
[�

]
<latexit sha1_base64="MyvOhcos1gX2QIgOlBTaQdcqFdo=">AAACynicjVHLSsNAFD2Nr1pfVZduglVwVVIp6rLgxoWLivYBtUgyndaheTGZKKXoyh9wqx8m/oH+hXfGFNQiOiHJmXPPuTP3Xi/2RaIc5zVnzczOzS/kFwtLyyura8X1jWYSpZLxBov8SLY9N+G+CHlDCeXzdiy5G3g+b3nDYx1v3XCZiCi8UKOYdwN3EIq+YK4iqnU7uO8E592rYskpO2bZ06CSgRKyVY+KL7hEDxEYUgTgCKEI+3CR0NNBBQ5i4roYEycJCRPnuEOBvCmpOClcYof0HdCuk7Eh7XXOxLgZneLTK8lpY5c8EekkYX2abeKpyazZ33KPTU59txH9vSxXQKzCNbF/+SbK//p0LQp9HJkaBNUUG0ZXx7IsqemKvrn9pSpFGWLiNO5RXBJmxjnps208iald99Y18Tej1Kzes0yb4l3fkgZc+TnOadDcL1cOytWzaqm2k406jy1sY4/meYgaTlBHw1T5iCc8W6eWtEbW+FNq5TLPJr4t6+ED63+SAA==</latexit>

w
g

[m
S

]
<latexit sha1_base64="0ehqVX3xD32nVt9nCm/iZ0zhF24=">AAACyXicjVHLSsNAFD2Nr1pfVZduglVwVRIp6rLgRnBT0T6gFknSaR3Ny2Qi1qIbf8Ct/pj4B/oX3hmnoBbRCUnOnHvPmbn3urHPU2FZrzljYnJqeiY/W5ibX1hcKi6vNNIoSzxW9yI/SlqukzKfh6wuuPBZK06YE7g+a7qX+zLevGZJyqPwRAxi1gmcfsh73HMEUY3+fTs47pwVS1bZUsscB7YGJehVi4ovOEUXETxkCMAQQhD24SClpw0bFmLiOhgSlxDiKs5whwJpM8pilOEQe0nfPu3amg1pLz1TpfboFJ/ehJQmNkkTUV5CWJ5mqnimnCX7m/dQecq7Dejvaq+AWIFzYv/SjTL/q5O1CPSwp2rgVFOsGFmdp10y1RV5c/NLVYIcYuIk7lI8Iewp5ajPptKkqnbZW0fF31SmZOXe07kZ3uUtacD2z3GOg8Z22d4pV44qpeqGHnUea1jHFs1zF1UcoIY6eV/gEU94Ng6NK+PGuP1MNXJas4pvy3j4AKg8kX8=</latexit>

g
[m

S
]

<latexit sha1_base64="MoS6PQTDYNDAhkswvFmgAaABgec=">AAACyHicjVHLSsNAFD2Nr1pfVZduglVwY0mkqMuCG3FVwbSFWiSZTuvQvEgmllJ04Q+41S8T/0D/wjtjBLWITkhy5tx7zsy914t9kUrLeikYM7Nz8wvFxdLS8srqWnl9o5lGWcK4wyI/Stqem3JfhNyRQvq8HSfcDTyft7zhiYq3bniSiii8kOOYdwN3EIq+YK4kyhnddfa7V+WKVbX0MqeBnYMK8tWIys+4RA8RGDIE4AghCftwkdLTgQ0LMXFdTIhLCAkd57hFibQZZXHKcIkd0ndAu07OhrRXnqlWMzrFpzchpYld0kSUlxBWp5k6nmlnxf7mPdGe6m5j+nu5V0CsxDWxf+k+M/+rU7VI9HGsaxBUU6wZVR3LXTLdFXVz80tVkhxi4hTuUTwhzLTys8+m1qS6dtVbV8dfdaZi1Z7luRne1C1pwPbPcU6D5kHVPqzWzmuV+k4+6iK2sI09mucR6jhFAw55CzzgEU/GmREbI2P8kWoUcs0mvi3j/h1JRZDy</latexit>

w
[�

]
<latexit sha1_base64="MyvOhcos1gX2QIgOlBTaQdcqFdo=">AAACynicjVHLSsNAFD2Nr1pfVZduglVwVVIp6rLgxoWLivYBtUgyndaheTGZKKXoyh9wqx8m/oH+hXfGFNQiOiHJmXPPuTP3Xi/2RaIc5zVnzczOzS/kFwtLyyura8X1jWYSpZLxBov8SLY9N+G+CHlDCeXzdiy5G3g+b3nDYx1v3XCZiCi8UKOYdwN3EIq+YK4iqnU7uO8E592rYskpO2bZ06CSgRKyVY+KL7hEDxEYUgTgCKEI+3CR0NNBBQ5i4roYEycJCRPnuEOBvCmpOClcYof0HdCuk7Eh7XXOxLgZneLTK8lpY5c8EekkYX2abeKpyazZ33KPTU59txH9vSxXQKzCNbF/+SbK//p0LQp9HJkaBNUUG0ZXx7IsqemKvrn9pSpFGWLiNO5RXBJmxjnps208iald99Y18Tej1Kzes0yb4l3fkgZc+TnOadDcL1cOytWzaqm2k406jy1sY4/meYgaTlBHw1T5iCc8W6eWtEbW+FNq5TLPJr4t6+ED63+SAA==</latexit>

w
g

[m
S

]
<latexit sha1_base64="0ehqVX3xD32nVt9nCm/iZ0zhF24=">AAACyXicjVHLSsNAFD2Nr1pfVZduglVwVRIp6rLgRnBT0T6gFknSaR3Ny2Qi1qIbf8Ct/pj4B/oX3hmnoBbRCUnOnHvPmbn3urHPU2FZrzljYnJqeiY/W5ibX1hcKi6vNNIoSzxW9yI/SlqukzKfh6wuuPBZK06YE7g+a7qX+zLevGZJyqPwRAxi1gmcfsh73HMEUY3+fTs47pwVS1bZUsscB7YGJehVi4ovOEUXETxkCMAQQhD24SClpw0bFmLiOhgSlxDiKs5whwJpM8pilOEQe0nfPu3amg1pLz1TpfboFJ/ehJQmNkkTUV5CWJ5mqnimnCX7m/dQecq7Dejvaq+AWIFzYv/SjTL/q5O1CPSwp2rgVFOsGFmdp10y1RV5c/NLVYIcYuIk7lI8Iewp5ajPptKkqnbZW0fF31SmZOXe07kZ3uUtacD2z3GOg8Z22d4pV44qpeqGHnUea1jHFs1zF1UcoIY6eV/gEU94Ng6NK+PGuP1MNXJas4pvy3j4AKg8kX8=</latexit>

g
[m

S
]

Soft-bound

Hard-bound

<latexit sha1_base64="L/KzFQt/ni1KDwwrGCXNQ6m7ElU=">AAAC13icjVHLSsNAFD2Nr/qOdekmWAVXJZWiLgtuXFawD2lLSdJpG5oXk4laSnEnbv0Bt/pH4h/oX3hnTEEtohOSnDn3njNz77Ujz42Fab5mtLn5hcWl7PLK6tr6xqa+lavFYcIdVnVCL+QN24qZ5wasKlzhsUbEmeXbHqvbw1MZr18xHrthcCFGEWv7Vj9we65jCaI6eu66M275lhhwf8xZzMRk0tHzZsFUy5gFxRTkka5KqL+ghS5COEjggyGAIOzBQkxPE0WYiIhrY0wcJ+SqOMMEK6RNKItRhkXskL592jVTNqC99IyV2qFTPHo5KQ3skyakPE5YnmaoeKKcJfub91h5yruN6G+nXj6xAgNi/9JNM/+rk7UI9HCianCppkgxsjondUlUV+TNjS9VCXKIiJO4S3FO2FHKaZ8NpYlV7bK3loq/qUzJyr2T5iZ4l7ekARd/jnMW1A4LxaNC6byUL++lo85iB7s4oHkeo4wzVFAl7xs84gnP2qV2q91p95+pWibVbOPb0h4+ACkGl5k=</latexit>wreset
<latexit sha1_base64="L/KzFQt/ni1KDwwrGCXNQ6m7ElU=">AAAC13icjVHLSsNAFD2Nr/qOdekmWAVXJZWiLgtuXFawD2lLSdJpG5oXk4laSnEnbv0Bt/pH4h/oX3hnTEEtohOSnDn3njNz77Ujz42Fab5mtLn5hcWl7PLK6tr6xqa+lavFYcIdVnVCL+QN24qZ5wasKlzhsUbEmeXbHqvbw1MZr18xHrthcCFGEWv7Vj9we65jCaI6eu66M275lhhwf8xZzMRk0tHzZsFUy5gFxRTkka5KqL+ghS5COEjggyGAIOzBQkxPE0WYiIhrY0wcJ+SqOMMEK6RNKItRhkXskL592jVTNqC99IyV2qFTPHo5KQ3skyakPE5YnmaoeKKcJfub91h5yruN6G+nXj6xAgNi/9JNM/+rk7UI9HCianCppkgxsjondUlUV+TNjS9VCXKIiJO4S3FO2FHKaZ8NpYlV7bK3loq/qUzJyr2T5iZ4l7ekARd/jnMW1A4LxaNC6byUL++lo85iB7s4oHkeo4wzVFAl7xs84gnP2qV2q91p95+pWibVbOPb0h4+ACkGl5k=</latexit>wreset

:

:

<latexit sha1_base64="Q72+6qaFOijTufNM2LOTEXiFNes=">AAACxHicjVHLSsNAFD2Nr1pfVZduglVwVRIp6rIgiMsW7AO0SJJOa+jkwWSilKI/4Fa/TfwD/QvvjFNQi+iEJGfOvefM3Hv9lIeZdJzXgjU3v7C4VFwurayurW+UN7faWZKLgLWChCei63sZ42HMWjKUnHVTwbzI56zjj05VvHPLRBYm8YUcp6wXecM4HISBJ4lq3l2XK07V0cueBa4BFZjVSMovuEIfCQLkiMAQQxLm8JDRcwkXDlLiepgQJwiFOs5wjxJpc8pilOERO6LvkHaXho1przwzrQ7oFE6vIKWNfdIklCcIq9NsHc+1s2J/855oT3W3Mf194xURK3FD7F+6aeZ/daoWiQFOdA0h1ZRqRlUXGJdcd0Xd3P5SlSSHlDiF+xQXhAOtnPbZ1ppM16566+n4m85UrNoHJjfHu7olDdj9Oc5Z0D6sukfVWrNWqe+ZURexg10c0DyPUcc5Gmhp70c84dk6s7iVWflnqlUwmm18W9bDB2Kkj2c=</latexit>w
<latexit sha1_base64="KxsfQt9whBvZU3bYmiYkN6bHEaQ=">AAACxHicjVHLSsNAFD2Nr1pfVZduglVwVRIp6rIgiMsW7ANqkWQ6rUPzIjMRStEfcKvfJv6B/oV3xhTUIjohyZlz7zkz914/CYRUjvNasBYWl5ZXiqultfWNza3y9k5bxlnKeIvFQZx2fU/yQES8pYQKeDdJuRf6Ae/443Md79zxVIo4ulKThPdDbxSJoWCeIqo5uilXnKpjlj0P3BxUkK9GXH7BNQaIwZAhBEcERTiAB0lPDy4cJMT1MSUuJSRMnOMeJdJmlMUpwyN2TN8R7Xo5G9Fee0qjZnRKQG9KShuHpIkpLyWsT7NNPDPOmv3Ne2o89d0m9Pdzr5BYhVti/9LNMv+r07UoDHFmahBUU2IYXR3LXTLTFX1z+0tVihwS4jQeUDwlzIxy1mfbaKSpXffWM/E3k6lZvWd5boZ3fUsasPtznPOgfVx1T6q1Zq1SP8hHXcQe9nFE8zxFHZdooGW8H/GEZ+vCCixpZZ+pViHX7OLbsh4+ADykj1c=</latexit>g

<latexit sha1_base64="XHuOn17DmomHwqM6Vm2At9i4lts=">AAAC1XicjVHLSsNAFD2Nr1pfUZduglVwVVIp6rLgxmUF+4C2lCSdtsG8mEwKJWQnbv0Bt/pL4h/oX3hnTEEtohOSnDn3njNz77Ujz42Fab4WtKXlldW14nppY3Nre0ff3WvFYcId1nRCL+Qd24qZ5wasKVzhsU7EmeXbHmvbt5cy3p4yHrthcCNmEev71jhwR65jCaIGut4apD3fEhPupyTMsoFeNiumWsYiqOagjHw1Qv0FPQwRwkECHwwBBGEPFmJ6uqjCRERcHylxnJCr4gwZSqRNKItRhkXsLX3HtOvmbEB76RkrtUOnePRyUho4Jk1IeZywPM1Q8UQ5S/Y371R5yrvN6G/nXj6xAhNi/9LNM/+rk7UIjHChanCppkgxsjond0lUV+TNjS9VCXKIiJN4SHFO2FHKeZ8NpYlV7bK3loq/qUzJyr2T5yZ4l7ekAVd/jnMRtE4r1bNK7bpWrh/loy7iAIc4oXmeo44rNNAk7yke8YRnra1l2p12/5mqFXLNPr4t7eEDdASWiA==</latexit>

Vpre
<latexit sha1_base64="Y2vkBQcBreaDw451fpZuXpycx90=">AAAC1nicjVHLSsNAFD2Nr1pfqS7dBKvgqqRS1GXBjcsK9gFtKUk6bYN5MZkoJdSduPUH3OoniX+gf+GdMQW1iE5Icubce87MvdeOPDcWpvma0xYWl5ZX8quFtfWNzS29uN2Mw4Q7rOGEXsjbthUzzw1YQ7jCY+2IM8u3Pdayr85kvHXNeOyGwaWYRKznW6PAHbqOJYjq68VmP+36lhhzP43CWEynfb1klk21jHlQyUAJ2aqH+gu6GCCEgwQ+GAIIwh4sxPR0UIGJiLgeUuI4IVfFGaYokDahLEYZFrFX9B3RrpOxAe2lZ6zUDp3i0ctJaeCANCHlccLyNEPFE+Us2d+8U+Up7zahv515+cQKjIn9SzfL/K9O1iIwxKmqwaWaIsXI6pzMJVFdkTc3vlQlyCEiTuIBxTlhRylnfTaUJla1y95aKv6mMiUr906Wm+Bd3pIGXPk5znnQPCpXjsvVi2qptp+NOo9d7OGQ5nmCGs5RR4O8b/CIJzxrbe1Wu9PuP1O1XKbZwbelPXwAzo2XEQ==</latexit>

Vpost
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Figure 5.1 – Curve of the σ(w) function in-
volved in the structural plasticity model
proposed by [Jacquerie, 2023]. wreset is
the estimated homeostatic reset during burst
activity. Adapted from [Jacquerie, 2023].

In this way, when w is greater than wreset (representing strong learning), ∆l is positive, resulting in an increase in
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l as we intended. Conversely, when w is smaller than wreset (representing weak learning), ∆l is negative, resulting
in a decrease in l.

5.1.2 Computational experiments

Scenarios

In this thesis, we study the synaptic plasticity that occurs between pairs of neurons (a presynaptic and a postsynaptic
neuron) when their activity switches from one state to another. In particular, three scenarios, consisting of cycles of
2 states that can be repeated, will be tested. These scenarios are presented in Table 5.1. On the one hand, testing
synaptic plasticity through these scenarios will highlight the role of different activities in learning. On the other
hand, it will help determine in which activities structural plasticity should be implemented.

State 1 State 2

Scenario 1
Neuronal activity Tonic Burst

Structural plasticity OFF ON

Scenario 2
Neuronal activity Tonic Burst

Structural plasticity ON ON

Scenario 3
Neuronal activity Tonic Inactive

Structural plasticity ON ON

Table 5.1 – Scenarios tested in computational experiments.

Scenario 1 consists of switches from tonic to burst activity, in which structural plasticity is implemented only
during the burst. During tonic activity, the late-weight (l) remains constant.

Scenario 2 also involves switching from tonic to burst activity, but here structural plasticity is implemented
throughout the different states, even in tonic activity.

Scenario 3 consists of switches from tonic activity to inactivity, in which structural plasticity is implemented for
both types of activity. In this scenario, it’s as if burst activity has been blocked. This scenario serves to emphasize
the importance of burst activity in the context of learning.

Neuronal network

In the experiments in this section, the neuronal network shown in Figure 5.2 is considered. It consists of 3 presy-
naptic neurons, all connected to 2 postsynaptic neurons, forming a total of 6 connections. The circuit has been
implemented so as to have 3 correlated (black) and 3 uncorrelated (grey) connections. Correlated connections
simulate learning, while uncorrelated connections simulate non-learning. To obtain correlated connections, both
presynaptic and postsynaptic neurons must have high electrical activity, i.e. a high spike frequency. To obtain
uncorrelated connections, one of the two neurons must have low activity and therefore a relatively low spike fre-
quency. Furthermore, all neurons in the circuit are connected to an inhibitory neuron, to which a current Iapp,
selected based on the desired neuronal activity, is applied. Iapp reproduces the effects of neuromodulators, which
are responsible for triggering burst activity in neurons. Note that, initially, the neural network is considered to be
homogeneous. In other words, the intrinsic properties of the neurons, such as their intrinsic conductance, are the
same for all neurons in the network.
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Generation of neuronal activity

To generate the tonic activity of the neurons, they are supplied with a high external current of 50nA/cm2 for a
duration of 3ms at a chosen frequency f0. Spike times are generated with inter-spike intervals following independent
normal distributions N

(
1
f0
, ( 0.1f0 )

2
)
. For each experiment, the chosen frequency f0 is indicated. During tonic

activity, the current Iapp applied to the inhibitory neuron is 3nA/cm2. To switch our neurons to burst activity, the
inhibitory neuron is hyperpolarized with an Iapp = −1.2nA/cm2 current and external currents are blocked. Inactive
activity is generated in a similar way to tonic activity, but at low f0 frequencies ([0.1-1Hz]) [Jacquerie, 2023].

5.1.3 Results

The results obtained with the parameters just described and for the three scenarios are those shown in Figure 5.3.

Each graph represents 6 curves: the black curves correspond to correlated connections while the grey ones
correspond to uncorrelated ones. The evolution of early-weight (w) is represented on the top graphs and the
evolution of late-weight (l) on the middle graphs. The synaptic weight corresponding to the product of the two
is visible on the lower graphs. For all 3 scenarios, during the tonic phase (blue panels), the early-weights (w) of
correlated neurons increase, while those of uncorrelated neurons decrease.

pre

pre

pre

post

post

I

Iapp

correlated

uncorrelated

Figure 5.2 – Neuronal network. The circuit is com-
posed of 3 presynaptic and 2 postsynaptic neurons, all
interconnected in a feedforward manner. 3 connections
are correlated (black) and 3 are uncorrelated (grey). An
inhibitory neuron is connected to all neurons and an Iapp
current is applied to it. Adapted from [Jacquerie et al.,
2022a].

Parameters:

• Frequency f0 chosen to generate tonic activ-
ity:

Neuron Pre Post
1 70 Hz 30 Hz
2 5 Hz 40 Hz
3 20 Hz /

• Initial values:

w0 l0 τl

0.5 0.1 5e5

In scenario 1 (Figure 5.3, left), neurons switch from tonic (blue panel) to burst (pink panel) activity. As seen
in section 2.4.3, the switch to burst activity leads to convergence of all early-weights, regardless of learning. To
transfer the information learned during tonic activity, structural plasticity is implemented during burst activity,
as in [Jacquerie, 2023]. In line with the model, the late-weight increases during burst for correlated connections,
since the early-weight (w) is above the homeostatic reset. Conversely, the late-weight decreases for uncorrelated
connections. Looking at the impact on total weight, we can see that there’s a balance between homeostatic reset
and structural plasticity. In other words, during burst activity, synaptic weight decreases a little for correlated
connections and increases a little for uncorrelated connections (effect of homeostatic reset), but the forces don’t all
converge towards the same value (effect of structural plasticity). At the end of burst activity, it is now possible
to distinguish between correlated and uncorrelated connections, whereas this was not the case without structural
plasticity. In fact, the weight of correlated connections is now higher than the weight of uncorrelated connections.
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Figure 5.3 – Results of the structural plasticity rule proposed by [Jacquerie, 2023] for different sce-
narios. Scenario 1 (left) is a transition between tonic and burst activity. In this scenario, structural plasticity is
implemented d-only during burst activity. Scenario 2 (middle) also transitions from tonic to burst activity, but this
time structural plasticity is also implemented during the tonic phase. Scenario 3 (right) consists of a succession
of tonic activities followed by a phase of inactivity, in which structural plasticity is implemented in both types
of activity. For each of the 3 scenarios, curves showing the evolution of early-weight, late-weight and weight are
plotted. Black curves correspond to correlated neurons and gray curves to uncorrelated neurons. The neuronal
circuit used is that shown in Figure 5.2. Diagram of the different electrical activities taken from [Jacquerie, 2023].

In scenario 2 (Figure 5.3, middle), the activities are the same as in Scenario 1. The early-weight curves are
therefore the same for both scenarios. The difference here is that structural plasticity is also implemented in tonic.
However, the structural plasticity rule proposed by [Jacquerie, 2023] only allows late-weight to evolve during burst
activity. Since there is no reset value in tonic, we can’t use it to define when the late-weight is consolidated or
depressed, as is done in the burst period. However, we have seen from simulations that the reset value in burst is
around 0.55. This is why we decided to choose this value as the cutoff point between consolidation and depression.
In this way, during tonic periods, when early-weight is above 0.55, late-weight increases. Conversely, when early-
weight is below 0.55, late-weight decreases. This approach to varying late-weight during tonic periods is naive,
but our aim here is just to get an idea of how the model works in scenario 2. For the evolution of late-weight, as
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in the previous scenario, it increases for correlated connections and decreases for uncorrelated connections. The
difference with scenario 1 is that the change is more rapid. Indeed, this is logical, since in this case, late-weight also
evolves in this way during tonic phases. The impact on synaptic weight is therefore also the same as in scenario
1, but more pronounced. That is, at the end of the experiment, correlated connections have a higher weight than
in scenario 1, and uncorrelated connections have a lower weight. This is due to the fact that the late-weight has
higher values than in scenario 1 (since it evolves faster here) and therefore counterbalances the homeostatic reset
in a more pronounced way.

Finally, in scenario 3 (Figure 5.3, right), after the tonic phase, comes an inactive phase (white panel) in which
neurons have very little electrical activity. In this scenario, the burst is thus blocked. In the inactivity phase,
early-weights remain stable or decrease slightly. In the next learning phase (2nd blue panel), we see that the
early-weights of correlated connections increase only slightly. The early-weight curve therefore shows saturation.
This saturation is in fact due to the use of soft bounds, which makes high early-weights difficult to potentiate.
Concerning late-weight, it is implemented during tonic and inactivity in the same way as during tonic in scenario
2. That is, with the cut-off value of 0.55 between consolidation and depression. It can be seen that in this scenario,
the late-weight explodes in its values, which also translates into an explosion of synaptic weight values. What’s
more, even when neurons are not learning (during the inactive phase), the late-weight continues to increase, as the
trace of the early-weight is above the threshold value of 0.55.

Conclusion

The results in Figure 5.3 showed that transferring learning through structural plasticity could be a good solution to
overcome the problem of learning loss due to homeostatic reset. Indeed, scenarios 1 and 2 showed that, at the end of
burst activity, the learned information was not completely forgotten, since the weights of correlated connections are
increased compared with the reset. What’s more, the neurons are capable of learning through multiple occurrences,
since the weights of the correlated connections continue to increase over the course of the states. At this stage,
it’s hard to say which of scenarios 1 and 2 is better at providing a model consistent with memory consolidation.
However, as the weight and late weight curves evolve more rapidly for scenario 2, there is a risk that too large values
will be reached too quickly, which could be problematic since a neural network does not have infinite capacity. In
scenario 3, the early-weight curves showed saturation, making it impossible to learn new things. Furthermore, the
late-weight curves are not consistent with memory consolidation, since the values explode even when there is no
learning.

From a biological point of view, the model can be interpreted as follows: the evolution of early-weight, which,
as a reminder, models E-LTP, characterizes changes in postsynaptic receptor efficacy. Whereas the evolution of
late-weight, which models L-LTP, characterizes structural changes and the formation of new receptors. In the tran-
sition to burst activity, on the one hand, receptor efficiency is restored as early-weights undergo homeostatic reset.
This enables the neurons to learn new information at a later stage. At the same time, changes in receptor efficiency
during tonic activity are transferred to morphological changes through the evolution of late-weight. Learned infor-
mation is thus retained by the neurons.

However, there remain certain bothersome aspects associated with this rule governing structural plasticity. The
evolution of late-weight is calculated from the value of the homeostatic reset, referred to here as the wreset. In fact,
the way in which the value of l is updated is governed by the value of w in relation to this value of wreset. It is
therefore necessary to predict this wreset value in advance, which requires certain assumptions to be made. The
idea of creating a new structural plasticity rule that does not require this prediction of wreset then emerges.
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5.2 New structural plasticity model

5.2.1 Model

The idea in developing a new rule was to start directly from the dynamics of early-weight, i.e. ẇ, to uncover
structural plasticity. With the calcium rule, the evolution of synaptic weight is defined as follows:

ẇ =
1

τw([Ca])
(Ω([Ca])− w) (5.3)

where the time constant τw([Ca]) and the steady-sate value Ω([Ca]) are both depedndent of the concentration of
calcium. Ω([Ca]) is determined by two sigmoid functions, which are used to create a U-shape. From this equation
we have defined the dynamics of the late-weight l as follows:

τl l̇ = ζ
1

τw([Ca])
(Ω([Ca])− w) (5.4)

where τl is the time constant. The choice of sign depends on the activity in which the neurons find themselves.
Like neuronal activity (inactivity, tonic or burst), ζ is controlled by neuromodulators. We therefore define ζ = 1 in
tonic or inactivity activities to ensure consistency with learning. In this way, if the early-weight (w) increases, the
late-weight (l) also increases. During burst activity, we define ζ = 1 because, during burst activity, the early-weights
of correlated connections decrease, while they increase for uncorrelated connections. In this way, the late-weight will
increase for strong connections and decrease for weak ones, which is more consistent with memory consolidation.

With this new structural plasticity rule, unlike the rule proposed in section 5.1, it is no longer necessary to
predict the value of wreset in advance. Simplified, equation 5.4 can be rewritten in this form:

τl l̇ = ζẇ (5.5)

5.2.2 Results

The same experiments as those described in section 5.1.2 were carried out with this new structural plasticity rule.
The parameters used are also the same, apart from τl which here is 10 and has been chosen so that changes in l are
of the same order of magnitude as with the rule proposed by [Jacquerie, 2023]. The results are shown in Figure 5.4.

The early-weight curves for the three scenarios are the same as in Figure 5.3 and will not be discussed again
here. Concerning the evolution of the late-weight, for scenario 1 (Figure 5.4, left), in which structural plasticity
is implemented only during burst activity, it increases for correlated connections and it decreases for uncorrelated
connections. Moreover, the curves do not saturate and continue to evolve during the different states. As far as total
weight is concerned, there is once again a counterbalance between homeostatic reset and structural plasticity. This
results in a slight increase in weight for correlated connections and a slight decrease for uncorrelated connections
at the end of burst activity. For scenario 2 (Figure 5.4, middle), the observations are similar to those for the
previous scenario. The difference is that the late-weight is also implemented during tonic activity and therefore
evolves more rapidly than for scenario 1. This is reflected in the synaptic weight curve, which also evolves more
rapidly. At the end of burst activity, correlated connections are more pronounced than in scenario 1. The same
applies to uncorrelated connections, which are reduced more sharply. However, no saturation of the curves can
yet be observed. Finally, in scenario 3 (Figure 5.4, right), where tonic phases are followed by inactive phases, the
late-weight curve saturates with the early-weight curve. In the first phase of tonic activity, late-weight increases
for correlated connections, but then remains virtually stable for all subsequent phases. Here, unlike in Figure 5.3,
late-weights remain constant during inactive phases, i.e. when there is no learning, which is more consistent.
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Figure 5.4 – Implementation of the new structural plasticity rule (equation 5.4) for different scenarios.
The scenarios are the same as those shown in Figure 5.3 (see Caption). The early-weight, late-weight and weight
curves are plotted for each scenario (black curve for correlated neurons and gray curve for uncorrelated neurons).

.

5.2.3 Conclusions

The results showed that the new structural plasticity rule seems to be a good solution to overcome the homeostatic
reset problem. Indeed, information learned during tonic is no longer forgotten, since synaptic weight is increased for
correlated connections and decreased for uncorrelated ones. Moreover, neurons are able to learn through multiple
occurrences, as weights continue to evolve across different states without saturation. Scenarios 1 and 2 both led
to this result: implementing the structural plasticity rule only in burst activity or also in burst activity seems to
be a good solution for memory consolidation. Changes in receptor efficiency (E-LTP) could be transformed into
structural changes in synapses (L-LTP). Scenario 3 also produced very interesting results. The saturation they show
leads to the conclusion that burst periods are essential for memory consolidation. Indeed, neurons are no longer
able to learn through multiple occurrences when burst activity is blocked.

5.3 Model analysis

In this section, the model, and in particular the behavior of the late-weight (l), is analyzed in greater depth. This
will provide a clear understanding of how it evolves. In addition, the influence of the various model parameters is
studied, so that their values can be chosen appropriately.
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5.3.1 Analytical calculation of late-weight convergence

The aim here is to predict the value towards which the late-weight (l) converges at the end of a state. More precisely,
we calculate the convergence value at the end of burst activity, once the early-weights (w) have converged to the
homeostatic reset. Since we are in burst mode, we consider ζ = −1.

The curve for the evolution of late-weight can be expressed using an integral such as:

l(t) =

∫ t

−∞
l̇(t∗)dt∗

= l0 +

∫ t

0

l̇(t∗)dt∗

where l0 is the initial value of the late-weight at the start of the burst activity under consideration. By the
definition given to the late-weight (equation 5.4 and equation 5.3), it can be expressed as a function of the evolution
of early-weight as follows:

l(t) = l0 −
1

τl

∫ t

0

ẇ(t∗)dt∗ (5.6)

However, during burst activity, early-weight (w) can be approximated by the following expression:

ŵ(t) = wreset + (w0 − wreset)e
− t

τw

where w0 is the initial value of the early-weight at the start of burst activity. The wreset is the value towards which
the early-weights converge at the end of the burst and τw is the time constant of the evolution of w. Deriving this
equation gives :

ˆ̇w(t) =

(
wreset − w0

τw

)
e−

t
τw (5.7)

Equation 5.7 can then be injected into equation 5.6, giving an approximation of the late-weight:

l̂(t) = l0 −
1

τl

∫ t

0

(
wreset − w0

τw

)
e−

t∗
τw dt∗

= l0 −
wreset − w0

τlτw

[
−τwe

− t∗
τw

]t
0

= l0 +
wreset − w0

τl

(
e
− t

τl − 1
)

To find the convergence value, we then tend this last equation towards infinity, which gives:

l̂(∞) = l0 −
(
wreset−w0

τl

)
(5.8)

Equation 5.8 therefore gives us the value towards which the late-weight converges at the end of the burst. It is a
function of the initial early-weight (i.e. the early-weight at the start of burst activity), w0, the initial late-weight
at the start of the burst, l0, the time constant τl and the value of wreset. The latter is known and has been
demonstrated by [Ponnet, 2022].
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5.3.2 Experimental verification of the early-weight convergence value

Methods

To verify the convergence value of the late-weight, a simple circuit consisting of 3 presynaptic neurons and 1 post-
synaptic neuron is used. The spike frequencies of the neurons were chosen so as to have one correlated and two
uncorrelated connections. The neuronal circuit is illustrated in Figure 5.5 and is simulated during 2 tonic/burst
cycles in which structural plasticity varies only during the burst (it remains constant during tonic phases). The
parameters used are those described below:

pre

pre

pre

postI

Iapp

correlated

uncorrelated

Figure 5.5 – Neuronal network. It consists
of 3 presynaptic neuron connected to one post-
synaptique neuron, in a feedforward manner.
2 connections are correlated (black) and 1 is
uncorrelated (grey). An inhibitory neuron is
connected to all neurons and an Iapp current
is applied to it.

Parameters:

• Frequency f0 chosen to generate tonic activity:

Neuron Tonic 1 Tonic 2
Pre 1 70 Hz 70 Hz
Pre 2 5 Hz 10 Hz
Pre 3 10 Hz 0.2 Hz
Post 40 Hz 30 Hz

• Initial values:

w0 l0 τl

0.5 0.1 10

Results

The evolution of late-weight during the two tonic/burst cycles is shown in Figure 5.6. Analytical predictions of its
convergence at the end of burst activity for each connection are represented by the purple crosses. They match the
different curves, thus verifying equation 5.8.
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Figure 5.6 – Experimental verification of equation 5.8. The evolution of late weight is plotted for the three
neural network connections (black curve for the correlated connection and grey curves for the two uncorrelated
connections). The prediction of the convergence value at the end of the burst is represented by the purple crosses.

.

Now that the convergence equation has been verified by the simulations, the various parameters influencing it
can be studied. In particular, the effect of the time constant τl and the effect of the wreset value are studied.
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5.3.3 Analysis of parameters influencing late-weight

We look at how the late weight change (∆l) is impacted by the various parameters. It is defined, on the basis of
equation 5.8, as follows:

∆l = −
(
wreset − w0

τl

)

Effect of τl

The τl effect on ∆l is illustrated in Figure 5.7 i. For this purpose, wreset was set to 0.55 and w0 to 1 to represent
strong connections (black curve) or to 0 to represent weak connections. Note that ∆l is represented on the y-axis
in percent and corresponds to the value

(
l−l0
l0

)
. For strong connections, ∆l is positive, so the late-weight increases

well, and for weak connections, it is the other way around, the late-weight decreases. Moreover, the evolution of ∆l

as a function of τl follows an exponential which decreases for strong connections and increases for weak ones. The
smaller the τl, the greater the change in late-weight. When τl is close to 1, the late-weight undergoes a variation of
around 500%, whereas when it is close to 100, it undergoes a variation close to 0%. So it is important to choose an
adequate τl, so that the late-weight changes neither too much nor too little. A τl of around 10 seems a good choice.
With this value, the late-weight will vary by around 45%. However, depending on the goal we’re aiming for, the
value can be modulated. If we’re aiming for rapid consolidation, it’s best to choose a τl value below 10, whereas if
we’re aiming for slow consolidation, a τl value above 10 would be preferable.

Effect of wreset

It is interesting to see what impact the wreset has on the late-weight, because as we’ll see in Chapter 6, the wreset

can change over time. Indeed, it is driven by the burst activity of neurons, which can change over time.

Figure 5.7 ii. shows the change in late-weight (y-axis) as a function of the initial connection early-weight (x-axis)
for different values of wreset (blue shading). The darker the blue, the higher the wreset. We can see that for a high
wreset (dark blue line), depression will be stronger than potentiation. Indeed, for wreset = 0.8, a strong connection
(due to strong learning) will see its late-weight increase by 20%, while a weak connection will see its late-weight
decrease by 80%. Conversely, for a low wreset (light blue line), potentiation will be stronger than depression. Indeed,
for wreset = 0.3, a strong connection will see its late-weight increase by 70%, while a weak connection will see it
decrease by 30%.

This phenomenon is illustrated in a different way in Figure 5.7 iii. to aid understanding. For weak connections
(left graphs), early-weights at the end of tonic activity are low. If the wreset is high, the early-weight will have to
travel a long distance to reach it, which has repercussions on the late-weight, which will undergo a big change. On
the contrary, if the wreset is low, the early-weight will have to travel a shorter distance to reach its value, so the
late-weight will change less. The opposite phenomenon occurs for strong connections (graphs on the right). Indeed,
at the end of the tonic, early-weights are high. They will therefore have to travel a shorter distance to reach a high
wreset than to reach a low one. The late-weight will therefore change less for a high wreset than for a low one.

What’s great about these observations is that the value of the wreset, which is determined by the neuronal
rhythm, fine-tunes the balance of how much we consolidate or depress.
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Figure 5.7 – Effect of parameters on late weight change. i. Change in late-weight (∆l in percentage) as a
function of τl (x-axis graduation in logarithmic scale) for a strong connection (black) and for a weak connection
(grey). The lower the τl, the greater the change in late-weight. ii. Change in late-weight (∆l in percentage) as a
function of initial early-weight (w0) for different values of wreset (blue gradient: from light to dark for increasing
wreset). For a low wreset, late-weight potentiation dominates its depression. The opposite is true for a high wreset.
iii. Illustration of the effect of wreset for weak connections (left) and strong connections (right). Evolution of
early-weight on top graphs for high and low wreset. Impact on late-weight represented on lower graphs.
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5.4 Adding heterogeneity to the neuronal network

In real life, neuronal networks are not as simple as the ones we’ve just illustrated. In fact, they are often much
larger, and the network is not homogeneous. For the moment, we’ve only considered networks made up of neurons
with the same properties. This is why, in this section, we add heterogeneity to the network, so that the intrinsic
properties of its constituent neurons differ from one neuron to the next. More specifically, we vary the intrinsic
conductances. We will also increase the size of the network.

5.4.1 Experiments

The experiments in this section are performed in the case of scenario 1. That is, when tonic activity is followed
by burst activity and structural plasticity is implemented only during burst activity. This scenario was chosen
because it seemed to be suitable for memory consolidation. Although this is also the case for scenario 2, the aim of
this section is to show how the model behaves in the face of heterogeneity in the neuronal network, so it was not
necessary to implement several scenarios.

Experiment 1: Adding heterogeneity to a small neuronal network

For this experiment, the same neuronal network as in section 5.2.2 (visible in Figure 5.2) is used with τl = 10. It is
thus composed of 3 presynaptic neurons connected to 2 postsynaptic neurons, forming 6 synaptic connections. The
difference here is that we’ve added a 15% variability in the intrinsic conductances of the neurons in the network,
which is now heterogeneous.

Experiment 2: Increasing the size of the neuronal network

In this experiment, a larger neuronal network consisting of 10 presynaptic and 10 postsynaptic neurons is considered.
Again, all presynaptic neurons are connected to all postsynaptic neurons in a feedforward manner, forming a total
of 100 synaptic connections. The spike frequencies of the neurons were chosen so as to have some correlated and
some uncorrelated connections. The network is illustrated in Figure 5.8.
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post
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x10

… …

post
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post

x10

I

Iapp

… …

Figure 5.8 – Neuronal network. It is composed of 10
presynaptic neuron all connected to 10 postsynaptic neu-
ron in a feedforward manner. An inhibitory neuron is
connected to all neurons and an Iapp current is applied to
it.

Parameters:

• Frequency f0 chosen to generate tonic activ-
ity:

Neuron Tonic 1 Tonic 2
Pre 1 → 3 60 Hz 60 Hz
Pre 4 → 5 30 Hz 30 Hz
Pre 6 → 10 [0.1 - 2] Hz [0.1 - 2] Hz
Post 1 → 4 40 Hz 40 Hz
Post 5 → 10 50 Hz 50 Hz

• Initial values:

w0 l0 τl

0.5 0.1 10
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Experiment 3: Adding heterogeneity to the large neuronal network

The same compound neuronal network as in Experiment 2 is used (shown in Figure 5.8). It comprises 100 synaptic
connections (formed by 10 presynaptic and 10 postsynaptic neurons). Here, as in Experiment 1, a 15% variability
in neuron conductance is added.

5.4.2 Results

The results of the 3 experiments are shown in Figure 5.9. The graphs of early-weight evolution show that adding
heterogeneity to the model results in heterogeneity in wreset values. Indeed, in Experiments 1 and 3, where there
is variability in the intrinsic conductances of neurons, not all early-weights converge to the same weight at the end
of burst activity. This is due to the fact that neurons now have different properties, so they show different patterns
of activity during burst. We know that the value of the wreset is directed by the burst activity of the neurons, so
if the burst pattern is different, the wreset will also be different. In Experiment 2, the convergence value of the
early-weights is the same for all connections, because in this case all neurons have the same intrinsic conductances
and therefore present the same pattern of activity during the burst.
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Figure 5.9 – Results of the new structural plasticity rule with variability in the neuronal network.
Scenario 1 is implemented. That is, the simulation is carried out over two tonic/burst cycles and structural
plasticity is only implemented during burst activity. For each experiment, early-weight, late-weight and weight
curves are plotted. Experiment 1 uses the neuronal network illustrated in Figure 5.2, adding 15% variability in the
intrinsic conductances of the neurons. In this network, there are therefore 6 connections in all. Experiment 2 uses
the neuronal network shown in Figure 5.8, with a total of 100 synaptic connections. Experiment 3 uses the same
network as Experiment 2, but adds 15% variability in neuron conductance.

As regards changes in late-weight and total weight, the size of the network or the addition of heterogeneity
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seems to have no significant impact on their behavior. The only small impact it has is that the curves are more
differentiated from each other in cases where there is variability in the properties of the neurons. Indeed, if we
compare the curves of Experiments 2 and 3, the curves of Experiment 3 are more dispersed in values than those
of Experiment 2. This result is to be expected, since the evolution of late-weight (which therefore also impacts the
synaptic weight) is affected by the evolution of early-weight during burst activity, which, as we have just seen, was
impacted by the addition of heterogeneity. Indeed, the early-weights converged to different wreset at the end of the
burst. Overall, however, the model’s behavior is the same as in the experiments carried out in section 5.2.2. That
is, strong connections see their synaptic weight increase and weak connections see their weight decrease relative to
the initial weight value. The neuronal networks are thus able to retain information learned during tonic, but are
also capable of learning new things. We can therefore conclude that the structural plasticity model proposed in this
thesis appears to be robust to variability and neural network size.

5.5 New structural plasticity model with the phenomenological rule

Until now, early-weight was implemented using the traditional calcium-based plasticity rule. However, as we saw
in Chapter 2, there is also a phenomenological model to describe the evolution of early-weight. This section is
therefore dedicated to testing the new structural plasticity rule with this phenomenological model.

5.5.1 Model

It is necessary to adapt the structural plasticity model since the evolution of late weight is directed by a calcium-
dependent equation (equation 5.4). We start from the same idea of using early-weight evolution to direct late-weight
evolution. In the phenomenological model (more details on rule implementation in [Jacquerie et al., 2022a]), the
evolution of the early-weight is based on the spike times of pre- and post-synaptic neurons, denoted tpre and tpost
respectively. The model (triplet model) is described as follows:

w(t) −→
{

w(t) + x1(t)(1− w)
(
A+

2 +A+
3 y2(t)

)
if t = tpost

w(t)− y1(t)w
(
A−

2 +A−
3 x2(t)

)
if t = tpre

(5.9)

where x1(t) and x2(t) are the traces of the presynaptic neurons and y1(t) and y1(t) are the traces of the postsynaptic
neurons. A−

2 and A−
3 are the depression constants and A+

2 and A+
3 are the potentiation constants. Based on this

equation, we defined the evolution of late-weight as follows:{
τl l̇ = x1(t)(1− w)

(
A+

2 +A+
3 y2(t)

)
if t = tpost

τl l̇ = −y1(t)w
(
A−

2 +A−
3 x2(t)

)
if t = tpre

(5.10)

The closer the presynaptic neuron spikes and just before the postsynaptic neuron spikes, the more potentiation is
promoted. Conversely, if the presynaptic spike is just after the postsynaptic spike, this favors depression.

5.5.2 Experiments

The neuronal network used is illustrated in Figure 5.10. In fact, we consider 6 small circuits consisting of one
presynaptic and one postsynaptic neuron. In each circuit, an inhibitory neuron is connected to the presynaptic and
postsynaptic neurons to modulate their electrical activity. Of the 6 synaptic connections, 3 are correlated and 3
uncorrelated. Since potentiation and depression of the weights depend on the spike times of the neurons, the protocol
for obtaining correlated and uncorrelated connections is different from that used with the calcium rule. In this case,
to obtain potentiation, we need to ensure that we have pre-post spike pairs, and to obtain depression, we need to
have post-pre spike pairs. Spike frequencies used are the same for correlated and uncorrelated connections, but
with different spike times, so that for correlated connections the presynaptic neuron spikes before the postsynaptic
neuron, and for uncorrelated connections it’s the other way around. Note that in this section, τ l is set to 0.1, which
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is smaller than in the calcium rule. This is because the change in early-weight with the phenomenological model is
faster than with the calcium model. τ l has been chosen so that the late-weight evolves with similar amplitudes as
previously, when the calcium rule was used.

pre
I

Iapp

correlated

uncorrelated

post

x6
pre post

x3

Figure 5.10 – Neuronal network used with
the phenomenological model. It consists
of 6 small circuits, each composed of a presy-
naptic neuron connected to a postsynaptic
neuron. 3 of the circuits form a correlated
connection and the other 3 an uncorrelated
connection. Each circuit contains an intbiting
neuron connected to presynaptic and postsy-
naptic neurons.

Parameters:

• Frequency f0 chosen to generate tonic activity:

Neuron Pre Post
1 5 Hz 5 Hz
2 10 Hz 10 Hz
3 20 Hz 20 Hz

• Initial values:

w0 l0 τl

0.5 0.1 0.1

5.5.3 Results

The results are shown in Figure 5.11. Scenarios 1 and 2 were used, as both appeared to be consistent with memory
consolidation. The neural network is therefore simulated over two successive periods of tonic activity and burst ac-
tivity. In scenario 1 (graphs on the left), structural plasticity is implemented only during the burst period, whereas
in scenario 2 (graphs on the right), it is implemented throughout the simulation.

For both scenarios, all curves (early-weight, late-weight and weight) have the same shape as those with the
calcium rule (see Figure 5.4). Correlated connections have their overall weight increased over time (although it is
slightly decreased during burst activity). On the contrary, uncorrelated connections show an overall decrease in
weight. What differentiates scenario 1 from scenario 2 is that, at the end of the simulation (at the end of the 4
states), for correlated connections, the final value of late-weight and weight are higher in scenario 2. The opposite
is observed for uncorrelated connections. This is due to the fact that, for scenario 2, the late-weight evolves during
all the states of the simulation, whereas for scenario 1, it only evolves during every other state. However, over two
tonic/burst cycles, the evolution remains reasonable and weights do not saturate.

We can conclude that, whatever the traditional synaptic plasticity rule used, the structural plasticity model we
are proposing enables memory consolidation. Indeed, it takes advantage of the homeostatic reset observed with
traditional rules to consolidate memory. By combining the two plasticity rules (traditional rule and structural
plasticity rule), neurons are able to retain information even when their electrical activity changes, and are also
capable of learning new things.
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Figure 5.11 – Results of the new structural plasticity rule with the phenomenological model. Scenario 1
consists of a succession of tonic and burst periods, with structural plasticity implemented only during burst activity.
Scenario 2 is the same as scenario 1, with the difference that structural plasticity is implemented throughout the
simulation (in both tonic and burst periods). Early-weight, late-weight and weight curves are shown (in black for
correlated connections and in grey for uncorrelated ones). The neuron circuit used is that shown in Figure 5.10.
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Chap 5 : creation of a structural plasticity model

Model

𝜏!	𝑙̇ = −𝑤̇

Simplified form: 

(during the burst activity)
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Chapter 6

Application of the new structural plasticity
model

6.1 Model efficiency

6.1.1 Experiments

To test the effectiveness of our proposed plasticity model, a memory task similar to that proposed by [González-
Rueda et al., 2018] is performed. This will enable us to study memory consolidation when neurons switch activity.
Initially, we use a smaller network than that proposed by [González-Rueda et al., 2018]. Indeed, as illustrated in
Figure 6.1, here we first use a network composed of 10 presynaptic neurons connected to 1 postsynaptic neuron in
a feedforward manner. One of the 10 presynaptic neurons is paired with the postsynaptic neuron, while the other 9
are not. The way in which neuron activity is generated is the same as that used in Chapter 5, described in section
5.1.2. As a reminder, spike times are generated with inter-spike intervals following independent normal distributions
N

(
1
f0
, ( 0.1f0 )

2
)

where f0 is chosen according to the desired activity. To obtain the correlated connections, f0 is chosen
high and for the 9 uncorrelated connections, it is chosen low, between 0.1 and 2 Hz.

pre

pre

pre

post

correlated

uncorrelated

pre

x10

… …Iapp

I

Figure 6.1 – Neural network used to test model efficiency.
It consists of 10 presynaptic neurons connected to 1 postsynap-
tic neuron. One connection is correlated, while the other 9 are
uncorrelated. An inhibitory neuron is connected to the neurons
to modulate their electrical activity.

Parameters:

• Frequency f0 chosen to generate tonic
activity:

Neuron frequency
Pre 1 60 Hz

Pre 2-10 [0.1-2] Hz
Post 40 Hz

• Initial values:

w0 l0 τl

0.5 0.1 10

65



The three scenarios described and tested in Chapter 5 are used again here and compared with each other.
Moreover, a scenario 0 is also implemented to show the full benefit of structural plasticity in memory consolidation.
This scenario is presented in Table 6.1 and is similar to scenario 1 (tonic-to-burst activity switches), but where
structural plasticity is not implemented. As a reminder, scenario 1 consists of a succession of activity switches from
tonic to burst, in which structural plasticity is implemented in burst only. Scenario 2 is the same as scenario 1,
with the difference that structural plasticity is also implemented in tonic activity. For scenario 3, burst activity is
blocked and consists of a succession of tonic and inactive periods (scenarios shown in Table 5.1). In this section, It
should also be noted that the simulations are carried out over a duration of 150 s (i.e. 10 states of 15 seconds each).

State 1 State 2

Scenario 0
Neuronal activity Tonic Burst

Structural plasticity OFF OFF

Table 6.1 – Scenario 0 settings.

To analyze the results and interpret the neuronal network’s ability to store information, the signal-to-noise ratio
(SNR) is calculated. To calculate it, we use the formula proposed by [González-Rueda et al., 2018]:

SNR =
max(wl)

mean(wl)
(6.1)

6.1.2 Results

The results of the simulations described above are shown in Figure 6.2. For each scenario, the weight curves (product
of early-weight (w) and late-weight (l)) are shown on the top graphs. In addition, the SNR calculated at each end
of state is shown on the lower graphs.

In scenario 0 (Figure 6.2, top left), where no structural plasticity is implemented, the weight curves undergo
homeostatic reset. This is reflected in the SNR, which follows the same trend as the weight curve. In fact, during
tonic periods, SNR is increased, but with each switch to burst activity, it is decreased. Switching to burst activity
therefore leads to a downscaling of the neural network, preventing SNR from improving over the course of the
simulation. Indeed, it never exceeds the value of 2 during the 10 states, showing that the neuronal network is
unable to consolidate memory in this case.

In scenario 1 (Figure 6.2, top right), where structural plasticity is implemented in burst activities, the weight
curves no longer show the homeostatic reset and increase for correlated connections and decrease for uncorrelated
connections over time. This is reflected in the SNR, which has an increasing trend over time, since the SNR after
the first state is less than 2 and reaches a value close to 6 after the 10th state. This means that the neural network
is consolidating information over time. However, it is interesting to note that the evolution of the SNR is not
monotonic throughout the simulation. Indeed, the first switches to burst activity (e.g. from state 1 to state 2)
will show a downscaling of the network as observed in scenario 0, as the SNR decreases. However, it is important
to note that this downscaling is less pronounced than in scenario 0, meaning that "less" information is lost when
switching to burst activity. After a certain state, this downscaling phenomenon disappears and the switch to burst
activity leads to an increase in SNR (as can be seen from the switch from state 9 to state 10). This is a brilliant
phenomenon, because during the burst, the neuronal network receives no information to learn, yet manages to
consolidate the information.
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Figure 6.2 – Results of the simple memory task for different scenarios. 4 scenarios were tested: scenario 0
consists of a succession of tonic and burst periods in which no structural plasticity is present; scenario 1 is similar
but with structural plasticity present during burst; scenario 2 is also the same but in which structural plasticity
is implemented during tonic and burst; scenario 3 consists of a succession of tonic and inactive periods, in which
structural plasticity is implemented throughout the simulation. For each scenario, the evolution of weight (product
of early weight (w) and late weight (l)) is shown, along with the SNR (calculated for each state from equation 6.1).
Implementing structural plasticity improves SNR over time. During the initial cycles, the SNR decreases with the
transition to burst activity, while after a certain time, it increases (shown in burgundy). The neural network used
is the one depicted in Figure 6.1. Diagram of the different electrical activities taken from [Jacquerie, 2023]
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In scenario 2 (Figure 6.2, bottom left), the weight and SNR curves behave in the same way as in scenario 1. The
difference is that their evolution is more rapid, since structural plasticity is also implemented during tonic periods.
In the first cycles, a downsclaing of the network is observed during the transition to burst activity (decrease in
SNR), whereas after a while, the transition to burst activity leads to memory consolidation (increase in SNR).
However, an additional phenomenon can be observed in this scenario: from state 7 onwards, an SNR saturation
occurs. Indeed, during the last 4 states, the SNR remains at the same value. This is due to the fact that the weights
of uncorrelated connections have reached their lower limit (i.e. 0). This can be interpreted by the fact that there
are no longer any connections between neurons. If we draw a parallel with the models proposed by [Deger et al.,
2012] and [Fauth and van Rossum, 2019] described in Chapter 4, these "no longer existing" connections between
uncorrelated neurons can be seen as the transformation of the synapse from functional to non-functional. At this
stage, information is neither forgotten nor consolidated. We will see later (in section 6.3) what happens when the
simulation runs longer.

Finally, for scenario 3 (Figure 6.2, bottom right), where burst activity is blocked, the saturation observed on
the weight curves (from state 2 to state 10, the curves hardly change at all) is reflected on the SNR, which also
saturates and remains at the same value throughout the simulation. Although the neuronal network seems to retain
information (as the SNR remains at 2), it is unable to consolidate it or learn anything new. It should be noted that
a slight decrease in weight, and therefore SNR, can be observed in the inactive period (as in state 10, for example).
This is due to the fact that the neurons spike very little and therefore the weight depresses slightly.

6.1.3 Conclusion

The results show that combining our structural plasticity rule with a traditional plasticity rule enables an improve-
ment in SNR over time in the presence of tonic-to-burst switches. This model thus enables information storage and
memory consolidation, which was not the case without structural plasticity. Indeed, without structural plasticity,
when switching to burst activity, there is a downscaling of the neuronal network that forgets the learned information
due to the homeostatic reset of the weight. Furthermore, the results showed that without burst activity, the neural
network was unable to consolidate memory, given the saturation of the SNR. Finally, an interesting phenomenon
was highlighted when structural plasticity is implemented. After a certain point, bursting plays a different role
in memory consolidation. Initially, SNR decreases with the transition to burst activity and network downscaling
occurs. Then, it increases with the transition to burst activity and memory consolidation takes place. From this
point onwards, neurons continue to learn during burst periods, when they no longer receive external stimulation.
This is a powerful phenomenon, and it is interesting to know when it occurs and what causes it. This will be
discussed in the next section.

6.2 Why does bursting play a different role in memory consolidation
from a certain point onwards?

6.2.1 Cause

To answer this question, it is necessary to take a closer look at the early-weight curve, late-weight curve, and
total weight curve. These are shown in Figure 6.3 for scenario 1. In the graph of the early-weight curve (top-left
graph), it can be observed that the value of wreset decreases during the simulation. In Chapter 5, we learned that
this has an influence on the evolution of the late-weight. Specifically, the value of wreset determines the extent to
which late weights are consolidated, and the extent to which they are exceeded. A high value of wreset (as in the
early cycles of the simulation) favors depression over consolidation, while a low value of wreset (as towards the end
of the simulation) favors consolidation over depression. This effect can be directly seen in the late-weight curve
(middle-left graph), which shows a decreasing depression over the course of the simulation.
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But what causes the change in the value of wreset over time?

We know that wreset is influenced by the burst activity of neurons, and we can see that it is modified during
the simulation. As shown in the two insets of Figure 6.3, during the first burst activity, the postsynaptic neuron
exhibits bursts of 5 spikes, while during the last burst activity, it only exhibits 4 spikes. This is because the
connectivity between neurons changes over time, and therefore the activity of the postsynaptic neuron is influenced
by the activity of the presynaptic neurons. In fact, everything is interconnected: the electrical rhythm of neurons
affects structural plasticity and, in turn, the SNR. However, structural plasticity, which defines the connectivity
between neurons, also affects their rhythm, as the influence neurons have on each other changes (due to the change
in connectivity).
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Figure 6.3 – Causes of the change in SNR behavior. To highlight this phenomenon, early-weight, late-weight
and weight curves are shown (for scenario 1). The wreset decreases over the course of the simulation, due in
particular to the change in postsynaptic neuron activity during the burst period. This is shown by the two dotted
boxes illustrating the neuron’s electrical activity during the first burst (in burgundy) and during the last burst (in
blue). The SNR begins to increase in burst from the moment the slope of the weight at the start of burst activity
is negative for the uncorrelated connections (shown by the burgundy rectangles in solid lines).
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6.2.2 Calculating the moment at which memory consolidation emerges during burst
activities

Naive approach

If we take a closer look at the weight curve (bottom graph) and SNR in Figure 6.3, we can see that the change in
SNR behavior occurs when there is a change of sign in the weight curves of uncorrelated connections (gray curves).
Indeed, in the second burst (state 4), the low weights increase, resulting in a decrease in SNR. At the fourth burst
(state 8), however, low weights decrease, resulting in an increase in SNR. I have illustrated this phenomenon in
Figure 6.4 for a clearer understanding.
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Figure 6.4 – Configuration at which memory consolidation emerges during burst activities. The evolution
of synaptic weights (product of early weight (w) and late weight (l)) for uncorrelated connections is shown in the
top graph (graph zoomed in at bottom left of Figure 6.3). The SNR is shown on the lower graph for states
present on the weight evolution graph (also zoomed in from the SNR graph in Figure 6.3). When the weight of
uncorrelated connections increases during burst activity (as in state 4), this results in a decrease in SNR. When
the weight decreases during burst (as in state 8), this results in an increase in SNR. SNR remains stable when
the weight remains constant at the transition to burst activity. This is the turning value between downscaling and
consolidation.

The naive approach is to say that the moment of transition between the downscaling of the neuronal network
and its consolidation at the switch to burst activity is when the synaptic weight remains constant (as shown in
Figure 6.4). However, it is important to note that this approach is only valid when the weights have not yet reached
their lower limit, i.e. 0. Indeed, once they reach 0, the SNR remains constant. Mathematically, the transition from
downscaling to consolidation occurs when, for uncorrelated connections:

wtonicltonic = wburstlburst (6.2)

where wtonic and ltonic are respectively the early and late weights at the end of the tonic period, and wburst and
lburst are respectively the early and late weights at the end of the burst period. It is worth noting that here we
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are only focusing on uncorrelated connections, because according to observations, it’s their behavior that drives
SNR behavior. The fact that they have more influence than the correlated connections could simply be due to
the fact that there are 9 uncorrelated connections, whereas there is only one correlated connection. In chapter
5, we showed that during the burst period, the late-weight converges to l0 −

(
wreset−w0

τl

)
(Equation 5.8). In our

case, l0 and w0 correspond respectively to the late-weight and early-weight at the end of tonic, i.e. ltonic and
wtonic, and wreset corresponds to the early-weight at the end of burst, i.e. wburst. We can therefore rewrite:
lburst = ltonic −

(
wburst−wtonic

τl

)
. In this way, we have

wtonicltonic = wburst

(
ltonic −

(
wburst − wtonic

τl

))
wtonicltonic − wburstltonic = −

(
w2

burst − wburstwtonic

τl

)
ltonic (wtonic − wburst) = −wburst

τl
(wburst − wtonic)

This results in
ltonic =

wburst

τl
(6.3)

In order to be even more precise, it is better to average out the uncorrelated connections and therefore consider
ltonic_mean in equation 6.3 instead of ltonic. The term ltonic_mean corresponds to the average of the values of the
late-weights of the uncorrelated connections at the end of the tonic period. This equation means that as soon as the
late-weight of uncorrelated connections at the end of the tonic (ltonic) becomes smaller than the early-weight at the
end of the burst (wburst which corresponds to the wreset) divided by τl (the time constant of the late-weight), the
weight curve decreases during the burst. This means that from then on, burst periods reinforce the forgetting of
uncorrelated connections. This was not the case before, as the weight curves increased during the burst, resulting in
the memory of uncorrelated connections being reinforced. The SNR is therefore improved as "useless information"
(which can be considered as noise) is "eliminated". The fact that neurons forget useless information means, in
a way, that learned information is consolidated. Although somewhat simplified, the term memory consolidation
is used in this section to refer to an increase in SNR. It is also interesting to note that the value of wreset can
be predicted in advance. Indeed, [Ponnet, 2022] demonstrated the value to which it converges. We can therefore
predict at the end of tonic activity whether the neuronal network will be able to consolidate the information during
the burst that follows. Although this result seems to be verified by simulations, it remains an approximation and
a naive approach. A more realistic approach is preferable.

Realistic approach

There are various approaches to finding the point at which SNR improves during bursts. We have just seen that
this moment corresponds to the instant when the slopes of the weight curves of uncorrelated connections change
sign during burst activity. As a reminder, SNR decreased during bursts when the weight curves increased (positive
slope), and increased when the curve decreased (negative slope) (see Figure 6.4). One approach is therefore to
develop the expression for the slope of the weight curves as follows:

d

dt
(wl) = ẇl + wl̇

= −τl l̇l + wl̇

because τl l̇ = −ẇ during the burst activity (see definition of late-weight in Chapter 5). So we have:

d

dt
(wl) = (w − τll) l̇ (6.4)
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Equation 6.4 means that, depending on the sign of (w − τll), the slope of the weight (wl) will be of the same
sign or not as the slope of the late-weight (l). In our case, for the network to consolidate memory during the burst,
we want the slope of the weight to be negative for uncorrelated connections (as shown in Figure 6.4). We know
that for an uncorrelated connection, the slope of the late-weight is negative, as shown in Figure 6.5. To consolidate
memory, wg must therefore have a slope of the same sign as the slope of l. To achieve this, (w − τll) must be
positive, i.e. when l < w

τl
, which verifies equation 6.3.
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Figure 6.5 – Late-weight and weight slopes highlighted. The graphs of late-weight (top graph) and weight
(bottom graph) are taken from Figure 6.3. When the slope of the weight for uncorrelated connections is negative,
the slope of the late-weight is also negative. At this point, weight and late-weight have the same sign of slope.

To conclude this paragraph, in the simple memory task proposed here, the neuronal network begins to consolidate
memory in burst period when at time t, l(t) < w(t)

τl
for uncorrelated connections, l(t) representing the late-weight

at time t and w(t) the early-weight at the same time. When the late-weight has not yet reached this value, the
neuronal network forgets information when switching to burst activity.

6.3 Influence of parameters on SNR

6.3.1 Effect of τl
First, the effect of the late-weight time constant (τl) on SNR behavior is analyzed. The results are shown in Figure
6.6. The greater the τl, the slower the increase in SNR over time. Indeed, we can see that for τl = 5 (left graph), as
early as state 2, the neuronal network consolidates memory during the burst. In addition, the SNR reaches a value
of 10 as early as state 8 and saturates thereafter. In contrast, when τl = 15, 10 states is not enough for memory
consolidation during the burst, and by state 10, the SNR has not even reached a value of 4. By tuning the value of
τl, we can determine the speed at which the neuronal network learns.
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Figure 6.6 – Effect of τl on SNR. SNR is plotted for τl = 5 (left graph), for τl = 10 (middle graph) and for τl = 15
(right graph). As τl increases, SNR rises more slowly. The neuronal network simulated is that shown in Figure 6.1.

6.3.2 Influence of a longer simulation period

To see the effect of a longer simulation period, a smaller taul is used, i.e. τl = 5. In this way, as we have just seen,
the SNR will evolve more rapidly. The results are shown in Figure 6.7.

First of all, around state 9, there is a period of SNR saturation. This has already been discussed in section 6.1.2,
as it has already been observed. As a reminder, this saturation occurs because the late-weight reaches its minimum
value and saturates at 0. After this saturation period, the SNR starts to decrease. This is due to the fact that the
late-weight curve starts to rise again, as can be seen in the middle graph in Figure 6.7. This is explained by the fact
that there is an over-connection occurring in the neuronal network (i.e. the connections between neurons become too
strong). On the early-weight curve (top graph in Figure 6.7), from a certain point onwards, uncorrelated connections
are no longer able to depress during tonic periods. These connections are therefore potentiated. Biologically, this
happens because the correlated connection becomes so strong that it brings a large quantity of calcium into play.
This calcium will then influence the uncorrelated connections, which will potentiate. If we want to avoid this
phenomenon of over-connections, we need to define an appropriate maximum value for the late-weight. This has
been extensively discussed in the Master thesis of Emmy Kellens.

6.3.3 Effect of l0
Up to now, l0 has always been set to 0.1, which means that we initialize the late-weight of all connections to this
value. However, as Emmy Kellens shows in her Master thesis, this initialization value is high. Indeed, by choosing a
value of l0 that is too high, l will quickly reach large values, and there is a risk of encountering the over-connection
situation described earlier, at a faster pace. That is why in this section, several lower values of l0 are tested to see
the impact this has on the SNR. The neuronal network used for the simulation is always the one shown in Figure
6.1, with its corresponding parameters. Weight curves and SNR are shown for three different values of l0 in Figure
6.8 (left for l0 = 0.04, middle for l0 = 0.07 and right for l0 = 0.1).

Concerning the weight curves, we can see that the smaller l0 is chosen, the faster the uncorrelated connections
(gray curves) saturate at 0. This result is logical, since by choosing a smaller value of l0, fewer values remain for
the late weight to reach the value of 0. As a result, saturation of the SNR occurs earlier in the simulation. Indeed,
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Figure 6.7 – Effect of a long simulation period on SNR. The neuronal network shown in Figure 6.1 with
τl = 5 was simulated over a period of 600 seconds (i.e. 40 states). The evolution of early-weight (top left graph),
late-weight (middle graph) and weight (bottom graph) are shown, along with the SNR calculated at the end of
each state (right graph). The SNR exhibits saturation due to the late-weight saturating at 0. Subsequently, the
SNR decreases as a result of neuronal network over-connection, which leads to the potentiation of early-weights in
uncorrelated connections.

for l0 = 0.04, a saturation of the SNR is observable whereas for l0 = 0.07 and l0 = 0.1 there is no saturation yet
after a simulation of a succession of 10 states. Furthermore, when l0 = 0.04, it can be observed that from the
initial states onwards, the SNR increases during burst periods, indicating that the neural network consolidates the
learned information right from the beginning. This is not the case for larger l0 values, whose SNR shows a de-
crease in the first states when switching to burst activity, signifying lost information. It takes a little longer for the
neuronal network to start consolidating learned information during the burst, compared to the case where l0 = 0.04.

What we can learn from these results is that whatever the initial value of the late-weight (within reasonable
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values), the SNR tends to increase over time. What’s more, the neuronal network ends up consolidating the
information (learned during tonic periods) during burst periods. Indeed, even when the neuronal network is no
longer subject to external stimulation, SNR increases. The choice of the value of l0 just modulates the evolution of
the SNR.
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Figure 6.8 – Effect of choice of initial late weight on SNR. The weight curves (top graph) and corresponding
SNR are shown for different values of l0 (for l0 = 0.04 (left), for l0 = 0.07 (middle) and for l0 = 0.1 (right)). In all
three cases, the SNR tends to increase over time.

6.3.4 Effect of network size

Experiments

The memory task proposed by [González-Rueda et al., 2018] applies to a larger network than the one we have
just used. In [González-Rueda et al., 2018], a network of 100 presynaptic neurons and 1 postsynaptic neuron is
used. For this reason, in this section, a network of the same size is used to see how the SNR behaves in this case.
The simulated neuronal network is shown in Figure 6.9 and the parameters used are specified. The way in which
neuron activity is generated is the same as that used in the previous sections (described in section 5.1.2). In this
network, 5 connections are correlated as their neurons spike at a high frequency. The remaining 95 connections are
uncorrelated since their presynaptic neurons spike at a low frequency. For these neurons we have defined f0 between
0.1 and 2 Hz. The initial parameters (l0 and τl) were chosen so as not to have any over-connection or saturation in
the neuronal circuit during the simulation time, i.e. 10 states. To achieve this, l0 was set to 0.07 and τl to 12.

Results

The results for the large neural network are shown in Figure 6.10.
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tic neurons connected to 1 postsynaptic neuron. Five connec-
tion are correlated, while the other 95 are uncorrelated. An
inhibitory neuron is connected to the neurons to modulate their
electrical activity.

Parameters:

• Frequency f0 chosen to generate tonic
activity:

Neuron frequency
Pre 1-5 60 Hz

Pre 6-100 [0.1-2] Hz
Post 40 Hz

• Initial values:
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Figure 6.10 – SNR evolution for a larger neuronal network. The evolution of weight (product of early-weight
and late-weight) is shown on the top graph (5 correlated connections in black and 95 uncorrelated connections in
grey). The SNR calculated at the end of each state is shown on the bottom graph. The SNR tends to increase over
time. The simulated circuit is that shown in Figure 6.9.

The behavior of the SNR is the same as that observed for the smallest neuronal network. Indeed, we can see
that during the first few states, SNR decreases at the switch to burst activity. This represents a downscaling of
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the neuronal network and indicates that information is being forgotten during burst periods. Subsequently, the
opposite behavior is observed. Indeed, SNR continues to increase even during burst activity, indicating that the
neural network is consolidating the learned information.

Even by increasing the size of the neural network, the structural plasticity model we propose seems consistent
with memory consolidation.

6.3.5 Conclusions

In conclusion, the effects of the various parameters on SNR do not affect its overall behavior. In other words,
whatever the parameters chosen, SNR tends to increase over time. Moreover, the neuronal network ends up
consolidating memory even during burst periods. Parameters influence the rate of SNR evolution. Indeed, a small
τl will cause the SNR to increase faster than a large τl. Memory consolidation during burst periods will therefore
begin at an earlier state than with a larger τl. As for the initial value of the late-weight (l0), the smaller it is chosen,
the faster the SNR will reach saturation. The choice of parameters remains at the discretion of the user, depending
on the desired objective.

6.4 Applying the structural plasticity model to a learning task

In this section, a simple learning task is performed to illustrate memory consolidation during neuronal activity
switches. This allows us to test the model proposed in this thesis, which combines a traditional synaptic plasticity
rule with a structural plasticity rule. This task was inspired by one proposed by [Jacquerie, 2023].

6.4.1 Experiment

The task consists in teaching the neural network to identify a pattern composed of 4 pixels on a 3x3 grid. This
pattern and the neuronal network used are illustrated in Figure 3. The neuronal network consists of 9 presynaptic
neurons and one postsynaptic neuron. Each presynaptic neuron is associated with a grid pixel. To learn the pat-
tern, the neurons associated with the pattern (presynaptic neurons 1 to 4) are stimulated to spike at a frequency of
around 55Hz. Neurons not associated with the pattern (presynaptic neurons 5 to 9) spike at a frequency of around
1Hz. In addition, the postsynaptic neurons are simultaneously activated at a frequency of 40Hz.

In this section, we experiment with Scenario 0 and Scenario 1 and the simulation runs for 150 seconds, i.e. for
10 states. As a reminder, scenario 0 corresponds to a succession of tonic and burst periods in which no structural
plasticity is implemented. Scenario 1 is the same as scenario 0, but in which structural plasticity is implemented
during burst periods. By experimenting with these two scenarios, we can demonstrate the effectiveness and useful-
ness of implementing structural plasticity in our model.

To illustrate results and interpret learning, we display the receptive field of each output neuron, as proposed
by [Jacquerie, 2023]. The receptive field represents the matrix of weights assigned to each output neuron, i.e. the
weights of the 9 presynaptic neurons remodeled in a 3x3 grid. Here, the weight in question is the product of the
early-weight and the late-weight (wl). The color of each pixel in the grid is proportional to the normalized weight
obtained at the end of each state.
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Figure 6.11 – Pattern and Neuronal network. The pattern
is composed of 4 pixels on a 3x3 pixel grid. The neuronal net-
work consists of 9 presynaptic neurons, each associated with a
pixel in the pattern. These neurons are connected to a postsy-
naptic neuron, in a ffedforward manner. An inhibitory neuron
is connected to the neurons to modulate their electrical activity.

Parameters:

• Frequencies used to generate neuron
spikes:

Neuron frequency
Pre 1-4 55 Hz
Pre 5-9 1 Hz
Post 40 Hz

• Initial values:

w0 l0 τl

0.5 0.03 10

6.4.2 Results

The receptive fields for each state and scenario are shown in Figure 6.12. Those at the top are those obtained
with the implementation of structural plasticity and those at the bottom without the implementation of structural
plasticity. The lighter the color, the higher the synaptic weight. It is important to note that the synaptic weight
considered to give the pixel color is normalized for each scenario considered. This means that, for the same pixel
color between scenario 0 and scenario 1, this does not necessarily correspond to the same synaptic weight.

With structural
plasticity

tonic
burst

1 2 3 4 5 6 7 8 9 10

States
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Figure 6.12 – Results of the learning task. At the top are the receptive fields when no structural plasticity is
implemented. The color intensity of each pixel is proportional to the normalized synaptic weight. The lighter the
color, the higher the weight. Below are the receptive field when structural plasticity is implemented during the
burst. Experiments are performed for a succession of tonic and burst periods over a total of 10 states, using the
neural network shown in Figure 6.11.

The results show that, in the presence of structural plasticity, the pattern becomes better and better learned over
the course of the states. Indeed, we see that the pattern is lighter in color in state 10 than in state 1. However, at
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each burst period, we see that the neural network forgets some of the information, since the pattern is represented
in slightly darker color. But the pattern is still visible, which means that not all the information is forgotten.
Concerning the results when there is no structural plasticity, we see that at each burst period, the neuronal network
forgets the information, since the pattern is invisible during these periods. In addition, over the entire period of
simulations, the network is unable to consolidate the learned information. Indeed, the color of the pattern in state
9 is the same as in state 1, which means that the network does not know the information any better at the end of
the simulation.

In conclusion, in the presence of structural plasticity, the neural network is able to consolidate learned infor-
mation, even if a small amount of information is forgotten with each switch to burst activity. Without structural
plasticity, the network is unable to consolidate learned information, since every time it switches to burst activity, it
forgets all the information it has learned. Implementing structural plasticity is therefore a prerequisite for memory
consolidation.
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Part IV

Conclusion and perspectives
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Chapter 7

Conclusion and perspectives

7.1 Thesis summary

This thesis aimed to develop a model of structural plasticity capable of taking advantage of the homeostatic remnant
observed with traditional rules of synaptic plasticity during changes in neuronal firing patterns. The goal was to
obtain a model consistent with memory consolidation during quiet waking states. To achieve this objective, the
following key questions were addressed:

• What is synaptic plasticity, how is it modeled, and what are the limitations of these models for changes in
neuronal firing pattern? (Chapter 2)
Synaptic plasticity refers to the ability of neurons to modify their neuronal connections. In the literature, it
exists in two forms: E-LTP and L-LTP. The first type, E-LTP, is characterized by a modification of receptor
efficiency and the rapid insertion of new receptors, and it has been extensively investigated from a computa-
tional standpoint. Two major categories of models are encountered: biophysical models and phenomenological
models. However, as [Jacquerie et al., 2022a] has shown, when these synaptic plasticity rules are used as they
are in changes in firing patterns (particularly from tonic to burst), the homeostatic reset is observed. Indeed,
when switching to burst activity, all synaptic weights converge to the same baseline value, whatever their
initial value. This phenomenon is inconsistent with memory consolidation, since all the information learned
during tonic is forgotten.

• What is structural plasticity from a biological point of view (Chapter 3) and how is it modeled in the literature?
(Chapter 4)
Structural plasticity, often referred to as L-LTP in the literature, is characterized by structural changes in
dendritic spines. It also involves protein synthesis, unlike E-LTP. We first investigated it from a biological
point of view, so as to have all the tools needed to understand the models proposed in the literature. In brief,
the calcium influx resulting from LTP induction triggers a whole cascade of biochemical reactions leading to
the rearrangement of the actin cytoskeleton. Small GTPases play a key role in this cascade. In addition,
CREB activation triggers the synthesis of new receptors.
From a computational model point of view, L-LTP models have been much less investigated than E-LTP
models. As proposed by [Jacquerie, 2023], they can be classified into three categories: mathematical models
(using a lot of equations and statistics to describe structural plasticity) like the one proposed by [Deger et al.,
2012], biological models (describing the dynamics of biochemical reactions) like that of [Smolen et al., 2006] ,
and phenomenological models (using simplified biological processes to govern the model equations) like that
of [Fauth and van Rossum, 2019].

• Can we create a structural plasticity rule that takes advantage of homeostatic reset to transfer learning and
be consistent with memory consolidation? (Chapter 5)
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We have developed a structural plasticity rule that models L-LTP through the evolution of late-weight. The
rule is based directly on the dynamics of early-weight, which in turn models E-LTP. Synaptic weight is then
defined as the product of early-weight and late-weight. The model was tested during the change in neuronal
activity (in particular from tonic to burst) and showed that it was able to take advantage of the homeostatic
reset to transfer learning. Indeed, over time, correlated connections (representing learning) were potentiated
and uncorrelated connections depressed. The model thus demonstrated its ability to retain learned information
and learn through multiple occurrences. An analysis of the parameters was carried out in order to determine
their effect and to define them appropriately for the desired objective. In particular, it was shown that
the value of the homeostatic reset (driven by neuronal rhythm during the burst activity) had an important
effect on the model, as it dictates the extent to which consolidation and depression occur. A small value, for
example, favors consolidation over depression. In addition, the model proposed in this thesis proved robust
to the heterogeneity of the neuronal network and to the choice of the traditional synaptic plasticity rule used.

• Is the proposed model effective for memory consolidation? (Chapter 6)
To test the effectiveness of the model, a simple task inspired by [González-Rueda et al., 2018] was carried
out. Efficiency is assessed by calculating the signal-to-noise ratio (SNR). The results showed that our model
improved the SNR across several tonic/burst cycles, which was not the case without structural plasticity. The
SNR showed very interesting behavior. Indeed, during the first states, it decreased when switching to burst
activity (reflecting a loss of information), then from a certain state onwards, the SNR continued to increase
even when switching to burst activity (reflecting a consolidation of information). The behavior of the SNR
was analyzed in depth, and the effects of different parameters on it were also highlighted. A time constant
that was too small or a simulation period that was too long, for example, led to SNR saturation. Finally, the
effectiveness of our model is illustrated in a simple pattern recognition learning task and the results showed
that neurons learned better in the presence of structural plasticity.

7.2 Limitations and perspectives

Given that the structural plasticity model proposed in this thesis has only just been developed, many future
prospects are open. Some of them are proposed below.

7.2.1 Variability in simulation times

In this thesis, we have always assumed that the different states had an equivalent duration. Specifically, we have
almost always considered that a state lasted for 15 seconds, whether it was the tonic state or the burst state.
However, in real life, this is not always the case. That is why it would be interesting to introduce variability in the
durations of the states to better reflect reality. Additionally, investigating the impact of this variability on learning
would be worthwhile. Would shorter burst periods enhance learning? Conversely, would longer burst periods not
result in better learning? These are the types of questions that could be explored.

We have already begun exploring this task, and the results can be found in Figure 7.1. We repeated the same
simple task inspired by [González-Rueda et al., 2018] discussed throughout Chapter 6 in which the signal-to-noise
ratio (SNR) is calculated. Here, however, we cut the states in time and, more specifically, defined the following
durations:

Duration Tonic Burst
Experiment 1 15 s 15 s
Experiment 2 15s 7.5 s
Experiment 3 7.5s 15s
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Experiment 1 is just there for comparison.

At first glance, the impact of time variability is not obvious. Indeed, for all 3 experiments, the SNR improves
over time, reaching a value of around 5 at the end of the 10th state. This is due to the fact that we did not
shorten the states enough, so the early-weights had time to converge towards their convergence value. However, in
Experiment 2, this is not quite the case, as we can see that the homeostatic reset is not quite reached at the end of
the burst. But the values are still very close to the reset, so this has very little impact on the SNR, which reaches
a slightly lower value than in the other experiments. Therefore, considering even shorter states remains an avenue
to explore, which is expected to have an impact on learning.
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Figure 7.1 – Effect of state duration variability on SNR. In Experiment 1 (left), the tonic duration is the
same as the burst duration, and is 15 seconds. In Experiment 2 (middle), the burst duration has been halved to
7.5 seconds. In experiment 3 (right), the tonic duration was halved.
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7.2.2 Others perspectives

• In this thesis, we have illustrated the effectiveness of the proposed structural plasticity model through a
simple pattern recognition task. However, these patterns were very simplistic, consisting of just 4 pixels. To
really test the effectiveness of our model in learning tasks, more complex patterns would have to be used. A
well-known and much-used pattern in the machine learning sector is the MNIST, shown in Figure 3. This
pattern consists of a set of digitized handwritten digits ranging from 0 to 9. The patterns are 28x28 pixels in
size, for a total of 784 pixels. It would be very interesting to see whether our model is capable of performing
these complex memory tasks.

Figure 7.2 – MNIST dataset. From [ActiveLoop, 2023]

• In the experiments of this thesis, we mainly used the calcium-based plasticity rule to describe the evolution
of early weight. Although we tested our structural plasticity model with the phenomenological models, no
learning tasks were performed using them. It could therefore be interesting to further explore the structural
plasticity rule with phenomenological models.
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Appendix A

Elements of neurophysiology

A.1 Short-term plasticity

This type of plasticity, which temporarily alters synaptic transmission following repeated stimuli, can last from a
few milliseconds to several minutes. It is often due to changes in the probability of neurotransmitter release. There
are two main types of short-term plasticity: facilitation and depression. Indee, when two stimuli are applied in
succession, the response to the second stimulus may be either enhanced or reduced compared to the first response
[Citri and Malenka, 2008].

Depression This plasicity occurs when the stimuli are very close in time (less than 20ms) and the response to
the second stimulus is weaker than the response to the first stimulus. It therefore involves a decrease in the release
of neurotransmitters in response to a second stimulus [Citri and Malenka, 2008]. This plasticity can be explained
by the fact that the first stimulus triggers the release of a large number of vesicles containing neurotransmitters
present in the presynaptic neuron. If the second stimulus arrives too quickly, the released vesicles do not have
enough time to be replaced, resulting in fewer vesicles available to respond to the second stimulus. This results in
a decrease in the number of neurotransmitters released in response to the second stimulus [Mateos-Aparicio and
Rodríguez-Moreno, 2020].

Facilitation It occurs when the interval between stimuli is slightly longer (20-500ms) and the response to the
second stimulus is stronger than the response to the first stimulus. It therefore involves an increase in the release of
neurotransmitters in response to a second stimulus [Citri and Malenka, 2008]. This plasticity would be explained
by the fact that following the first stimulus, there is residual calcium in the presynaptic neuron. When the second
stimulus occurs, the increase in calcium in the neuron that it causes is added to the residual calcium of the first
stimulus. The presynaptic neuron therefore contains more calcium than during the first stimulus, which causes an
increase in the number of neurotransmitters released [Mateos-Aparicio and Rodríguez-Moreno, 2020].

It should be noted that these forms of plasticity depend on the history of synapse activation. Indeed, synapses
that started with a very high probability of neurotransmitter release tend to reduce their response to the second
stimulus, whereas those that started with a low probability of release tend to increase their response to the second
stimulus. In addition, the probability of neurotransmitter release is partly controlled by receptor occupancy on
presynaptic terminals [Citri and Malenka, 2008].

A1



A2



Appendix B

Structural plasticity from a modeling point
of view

B.1 Model proposed by [Zenke et al., 2015]

The bifurcation diagram of the dynamics of the reference weight w̃ij(t), which thus includes the different equilibrium
values, is plotted in Figure B.1. The solid line represents stable points and the dotted line represents unstable points.
In addition, the control parameter is the difference (wij − w̃ij). When this difference is zero, we have the two stable
equilibrium points at 0 and 0.5 and the unstable equilibrium point at 0.25, which is therefore in agreement with
Figure 4.13. When wij is slightly larger than w̃ij , two stable equilibrium points are also possible but the value of
these two stable points is slightly increased. And finally, when wij is significantly larger than w̃ij , only one high
stable point is possible.

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

- 0.1- 0.2- 0.3 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.30

𝑤"!"(t)

𝑤!" −𝑤"!"

Figure B.1 – Bifurcation diagram of the dynamics of the reference synaptic weight. Evolution of the
reference weight w̃ij(t) as a function of the difference between the current synaptic weight wij(t) and the current
reference weight w̃ij(t). Plot drawn from equation 4.9 when w̃ij(t) has reached its convergence and thus when
d
dt w̃ij = 0. The solid line represents stable equilibrium points while the dashed train corresponds to unstable
points.
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B.2 Homeostatic plasticity

The main form of homeostatic plasticity is synaptic scaling. This maintains balanced neuronal activity and avoids
excessive excitation or total inhibition of neuronal circuits. Unlike long-term forms of plasticity such as LTP
and LTD, which act specifically on individual synapses, synaptic scaling affects the overall transmission across all
synapses of a neuron. This form of plasticity occurs when network activity is dramatically decreased or increased
for prolonged periods exceeding 12 hours. When activity decreases, the strength of all excitatory synapses on
excitatory neurons increases, whereas when it increases, the strength of all excitatory synapses decreases. The
molecular mechanisms underlying this form of plasticity include changes in the number of AMPARs and NMDARs
at individual synapses, as well as presynaptic changes [Citri and Malenka, 2008].
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